
 

 

PhD PROCEEDINGS 

 

 

ANNUAL ISSUES OF THE DOCTORAL SCHOOL 

FACULTY OF INFORMATION TECHNOLOGY & BIONICS 

2024 

  



 

 

PhD PROCEEDINGS 
 

ANNUAL ISSUES OF THE DOCTORAL SCHOOL 
 

FACULTY OF INFORMATION TECHNOLOGY & BIONICS 

PÁZMÁNY PÉTER CATHOLIC UNIVERSITY 

  



 

 

 

PhD PROCEEDINGS  
 

ANNUAL ISSUES OF THE DOCTORAL SCHOOL 

FACULTY OF INFORMATION TECHNOLOGY & BIONICS 

2024 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PÁZMÁNY UNIVERSITY ePRESS 

BUDAPEST, 2024 
 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

© PPKE Információs Technológiai és Bionikai Kar, 2024 

 

 

 

HU ISSN 2064-7271 

 

 

 

Kiadja a Pázmány Egyetem eKiadó 

Budapest, 2024 

 

 

 

 

 

 

 

 

Felelős kiadó 

Rev. Mons. Dr. Kuminetz Géza 

a Pázmány Péter Katolikus Egyetem rektora 

 

 

 

 

 

 

 

 

 

Cover image by Eszter Nagy-Kanta: NMR and molecular dynamics (MD) analysis of the bivalent DLC2-

binding segment of the intrinsically disordered protein GKAP. A The experimental design of the NMR 

titration measurements illustrated with the initial structure of the molecular dynamics simulations. B 
1H15N-HSQC spectra of the titration points with the stoichiometry of 1:1 (blue), 1:2 (green), 1:4 (yellow) 

and 1:8 (red). Amide NH peaks chemical shift assignment of the free GKAP is visible on the spectrum. C 

One example of the molecular dynamics calculations representing the complex structure. The calculations 

support the hypothesis that both binding sites participate in the binding, and GKAP retains partial 

flexibility even in bound form. Structural illustrations were created with ChimeraX. 
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Dependence of BCI performance on preprocessing
steps

András ADOLF
(Supervisor: István ULBERT)
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50/a Práter street, 1083 Budapest, Hungary
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Abstract—In the development of Brain-computer-interface sys-
tems, the accurate classification of EEG signals constitutes a
crucial step. During EEG signal measurement, various artifacts
can arise, resulting from both biological sources (e.g. muscle
movements) and environmental noise. To address this challenge,
various artifact rejection methods have been developed, one of
which is the FASTER algorithm. In this study, I compare the
performance of multiple neural networks with and without the
application of the mentioned method. I also examined the effect
of Transfer Learning method, as well as the differences caused
by applying frequency filters on the data.

Keywords-Artifact Rejection; BCI; FASTER; CNN

I. SUMMARY

Our evaluation was performed on a diverse set of subjects
from the Physionet database [1] and was based on a compar-
ison of the results obtained from five different convolution-
based machine learning models. A 2-dimensional Convo-
lutional Neural Network (noted as Conv2D) was devised,
wherein the input to the system comprised a 3-dimensional
configuration of the electroencephalogram (EEG) signal. This
representation encompassed one dimension denoting time,
while the remaining two dimensions corresponded to the 2D
layout of the electrodes’ spatial arrangement. Subsequently,
a 3-dimensional neural network was constructed with input
dimensions identical to those of the preceding system. Three
alternative machine learning architectures, namely EEGNet
[2], Multi Branch 3D CNN [3], and Shallow CNN [4], were
also evaluated for their efficacy regarding the influence of
Artifact Rejection.

Fig. 1. The examined preprocessing methods and neural networks

The study underscores the impact of Artifact Rejection,
which is contingent on both the specific classification system
employed and the characteristics of the individual subjects.
In the absence of Transfer Learning, EEGNet emerges as the
top-performing model. Remarkably, for four out of the five
networks, the application of the FASTER [5] algorithm leads
to a substantial and statistically significant enhancement in
performance. However, the utilization of the Transfer Learning
(TL) method alters this distribution. While it enhances the
performance of all networks across all preprocessing steps, it
introduces an intriguing reversal in the relative performance
of data with and without Artifact Rejection. When TL is

employed, data without Artifact Rejection consistently out-
performs the same data with Artifact Rejection. This reversal
in performance might be attributed to the network’s ability to
capitalize on a larger dataset. Neural networks often excel at
learning subtle yet crucial features, and these subtle details
may be inadvertently filtered out during the FASTER method.
Therefore, the presence of more extensive, unfiltered data
provides the network with the opportunity to capture these
finer features, ultimately leading to superior performance.
Finally, we conducted a study of the effect of frequency
filtering. When training our networks only on the subject-wise
data, the only prominent frequency ranges are from 0.1 Hz in
the case of the examined CNN-s. The EEGNet and the Shallow
CNN networks, however, get the highest accuracy from 5 to
75 Hz if offset-based learning is conducted.
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Intracortical effects of infrared neural stimulation in
the rat neocortex
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Abstract—Infrared neural stimulation (INS) has been explored
as a means of modulating neuronal activity by adjusting tissue
temperature. However, the underlying biophysics of this process
remains incompletely understood. To address this, we investigated
the effects of pulsed and continuous-wave INS on cortical neurons
in anesthetized rats using high-density laminar electrode record-
ings. Analyzing responses from a large sample of single units,
we found that pulsed INS predominantly increased neuronal
firing, while continuous INS tended to suppress activity. Notably,
elevating tissue temperature with INS significantly increased
the number of affected cells, particularly inhibiting activity.
Moreover, we observed differences in response between principal
cells and interneurons. These findings provide insight into the
intricate mechanisms underlying INS in the living brain.

Keywords-infrared neuromodulation; electrophysiology; spike
detection

I. INTRODUCTION

A substantial proportion of individuals living with vari-
ous neurological disorders, including Parkinson’s disease and
epilepsy, highlights the necessity of addressing these debilitat-
ing conditions [1]. Therefore, there is a pressing need to de-
velop treatments targeting these diseases. INS utilizes infrared
(IR) light to induce temperature changes in neural tissue,
which in turn can either suppress or evoke action potentials
in neurons. Despite numerous hypothesized biophysical and
molecular mechanisms underlying INS, a more comprehensive
understanding necessitates a synthesis of detailed theoretical
models with experimental findings.

II. METHODS

The experiments were designed to investigate how tissue
temperature affects neuronal activity in anesthetized rats.
Recordings were made using a Neuropixels probe to examine
responses to pulsed and continuous IR stimulation. IR
light was delivered in cycles of ON and OFF periods to
achieve peak temperature and return to baseline. For the
spike detection, Kilosort was used [2]. This is an automated
method that uses the raw electrophysiological data to detect
the spikes, allowing for more accurate waveforms. After
this, the spike clusters were manually curated and separated
into single-unit activity spike clusters. To analyze the data,
custom MATLAB scripts were used. The average firing rate
and relative firing rate of all detected cells were calculated
and the position of the neurons was determined using brain
sections.

Fig. 1 shows an example waveform of a single unit cluster
detected by Kilosort. The figure shows several channels ad-
jacent to each other where the same spike was detected with
different amplitudes.

Fig. 1. Example multichannel waveform of a single unit cluster

III. RESULTS AND DISCUSSION

The objective of this study was to investigate the impact of
INS on neuronal cell activity. The utilization of Neuropixels
electrodes allowed data to be recorded across a range of
parameters, which revealed distinct changes in neural function.
Our results showed that pulsed INS predominantly increased
neuronal firing, while continuous INS tended to suppress
activity. Notably, increasing tissue temperature with INS sig-
nificantly increased the number of affected cells, particularly
those that inhibited activity. In addition, we observed differ-
ences in response between principal cells and interneurons.
This study sheds light on the nuanced effects of IR stim-
ulation on cortical neurons, providing valuable insights for
future research. Additionally, it underscores the importance of
combining electrophysiological and molecular approaches to
understand neuronal excitability in vivo.
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Exploring the correlation between migration
parameters and cell characteristics
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Abstract—Timelapse videomicroscopy is a widely used method
for studying cell migration, offering a way to analyze cell motility
independently from other factors like proliferation or invasion.
However, it’s crucial to process cell-tracking data carefully
because many migration parameters can be calculated, each
giving different information about the cells’ migratory behavior.
In our study, we investigated seven migration parameters and
how they relate to specific characteristics of the cells. We also
considered how these cells’ characteristics affect the reliability
of migration parameters and the differences in results from
different tracking methods.

Keywords-cell migration, videomicroscopy, migration parame-
ters, cell-specific parameters, correlation

I. INTRODUCTION

To analyze cell migration on videomicroscopic recordings,
tracking of cells is essential. This can be achieved through
manual, semi-automatic, or fully automated methods. Semi-
automated and automated approaches present challenges due
to their complexity, requiring intricate image preprocessing
steps and confronting difficulties such as managing cell disap-
pearance or division events. Following cell position detection
over time, various parameters are computed, and subsequent
data analysis and comparison are conducted [1]. These pa-
rameters encompass two primary categories: cell characteristic
parameters derived from cell contours, and migration param-
eters determined based on the geometric central position of
cells [2].

II. CALCULATION OF MIGRATION PARAMETERS AND
CELL-SPECIFIC PARAMETERS

Analysis was conducted on videomicroscopic images previ-
ously recorded using an inverted phase-contrast microscope at
Semmelweis University, Budapest. A total of 1287 recordings
were subjected to manual and semi-automatic tracking (Cell-
Tracker). Subsequently, seven commonly utilized migration
parameters were computed from cell positions at each time
point using MATLAB: Mean Squared Displacement (MSD),
displacement, maximal displacement as displacement-based
parameters; total traveled distance, velocity, and average ve-
locity as traveled path-based parameters; and directionality
ratio. For each migration parameter, the area under the curve
was computed using trapz() MATLAB built-in function, then
averaged for cell lines and treatments. A relative standard
deviation was also calculated to assess the repeatability of
each parameter.
Three parallel control recordings were processed for each cell
line using ImageJ to determine six cell-specific parameters:
cell size, cell number, circularity, area coverage, colonization
tendency, and maximum colony size. Additionally, average

velocity was incorporated as an extra cell-specific parameter
as well, considering that average cell motility might also
characterize the given cell.
The relationship between migration parameters and cell-
specific parameters was assessed utilizing Pearson’s correla-
tion, using corrplot() MATLAB function.

III. RESULTS AND CONCLUSION

In our study, the relationship between cell-specific parame-
ters and migration parameters was investigated to explore the
migration of cell lines with specific properties and determine
the appropriate processing of recordings, as well as the calcu-
lation of relevant migration parameters.
The analysis demonstrated correlations between cell-specific
parameters and migration characteristics, with stronger asso-
ciations with colonization tendency in semi-automatic tracking
compared to manual tracking. Treatment-induced changes
weakened some correlations, particularly between migration
parameters and cell size/shape, presumably due to the effect
of the treatment on the cell features. Discrepancies between
tracking methods were influenced by cell parameters, particu-
larly observed in circularity and coverage within control cases,
and in cell number and coverage within treatment cases. The
reliability of the migration parameters was largely independent
of the cell features in the case of semi-automatic tracking,
whereas in manual tracking, the correlation was consistently
observed with all cell characteristic parameters. The difference
in correlation strength between tracking methods might be at-
tributed to their inherent characteristics: semi-automatic track-
ing relied on predefined algorithms, while manual tracking
involved subjective human judgment, potentially introducing
biases.
These correlations shed light on the complex interplay between
cellular characteristics and migration dynamics, providing
valuable insights for further research in cell biology and
migration studies.
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Abstract—: Microorganisms form the basis of the Earth’s
biosphere and represent a large part of the planet’s biodiversity.
They play a critical role in ecosystem processes and nutrient
cycling, providing functions that ultimately sustain all life. Within
the plant microbiome, mutualistic fungal and bacterial symbioses
such as mycorrhizae, beneficial endophytes, and nitrogen-fixing
bacteria are prominent examples of microorganisms that play a
crucial role in nutrient acquisition and plant resistance to biotic
and abiotic stresses [1]. Our results achieved with the proposed
research provide unprecedented insight into the complex inter-
action between water stress caused by climate change and the
dynamics of the microbiome and the health of the grapes, which
has a direct impact on grape growing in Hungary and other
countries. are increasingly facing problems related to water stress
due to climate change. Keywords: drought stress, Vitis vinifera,
water deficit, agriculture

I. INTRODUCTION

On the world stage, the rise in temperature due to global
warming has already become a reality, which has become
one of the main challenges of the scientific community, has
greatly reshaped or is in the process of altering all agricultural
ecosystems. Since agriculture is highly dependent on climatic
conditions, it can have a large impact in the short term if
measures are not taken to adjust and mitigate the agricultural
system. The responses of plants to abiotic stress have been
investigated by many groups worldwide. Vitis vinifera is
one of the most cultivated plants worldwide, which has a
great impact on the economy of many countries. As in any
other plant, there are numerous interacting microorganisms
on the external and internal surface of the grape [2], [3].
Therefore, it is not surprising that the characterization of the
grape microbiome has attracted increasing interest in recent
years, in order to explore the effect these microorganism-plant
relationships can have on the physiology of the grape. The
overall health of grapes is greatly influenced by the diversity
of microbial communities.

II. METHODOLOGY

The drought-stress experiment will be executed at the Es-
zterházy Vineyard in Eger operated by the Research and De-
velopment Center of the EKKE. We will manipulate grapevine
water-stress levels through different irrigation, aiming to
achieve 50% and 40% field capacity relative to the control with
full water potential. The following physiological measure-
ments related to metabolic activity will be taken on healthy,
mature, and undamaged leaves: midday net CO2 assimilation
rate (Pn), stomatal conductance (gs), and transpiration rate

(E). We will generate DNA metabarcoding data of fungi and
bacteria from grapevine roots, shoots, and leaves of grapevines
subjected to different levels of drought stress using our well-
established workflow [4]. In addition to microbial community
profiling described above, we will also characterize the compo-
sition of actively expressed grapevine and microbial genes in
different plant parts under different drought stress conditions
using metatranscriptomics. We will statistically compare the
taxonomic and functional richness and relative abundance of
microbial communities, with particular attention to various
pathogenic and beneficial microbes associated with grapevine.

III. CONCLUSION

Wine production is a multi-billion-dollar global industry and
viticulture is among the most valuable agricultural activities
in Hungary and forms an important component of the cultural
heritage and is even featured in our national anthem. As
the sustainability and rentability of viticulture in Hungary
is increasingly threathened climate change, particularly by
warming-riven drought-stress, knowledge on the physiological
differences among rootstocks, scions and their interactions
with microorganisms is essential for responding intelligently
to the above challenges. The holobiont approach of the
proposed research and the used cutting-edge molecular and
bioinformatic tools will provide unprecedented insights into
how warming-driven drought stress shape grapevine physi-
ology and microbiome composition and functionality, with
direct implications for the viticulture industry in Hungary and
elsewhere, that increasingly face problems related to water
stress due to climate change.
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Abstract—Tactile sensors have proven to be a useful addition
for learning in-hand manipulation and grasping tasks, however,
their exact placement on both real-life and simulated hand
models varies greatly between papers. This research aims to
find conclusive results on how sensor density and positioning
affects the learning curves of specific grasping tasks. This may
substantially decrease the time spent with either real-life or in-
simulation experiments of newly developed hand prostheses.

Keywords-reinforcement learning; proximal policy optimiza-
tion; tactile sensors;robotic grasping; prosthetic hand

I. INTRODUCTION

Recent studies effectively utilize imitation learning to ac-
celerate the learning process and humanize robot movements
by gathering motion data from human subjects performing
various grasping or manipulation tasks [3]. This can be ex-
tremely beneficial for engineers; however, it also introduces an
additional bias into training by incorporating outside data as
opposed to relying solely on data generated by the simulation.
Imitation learning alone does not result in perfectly executed
robot movement however, and further training is required,
which is often achieved through reinforcement learning or
deep reinforcement learning due to promising results reported
in recent research [1], [2]. The addition of tactile sensors
into this training pipeline enhances performance but also
introduces a novel type of uncertainty related to the number
and positioning of the sensors [4]. Studying the effects of
tactile sensor density and placement when using reinforcement
learning to learn grasping tasks therefore would be a useful
expansion of the field. Due to the bias that surfaces when using
imitation learning, it is necessary for the learning process to
be completed using only the data generated during simulation.
This puts a heavy emphasis on a reward function suitable for
driving the desired behavior.

II. METHODS

To investigate the effects of sensor placement a PyBullet
environment was created with a rigid 3D hand model, custom
tactile sensors, and various objects for the hand to lift in the air.
The sensors were arranged in 3 different configurations, not
including the controls. Version 1 has one sensor with a wide
sensing field placed on each index of the hand, version 2 has
three sensors with smaller sensing fields placed horizontally
along the midline of each index, and version 3 has nine
sensors placed in a matrix on the index. All the variations
also include four sensors on the palm, placed near the first
index of each finger. To facilitate learning this difficult and
complex task the hand begins in an advantageous, partially
closed position above the object. The position of the hand
becomes gradually more open as the previous, easier task is

successfully completed. This results in a curriculum learning
scheme, which has been shown to aid the learning of complex
tasks.
Results have shown that both the three- and nine-sensor con-
figurations lagged behind the one-sensor configuration in terms
of performance. Reasons for this may include not appropriate
cover of the sensing areas or the increased observation space
resulting in a large increase in complexity. Simulations run
with tactile data were shown to have a steeper initial learning
curve than simulations run without it. To further facilitate
learning a soft body-based inner covering has been made
in simulation. The soft cover is able to increase the contact
surface between hand and object, thus contributing to better
grasp quality. In order to properly simulate the soft-covered
hand model in PyBullet, further experiments are needed to
identify the proper physical parameters.
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Abstract—The hippocampus is a part of the brain’s navigation
and memory systems, creating a cognitive map based on external
cues and internally generated cognitive signals. Hippocampal
pyramidal cells play a key role in spatial representation by
forming place fields. How this representation is formed and
maintained is still yet to be fully understood. One fruitful
research direction has been the application of calcium imaging
techniques in vivo, using calcium-sensitive fluorescent dyes to
signal neural activity. This review briefly summarizes its uses
in hippocampal spatial representation research, especially when
used in conjunction with two-photon microscopy.

Keywords-calcium imaging, two-photon microscopy

I. INTRODUCTION

The hippocampus plays a key role in cognitive processes
such as navigation and memory formation. Hippocampal pyra-
midal cells called place cells are selectively active at specific
locations in the environment [1]. The area of the environment
to which a given place cell is tuned is called the place field
(Fig. 1). Place cells tile the environment with their place fields.
The hippocampal spatial map is highly dynamic, with cells
encoding information about novelty, changes in salient cues,
attention and reward. The driving force behind these dynamic
changes in coding is mostly unknown but synaptic plasticity
is believed to play a role. This brief review focuses on how
Ca2+ fluorescence imaging has been applied to hippocampal
research.

II. CA2+ FLUORESCENCE IMAGING

In vivo Ca2+ fluorescence imaging is an experimental tech-
nique that typically uses proteins called genetically encoded
Ca2+ indicators. These proteins comprise two main parts: a

Fig. 1. Firing rate of a place-tuned pyramidal cell in CA1. Darker colors
indicate higher firing rates. Note, that the cell fires at the same spatial location
as the animal traverses a linear environment multiple times (i.e the cell has a
place field).

Ca2+ sensor domain and a fluorescent protein domain. In the
presence of Ca2+ the sensor domain causes the fluorescent
domain to undergo structural changes leading to the emission
of photons with a wavelength characteristic to the fluorescent
domain. Ca2+ imaging is often coupled to two-photon (2P)
microscopy, which uses a focused laser beam to excite the
target with exactly two concurrent low-energy photons.[2].

III. EXAMPLE STUDIES USING CA2+ IMAGING IN RODENT
HIPPOCAMPAL SPATIAL REPRESENTATION RESEARCH

Dombeck et al.[3] applied in vivo 2P Ca2+ imaging for the
first time to measure the activity of CA1 pyramidal neurons
of mice navigating a virtual environment using the GCaMP3
calcium indicator. They describe their technique in detail from
the surgical procedures involving chronic implantation to the
identification of regions of interests (ROIs) and subsequent
data analysis including the identification of place cells and
their respective place fields.

Dong et al.[4] has used in vivo 2P Ca2+ imaging to inves-
tigate the differences between the CA1 and CA3 regions of
the hippocampus in mice. They found that place fields in CA3
tend to be more spatially stable, with CA1 place fields more
likely to undergo drift over repeated exposures to the same
environment.

Priestley et al.[5] also used in vivo 2P Ca2+ imaging to
record the activity of CA1 pyramidal cells. They showed that
place fields that appeared during the recording, i.e novel place
fields, have properties that suggest that synaptic plasticity
mechanisms play a role in their formation.
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Abstract—The objective of my project is to develop a math-
ematical framework for describing and predicting the behavior
of cells in response to induced missegregation. This topic is of
the utmost importance since such events occur to cells treated
with antimitotics, a family of drugs frequently employed to
treat cancer. Antimitotics alter microtubule dynamics, which
hinders cancer cells’ capacity to divide. These drugs activate the
mitotic checkpoint, which prevents cells from entering mitosis
and channels them towards cell death. However, it can happen
that cells eventually bypass this checkpoint barrier and start
to multiply at high rates of chromosome missegregation. While
some cells die, others are capable of reproducing once more
and producing resistant offspring via adaptive aneuploidies. The
model aims to produce a phase-space diagram, that I will refer
to as survival map, that will show whether cells become resistant
to induced missegregation or go extinct. The major interest is to
predict when cancer cells may become extinct. The fate of the
population will depend on the initial population size (N0) and
missegregation rate (p) which are two parameters that can be
modulated experimentally.

Keywords-Initial population size; Missegregation; Adaptative
Aneuploidy; Mathematical Model

I. INTRODUCTION

Missegregation refers to the faulty segregation of chromo-
somes during cell division. Such errors can result in very dif-
ferent outcomes: cells can undergo apoptosis (i.e. programmed
cell death) or become aneuploid (cells with incorrect number
of chromosomes). Aneuploid cells show very different behav-
iors depending on the context. In non-stressful conditions,
aneuploidy is traditionally considered harmful because of
abnormalities in gene dosage, and is generally linked to altered
phenotypes and reduced cell survival ([6],[7]). However, under
stress specific aneuploidies can enable cells to survive by pro-
viding unexpected selective/proliferative advantages ([2],[3]).
Given these opposite outcomes, it is not trivial to understand
whether increasing or decreasing the extent of aneuploidies
may rescue or hamper cell growth. Even when specific ane-
uploidies may rescue growth, simply increasing chromosome
missegregation does not guarantee the acquisition of the opti-
mal aneuploid state. Other karyotypes may be acquired, all of
them decreasing fitness. In my project, I want to investigate
what are the most important parameters for achieving the
rescuing karyotype under stressful conditions, and how to
modulate them to determine the fate of the population. To
do this, I combine experiments and modeling. Concerning
the experimental work, I use haploid budding yeast cells
bearing a mutated variant of TUB2, known as tub2-401.
These cells exhibit compromised microtubule polymerization
ability at 18◦C, leading to arrest by the mitotic checkpoint.
Consequently, cells undergo cell division with chromosome
missegregation. For what concerns the model, instead, I started
supposing that cells’ fate under missegregative-stressful condi-
tion only depends on two specific parameters: the initial pop-

ulation size (N0) and the missegregation rate (p). During these
years, it has been important to me to find strategies to modulate
experimentally such parameters. I spent the first year of my
PhD setting up an experimental protocol for the modulation of
N0 whereas during my second year I focused on p modulation.
This involved creating a revertant strain from tub2-401, tub2-
MVYC, to reduce missegregation. Finally, this year I firstly
measured the specific missegregation rate values for the two
strains at 18◦C and then started to investigate the interplay
between p and N0. Specifically, I fixed the missegregation rate
focusing on tub2-401 cells at 18◦C and studied the effect of
changing the population size. The data suggest that, given a
specific missegregation rate, initial population size determines
the evolutionary path that leads to a specific aneuploidy which
rescues chromosome missegregation and cellular growth. This
was paired with a mathematical model aimed at reproducing
experimental results. Exploiting measured parameter values,
the model suggested interpretations of the observed dynamics.

Fig. 1 : Experimental set up. Missegregation rate was fixed by evolving tub2-
401 cells at 18◦C. Different initial population sizes were obtained through
serial dilutions.

REFERENCES

[1] Gomulkiewicz R, Holt RD., “When does evolution by natural selection
prevent extinction?”, Evolution. 1995; 49(1):201-207. doi:10.1111/j.1558-
5646.1995.tb05971.x

[2] Ippolito MR, Martis V, Martin S, et al. , “Gene copy-number
changes and chromosomal instability induced by aneuploidy confer
resistance to chemotherapy.”, Dev Cell. 2021; 56(17):2440-2454.e6.
doi:10.1016/j.devcel.2021.07.006.

[3] Lukow DA, Sheltzer JM. , “Chromosomal instability and aneuploidy
as causes of cancer drug resistance.”, Trends Cancer. 2022; 8(1):43-53.
doi:10.1016/j.trecan.2021.09.002

[4] Pavani M, Bonaiuti P, Chiroli E, et al., “Epistasis, aneuploidy, and func-
tional mutations underlie evolution of resistance to induced microtubule
depolymerization.”, EMBO J. 2021.

[5] Pompei S, Cosentino Lagomarsino M., “A fitness trade-off explains the
early fate of yeast aneuploids with chromosome gains.”, Proc Natl Acad
Sci U S A. 2023;120(15):e2211687120. doi:10.1073/pnas.2211687120

[6] Santaguida S, Vasile E, White E, Amon A., “Aneuploidy-induced cellular
stresses limit autophagic degradation.”, Genes Dev. 2015; 29(19):2010-
2021. doi:10.1101/gad.269118.115.

[7] Torres EM, Sokolsky T, Tucker CM, et al., “Effects of aneuploidy on
cellular physiology and cell division in haploid yeast.”, Science. 2007;
317(5840):916-924. doi:10.1126/science.1142210.

.

C. CANCRINI, “The effect of population size on adaptive aneuploidy” in PhD Proceedings – Annual Issues of the Doctoral School, Faculty of Information
Technology and Bionics, Pázmány Péter Catholic University – 2024. G. Prószéky, G. Szederkényi Eds. Budapest: Pázmány University ePress, 2024,
pp. 17–17.

17



Structural and functional investigation of the wild
type and mutant EVH1 domain of the HOMER1

protein
Fanni FARKAS

(Supervisor: Zoltán GÁSPÁRI)
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Abstract—The postsynaptic density (PSD) is a complex net-
work which includes millions of proteins positioned beneath the
postsynaptic membrane. Homer and Shank scaffold proteins
act as one of the most important components of the PSD,
whose interactions are crucial for the proper formation of the
protein network. Homer1 interacts with mGluR1α5 subunits via
their carboxy-terminals as well, with this interaction facilitate
the regulation of their postsynaptic localization, translation,
and intracellular signaling. Mutations in these proteins have
been associated with various neurodegenerative diseases, such as
autism or schizophrenia. The focus of my research is a detailed
structure and function analysis of the Homer1 protein utilizing
NMR spectroscopy and other biophysical methods.

Keywords-PSD; HOMER1; EVH1; mutants; NMR; interaction

I. INTRODUCTION

Under the postsynaptic membrane of neurons, a protein rich
complex structure is found, called postsynaptic density (PSD).
This protein rich complex structure is characterized by numer-
ous interactions which play a crucial role in various cognitive
functions, including learning and memory formation [1]. In
case of some neurodevelopmental disorders, such as autism
spectrum disorder (ASD) and schizophrenia, alterations were
found in the pathology of the postsynaptic density proteins at
excitatory synapses. These alterations can cause impairments
in cognition, learning and memory [2]. PSD contains millions
of proteins and Homer and Shank scaffold proteins play a
significant role in structure formation of this complex network.
The EVH1 domain of Homer plays a crucial role in protein
interactions. It interacts with the Shank and Drebrin proteins
and with mGluR1α5 subunits via their carboxy-terminals [3].
To understand the working of this continuously changing,
dynamic structure NMR spectroscopy is the best technique.
It is used to investigate the three-dimensional structure and
dynamics of proteins at the atomic level. However, it requires
specific conditions such as a highly concentrated protein
sample, low pH, and minimal buffer components, as additives
can cause extra signals which obscures the protein signals.

II. METHOD

To produce the recombinant Homer protein (EVH1 domain)
and its two mutant variants (M65I and S97L) commercially
available BL21 E. coli cells ere used. These bacteria cells
were grown in LB media in case of unlabelled proteins, in
case of 13C, 15N isotope labelled ones, minimal media was
used. These labelling was needed for NMR measurements.
After protein production bacteria cell wall was brake by using

ultrasonic homogenization method. For protein purification the
following steps were used: first immobilized metal affinity
chromatography (IMAC) utilizing a Fast Protein Liquid Chro-
matography (FPLC) system. Next step was a buffer exchange
followed by an Ion Exchange Chromatography (IEC) step
using an S column. For last purification step, size exclusion
chromatography (SEC) was performed to optimize the buffer
conditions (pH, NaCl level, etc.) to make the sample suit-
able for NMR analysis. After these purification steps SDS-
PAGE was used to analyse the result. For last step the
NMR-compatible sample was sent to Debrecen for NMR
measurements. Functional analysis was performed, such as
Thermal Shift Assay and Biolayer Interferometry. For bivalent
HOMER, nucleotide sequence and plazmids was designed and
ordered, and early protein purification steps were performed.

III. RESULTS

The production and purification for both unlabelled and
labelled proteins were successful, highly concentrated sample
was sent for NMR measurements to Debrecen. The obtained
spectra analyzation was started. Functional analysis shows
promising results, but further investigations are needed. For
Bivalent HOMER protein the designed primers are worked,
PCR and cloning was successful as well. Early purification
steps seems usable as well but further optimizations are
needed.
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Abstract—A sophisticated network of intracellular signaling
pathways in the spine heads of postsynaptic dendrites remark-
ably takes part in shaping synaptic plasticity - the cellular-
level basis of learning and information storage in the brain.
Using computational tools to investigate networks of biochemical
cascades is a well-established research method. The underlying
molecular mechanisms of long-term potentiation (LTP) were
studied with a detailed, experimental data-driven computational
model. According to our findings, the ratio of different AMPA
receptor subunits significantly influences the possible molecular-
level changes that shape synaptic plasticity.

Keywords-synaptic plasticity, postsynaptic LTP, molecular
mechanisms, AMPAR subunits

I. INTRODUCTION

Long-term potentiation (LTP) is the activity-driven strength-
ening of the efficacy of synaptic transmission. Besides the
biophysical features of neurons, intracellular biochemical sig-
naling pathways also contribute to the formation of complex
neuronal functions such as activity-dependent synaptic plastic-
ity. The experimental measurement of the interactions between
biochemical cascades is a difficult task, thus computational
modelling combined with experimental data is a good ap-
proach to examine these interactions and make predictions.
The effects of different plasticity induction protocols, the
roles of signaling pathways, and individual molecular species
were investigated using a computational model located in a
hippocampal CA1 pyramidal cell spine head.

II. METHODS

A computational model of plasticity-related intracellular
signaling pathways was created based on the model described
in [1]. The model was used to fit experimental data gathered
from papers in which LTP was examined. The model simu-
lations were run using the reaction-diffusion submodule [2]
of the NEURON simulator. The Neuroptimus optimization
software tool [3] was used to optimize the model parame-
ters. The Neuroscience Gateway (NSG) [4] provided high-
performance supercomputers were utilized to carry out the
computationally heavy optimizations. Since the resulting mod-
els fit the experimental data sufficiently, they were used for
further investigations of the underlying molecular mechanisms.

III. RESULTS

After the analysis of the model fittings, it was found that
the ratio of the GluR1 and GluR2 AMPA receptor subunits
significantly influences the possible molecular mechanisms

Fig. 1. Different molecular mechanisms shape postsynaptic LTP in a GluR1
ratio-dependent manner.

that determine the changes underlying altered synaptic con-
ductance, which is a measurement of synaptic response to a
plasticity induction stimulus. The possible actions and effects
of individual biomolecules participating in particular mech-
anisms were also explored. The left side figures in Figure
1. illustrate the model fitting to experimental data, the time
courses of the changes in the number of different AMPAR
subunits, and the contributions of different AMPA tetramers
to total synaptic conductance, in the case of high GluR1 ratio
(0.78). The right side figures show the model fitting and the
same changes in the case of low GluR1 ratio (0.31).
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I. INTRODUCTION

Functional Electrical Stimulation (FES) leg cycling has
garnered attention as a rehabilitation method for individuals
with neurological conditions, including spinal cord injury
(SCI). This study aimed to explore the cardiac responses to
FES leg cycling in both incomplete and complete SCI patients,
offering insights into the acute cardiovascular effects of this
intervention.

II. METHODS

Thirty-one SCI patients participated in the study, with 12
classified as complete (iSCI) and 19 as incomplete (cSCI).
Training sessions were conducted twice a week, with each
session comprising a 30-minute FES leg cycling. Blood pres-
sure, heart rate, and performance metrics were monitored
throughout the sessions. Statistical analysis included Pearson’s
correlation coefficient and Student’s t-test.

III. RESULTS

Distinct patterns in cardiac responses were observed be-
tween iSCI and cSCI groups. Complete SCI patients exhibited
an initial increase in blood pressure during stimulation, fol-
lowed by a plateau and subsequent decrease. In contrast, iSCI
patients showed a rapid increase in blood pressure, reaching
a maximum midway through the session before declining.
Pulse values mirrored these trends, with significant differences
between the groups, particularly in maximum pulse values.
However, correlations between intra-session changes indicated
convergence in cardiac responses, particularly evident between
the fifth and tenth sessions in both groups. Performance
therefore significantly higher among iCSI’s group.

IV. CONCLUSION

The study underscores the importance of considering injury
severity when evaluating cardiac responses to FES leg cycling
in SCI patients. Incomplete SCI patients demonstrated greater
variability in responses, likely due to variable motor functions
below the injury level. Conversely, complete SCI patients
exhibited more consistent adaptations to training, suggesting
potential cardiovascular benefits over time. These findings
highlight the potential of FES leg cycling as a rehabilitation
intervention to improve cardiac responses in complete SCI
patients, warranting further research to optimize protocols for
individuals with SCI.
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Abstract—One of the most common methods of microbiological
research is the cultivation of cell colonies on agar plates. During
these experiments, researchers can examine the functionality of
cells, including their reaction to environmental effects, their use
of different resources and interaction between varying strains.
These experiments are time-consuming and resource-intensive,
therefore we aim to develop a computer simulation model to
reduce the need for physical experiments. Traditional agent-based
models, while effective, suffer from high computational demands
as the number of simulated cells increases. To overcome this
limitation, we propose a cellular automaton-based approach that
uses state aggregation to enhance efficiency, especially with large
cell populations.

Keywords-cell colony simulation; cellular automaton; microbial
simulation; computer simulation, multicellular systems

I. INTRODUCTION

State aggregation is a common computational method, used
to reduce complexity of a model by grouping entities of similar
states, tracking aggregated information instead of details on
each individual agent. It scales very well with the number
of entities, which is advantageous in case of cell colony
simulation, where the number of cells falls commonly in the
millions and over.

There are weaknesses of state aggregated models as well.
The number of states differentiated increases computational
requirements, therefore good performance can be reached by
discretising states with a resolution low as possible; however
a low resolution would mean the loss of precision.

In our model, there are three states by which entities are
differentiated: two spatial dimensions and an abstract variable
describing how far a cell progressed in the cell cycle towards
mitosis. The former two naturally arrange the model in a
spatial grid, with the third forming a vector, representing the
number of cells in each maturity level. Figure 1 shows a
schematic representation of our state aggregation implemen-
tation.

II. DEVELOPMENT TARGETS

The main challenge of development is finding balance
between computational performance and precision. Several of
the fundamental mathematical concepts employed in the model
have limitations regarding parameters of their implementation,
setting a minimal viable configuration for accurate modelling
of the biological system.

Another ambition of our work is the introduction of objec-
tive physical parameters, wherever it is possible. This might
enable us to make parameter more efficient by measurement
of well-defined properties in simple experiments, providing
accurate seed data.

Fig. 1. Top right: in an agent-based model, entities are stored individually,
with its associated properties. Bottom left: In a state aggregated model,
number of entities is stored for each spatial segment, grouped by their
respective discrete state

III. RESULTS

First prototypes of the algorithm showed promising results,
proving the viability of the method. The use of physical
parameters was successfully implemented, backed by several
benchmark tests. It was also established that changing time-
and spatial resolution of the simulation within reasonable
limits does not influence the simulation results to a significant
extent.

however in the current stage the computational performance
is not suitable for validation of results or parameter estimation.
Our current focus is on optimization of the program code,
also taking into consideration implementation in a higher level
programming language.
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Abstract—Recent studies [1] have uncovered an intriguing link
between cell growth, defined as the increase in cell mass and
cell volume, and cell-cycle progression in proliferating cells. This
interconnection affects cell size and cell density homeostasis,
which are normally maintained by tightly regulating the biosyn-
thetic machinery[2]. For example, a prolonged G1 phase can
lead to excessive volume growth and cytoplasmic dilution due
to excessive growth time, as demonstrated in budding yeast.
This extended growth phase disrupts density homeostasis and
impairs proper cell-cycle progression, triggering senescence-like
phenotypes and therefore influencing the dynamics of cell-cycle
re-entry. Cellular senescence, characterized by permanent cell-
cycle arrest and enlarged cell size, is a well-known hallmark
of cancer [3]. Given the relevance of these features for under-
standing cancer senescence, we need a quantitative framework,
rooted on budding yeast but easily generalizable, to understand
the dynamics of key cell’s features such as density, mass and
volume during a prolonged cell-cycle arrest.

Keywords-Yeast; cell-cycle arrest; mathematical model

I. BACKGROUND

Controlling cell-cycle progression is essential for maintain-
ing proper cellular function and tissue homeostasis and the
precise regulation of cell cycle timing within tissues is critical
and can influence processes such as aging and senescence.
Recent studies have revealed the strong interplay between cell
growth and cell-cycle progression in budding yeast, leading to
a loss of the biosynthetic scaling between volume and mass
during cell-cycle arrest. Some previous mechanistic modeling
efforts explained these behaviors in relation to the molecular
processes happening inside the cell[4] but their generalization
is not trivial expecially for model systems whose experimental
insights are at preliminary states, e.g. mammalian cell lines.
We proposed a generalizable deterministic 2-state phenomeno-
logical model that, by describing the dynamical evolution
of population-level quantities obtained by the integration of
cellular-level ones, can accurately reproduce the experimental
dynamics observed in previous works[1], already validated
with mechanistic models.

II. MODEL

We set up the quantitative framework by assuming two
possible cells’ phenotypes, that is the cycling and the arrested
one. These phenotypes can evolve under two different regimes,
that is an arrested regime, describing a cell-cycle arrest state,
and a release regime, describing the arrest release arrest
and the progression into cell-cycle. For each phenotype, the
model predicts the dynamical behavior of the number of cells,

Fig. 1. Our preliminary results demonstrates that a simple phenomenological
model is able to reproduce the dynamics of phenotypic quantities under G1
cell-cycle arrest. Figure A and Figure B show the fit of the data[1] respectively
for cells volume and mass during arrest. Figure C shows the density prediction.
The model can fully reproduce density dilution during arrest.

volume, mass and density both on a cellular level and on a
population level by integrating deterministic ODEs.
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Abstract—Utilizing a neuropsychodynamic approach, this pa-
per examines how emotional regulatory processes influence ex-
ecutive functioning and strategic thinking in chess, the neuro-
biological correlates of these processes, and the implications for
understanding the process of thinking, adding the new aspect of
personality dynamics to the former.
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neuropsychology, cognitive neuroscience

I. EMOTION REGULATION IN CHESS

Chess players use the phrase “tilting”, when a person makes
a mistake during the game and the emotional reaction impacts
their functioning. It raises the question if simply controlling
emotions is satisfactory for staying in focus during the game –
further research on emotional control and emotional flexibility
is needed.

Chess requires a high level of cognitive capabilities includ-
ing memory, visual memory and strategic planning. Research
has shown that cognitive abilities have a genetic component[1].
Studies have indicated that even personality traits have a
genetic basis, and these traits can affect a chess player’s
approach to training and competition [2]. In a study [3],
the personality traits of young chess players were assessed
to determine differences between players and non-players as
well as among different levels of chess skill. Children who
play chess tend to score higher on Big Five’s Openness and
Extraversion but lower on Agreeableness compared to those
who do not play chess. More successful players also displayed
higher levels of Conscientiousness and Emotional Stability [3].

II. NEUROBIOLOGICAL IMPLICATIONS

From a neurobiological perspective, emotion regulation is
difficult to outline because of its complexity. Emotion pro-
cessing and regulation is proven to be supported by several
structures. Hänggi et al. [4] investigated the neuroanatomical
differences between expert chess players and control subjects
using various neuroimaging techniques. They found reduced
cortical thickness in chess players in some areas (Figure 1).
The findings showed thinner cortex areas predominantly in the
left and right occipito-temporal junction, an area playing a
prominent role in visual representation. Thinner cortical areas
were also shown in the precuneus, and supramarginal gyrus,
when compared to control subjects [4].

III. RORSCHACH INKBLOT TEST AS A PSYCHODYNAMIC
ADDITION

The Rorschach test attempts to capture these emotionally
charged situations through colorful stimuli and spots; the
column of determinants partially reveals how responses to

Fig. 1. An exploratory whole brain analysis revealed areas of reduced cortical
thickness in chess players. Based on [4].

these colorful spots can overwhelm the individual emotionally
[5]. It holds great potential to compare how a chess player
operates during a game, and if it is in line with their Rorschach
performance in terms of emotion regulation. From this per-
spective, board VIII, which is intended to examine reactions
to emotional appeals, could be particularly interesting.

IV. CONCLUSION

By integrating neuropsychodynamic approaches, this article
highlights the complexity of mental processes in chess and un-
derscores the importance of emotion regulation in achieving a
professional rank in the game. Further research should explore
longitudinal studies incorporating physiological measurements
to track emotional and cognitive changes in chess players,
enhancing our understanding of this mechanism.
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Abstract—In vitro permeation tests are essential to charac-
terize the dermal pharmacokinetics of semisolid topical drugs.
The conventional technique is the static Franz diffusion cell,
where the fluid flow below the skin is not continuous. On the
other hand, different so-called flow-through devices have been
developed ensuring physiologically more relevant dynamic fluid
flow. Since there is no consensus in the literature on the ideal
in vitro permeation test systems and parameters, we aimed to
1) compare three different devices, and 2) optimize the flow rate
while using different barrier models.

Keywords-skin-on-a-chip; in vitro permeation test

I. SUMMARY

Applying innovative test systems in dermatopharmacology
offers cost-effective, reproducible, and physiologically relevant
experimental models. Microfluidic diffusion chambers are
ideal for transdermal drug penetration studies using various
barrier models, such as synthetic membranes, in vitro 2D and
3D cell cultures, and ex vivo skin samples. These techniques
require fewer tissue samples, fewer sacrificed animals, and
smaller amounts of cell cultures or engineered 3D bioprinted
tissues compared to traditional in vitro permeation test devices
[2]. Conversely, the LiveBox2 setup, designed by IvTech Ltd.
(Ospedaletto, Italy), simulates physiological barriers, advanc-
ing 2D in vitro models to 3D cell cultures in a dynamic
environment. Since dermal barrier modelling in the LiveBox2
has not been performed yet, we aimed to validate and compare
it with two in-house developed microfluidic diffusion cham-
bers, a single-channel (sMDC) and a multichannel (mMDC)
construct, while optimizing fluid dynamics.

For evaluation, the transdermal delivery of a hydrophilic
model drug (caffeine) was tested on four different barrier
models. 1) Cellulose-acetate membrane was selected as a
control because it is widely used in in vitro release studies. 2)
Polyester (PET) membrane was used because it is a common
base for cell culture inserts. 3) The third model was a collagen-
containing alginate disc, which is an important scaffold in
bioprinting. 4) Finally, rat skin permeability was included in
the study, as ex vivo measurements are the gold standard.
Different flow rates were compared, such as 4 µL/min, 40
µL/min, and 100 µL/min.

All devices provided qualitatively consistent results. Each
setup has its advantages: the sMDC requires the smallest sam-
ples, the mMDC is the easiest to assemble, and the LiveBox2
is the easiest to clean. Regarding the barrier models, the two
membranes showed similar characteristics. The permeability
of the blank alginate disc was similar to the membranes,
while the permeability of rat skin was generally lower. Higher
flow rates maintained higher concentration gradients, i.e., more
drug penetrated through the barriers at 40 µL/min than at 4

Fig. 1. Diffusion systems: A) Franz-diffusion cell, B) single-channel
microfluidic device (sMDC), C) multichannel microfluidic device (mMDC),
D) LiveBox2.

µL/min. However, at 100 µL/min, the penetrated drug con-
centrations were reduced, indicating the diffusion-inhibitory
effect of higher shear stress on the microfluidic channel wall,
confirmed by computational fluid dynamics calculations. The
skin-on-a-chip microfluidic devices and the LiveBox2 are all
successfully applicable for transdermal penetration studies.
However, careful selection of skin model and flow rate is
crucial.
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Abstract—During evolution, multicellularity and directed
growth have evolved along numerous pathways. This altered
lifestyle strategy provided ecological advantages over unicellular
forms of life [1]. In our research, we model this evolutionary
strategy shift using baker’s yeast (Saccharomyces cerevisiae).
This species has already been described as capable of forming
facultative multicellular structures in nutrient-deficient environ-
ments. In our research, we modify this facultativity to obligate
multicellularity.

Previous studies have demonstrated that knockout of the
ACE2 (Activator of CUP1 Expression 2) gene leads to significant
phenotypic changes. In its absence, the daughter cell fails to
fully separate from the mother cell, resulting in their remaining
together in a clonal multicellular structure [2]. The BUD8 and
BUD9 (BUD site selection) genes determine the bipolar budding
pattern of yeast cells. In the absence of one of them, this pattern
is disrupted, and the mother cell only produces a daughter cell
at one pole [3]. Combining this with the knockout of ACE2,
we obtain a directed growth of a multicellular structure. We
perform these modifications in several yeast strains and examine
the physiological changes compared to the unicellular ancestor.
Through these experiments, we get closer to understanding
this phenomenon of evolution and comprehend the ecological
advantages or disadvantages associated with such structural
changes.

Fig. 1. Graphical abstract

Keywords-yeast; multicellularity; differentiation;

I. INTRODUCTION

Colonies formed by yeast cells are influenced by numerous
environmental conditions. Within a colony, different groups
and layers of cells receive varying amounts of nutrients and
oxygen, affecting their function. These differences induce
metabolic changes that enable the formation of different cell
types. In a yeast colony, there are cells undergoing aerobic
respiration, fermentation, and dormancy, and over time, an
increasing number of dead cells appear within the colony [4].

The positions of these cell states vary by strain [5]. A
smooth-surfaced laboratory strain shows a different colony
structure compared to a rougher-morphology wild strain.
These strains exhibit different growth patterns, and this
structure-function relationship is significant.

In this project, we create new genome-level changes in these
already different strains to study their effects on structure and
function. One gene that has a significant impact on morphol-
ogy is ACE2. This transcription factor positively influences
the digestion of the post-division septum. If knocked out, the
daughter cell cannot separate from the mother cell, creating
clonal multicellular structures [2].

Another gene, BUD9, helps establish the typical bipolar
budding pattern in the cell. In its absence, cells become
unipolar, producing daughter cells only at one pole [3]. By
combining these two gene knockouts, we can create a multi-
cellular yeast strain with directed growth, capable of forming
colonies with different structures and functions.

So far, our experiments have revealed the altered structure
and detected the presence of dead cells as one function. Future
experiments will focus on uncovering additional functions.
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Abstract—In this paper, we evaluate the performance of three
harmonization methods (ComBat, CovBat, and ComBat-GAM)
on image quality metrics from MRI scans of varying quality. For
this purpose, Support Vector Machines with linear and radial
basis function kernels, Random Forest, and Extreme Gradient
Boosting models were trained to predict the original data batch
of the samples on unharmonized and harmonized features. The
results show that the selection of relevant covariates significantly
impacts harmonization effectiveness.
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I. INTRODUCTION

Medical imaging, especially structural MRI, is a widely
used technique for examining changes in the brain, enabling
the non-invasive identification of brain pathologies. Guided by
clinical questions, artificial intelligence can aid in decision-
making, however, developing accurate models requires large
datasets. Collecting data from multiple batches has shown
promise in providing increased sample sizes, but it may
also introduce site-related non-biological variability, known
as batch effects. Image harmonization techniques aim to
mitigate these effects while retaining variations deriving from
biological differences (e.g. sex and age). This paper focuses
on three harmonization techniques when applied to images of
varying quality.

II. MATERIALS AND METHODS

62 image quality metrics were extracted from 2072 struc-
tural brain MRI scans from 3 databases. Support Vector
Machines (SVM) with linear and radial basis function kernels,
Random Forest, and Extreme Gradient Boosting were fitted to
predict the original database of the samples from these met-
rics. Harmonization methods included ComBat [1], a widely
validated state-of-the-art harmonization method, CovBat [2],
which extends ComBat by addressing covariance differences
as well, and ComBat-GAM [3] as it introduces nonlinearity
through a Generalized Additive Model. Harmonization effi-
cacy was assessed by comparing model predictions before
and after applying three different harmonization models, each
incorporating a unique set of covariates: a) no additional
information, b) image quality category, c) age and gender,
and d) all three. Harmonization, when applied, preceded any
preprocessing steps. Data were standardized using the training
set’s mean and standard deviation.

III. RESULTS

Without batch effect mitigation, models accurately predicted
test samples, showing strong site-related signals in features.
Nonlinear models performed well regardless of harmonization.
In the case of the linear model, the effectiveness of harmo-
nization depended significantly on the covariates preserved.

Considering more covariates result in greater residual batch
effects. Retaining changes related to image quality causes
the smallest decrease in effectiveness. Preserving age and
gender-related changes alone significantly reduces harmoniza-
tion performance, with minimal deviation from considering all
three covariates. Additionally, ComBat-GAM was found to be
slightly less effective in eliminating linear site-related signals
from the samples when covariates were considered. ComBat
and CovBat perform similarly with image quality metrics.

Fig. 1. Examples of T1-weighted MR image slices from the (top row) MR-
ART, (middle row) UKBB, and (bottom row) OASIS-3 databases, (on the
left) three clinically usable and (on the right) three clinically unusable scans
are shown [4]
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Abstract—The accurate detection and segmentation of synaptic
clefts is a crucial step for various neurobiological experiments,
as the length and shape of synaptic clefts can serve as complex
indicators of neural connectivity and other factors. This research
focuses on developing a machine learning-based tool employing
novel approaches for synaptic cleft segmentation. The primary
challenges lie in representing synaptic clefts due to their relatively
small width, as well as accounting for the effects of 3D orien-
tation. The current version of the pipeline, although in early
development, includes the essential steps of data preparation,
model training, prediction, reconstruction, and evaluation. Future
work will involve benchmarking this solution against existing
methods to validate its efficacy.

I. BACKGROUND

Understanding the neural processes involved in learning and
memory is crucial in neurobiological research. Synaptic clefts,
the gaps between neurons facilitating neurotransmitter release,
play a vital role in neural communication and are implicated
in various neurological disorders. This study, based on data
from the Cerebral Cortex Research Group, aims to develop
a machine learning tool for accurate synaptic cleft detection
and shape regression. Traditional methods struggle with the
complex nature of synaptic structures, motivating the need for
new techniques.

Existing approaches to synaptic cleft detection vary from
manual annotation to automated methods [1], but they often
lack precision, especially in handling 3D structures. Current
gaps include errors in spatial representation and length mea-
surement. This project addresses these issues by introducing
a 3D representation-based approach, utilizing convolutional
neural networks with tailored loss functions and augmentation
strategies. These advancements hold promise for expanding
neurological research capabilities, facilitating the creation of
more experiments and generating more reliable results.

II. ARCHITECTURE OVERVIEW

The dataset from the Cerebral Cortex Research Group
underwent center-line labeling to establish ground truth values.
Images were partitioned for training, validation, and testing,
with preprocessing steps including grayscale conversion and
binary mask generation to isolate synaptic cleft regions. To
optimize resource usage, images were tiled with a specified
stride, ensuring full dataset coverage without disrupting la-
beled regions.

The training process utilized DeepLabV3Plus [2] with a
ResNet34 [3] encoder. Sequential tiled images were processed
to capture temporal dependencies, with data augmentation
techniques applied within the training pipeline. Furthermore, a
distance-based label mapping technique was utilized to extend
cleft boundaries, while a custom loss function prioritized

minimizing false negatives. Training was conducted using the
Adam optimization algorithm with fixed hyperparameters.

III. RESULTS AND FUTURE WORK

The study shows promising results in synaptic cleft detec-
tion and shape regression using a 3D representation-based
approach with convolutional neural networks. Experiments
reveal insights into optimizing model performance and effi-
ciency, emphasizing the advantages of 3D representations for
accurate segmentation. An example of 2D and 3D displays of
3D model-based predictions is shown in Figure 1.

Fig. 1: Display of 3D architecture-based prediction results in
2D and 3D environments. Blue areas indicate ground truth
values, red areas indicate predicted values, and green areas on
the 2D display indicate the perfectly matching overlap between
ground truth and predicted areas.

Feedback from neurobiologists confirms the model’s ef-
ficacy in identifying previously unlabeled synaptic clefts,
suggesting its potential impact on research practices.

Future work involves refining the approach, benchmarking
against standards, and developing comprehensive software
tools for synaptic research, including 3D visualization capa-
bilities.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—The basis of most classical phonocardiogram anal-
ysis and classification methods is an accurate enough heart
sound detection or segmentation method. This usually is a multi-
step process with high interdependence. Motivated by this we
evaluated the accuracy of the most widely used heart sound
detection methods on a fetal phonocardiogram dataset. For
evaluation we used the positive predictive value, F1-score, and
mean absolute difference.

I. INTRODUCTION

Phonocardiogram (PCG) analysis can be used to detect
heart defects, which usually appear as signature noises called
murmurs. The heart sounds (S1 and S2) also can contain
useful information for diagnosing other problems. Most PCG
processing methods use a simple processing flow (Figure 1) of
preprocessing, segmentation, feature extraction and classifica-
tion. This motivates an accurate localization method of heart
sounds since the accuracy of later steps highly depend on it.
In our case we evaluated the accuracy of different heart sound
detection methods on fetal phonocardiograms (fPCG).

II. METHODS

The evaluation of a detection method is not trivial, thus we
implemented a framework with different performance scores.
Since the detection algorithms can produce labels which have
a small time difference to the manual labels and can still be
deemed accurate, we introduced a tolerance parameter similar
to [1]. Each detection was classified true positive if it was
inside the time tolerance of a corresponding manual label, else
it was considered as false positive. This way not all popular
performance metrics can be evaluated. The authors in [1] used
positive predictive value (PPV) and F1-score which are what
we decided to use as well. We also introduced a the mean of
absolute differences (MAE) of the detections and the manual
labels. The main focus of our work was evaluating specifically
the accuracy of detecting the first heart sound. The tested
methods were:

• local maximum detection on the envelope of the signal,
with preset minimum distances between peaks (labeled
as “naive”)

• adaptive local maximum detection on the homomorphic
envelope, with a basic heart sound differentiation method
(labeled as “adaptive”)

• Hidden Semi-Markov Model based on [2] (labeled as
“HSMM”)

III. RESULTS

We benchmarked the previously mentioned detection meth-
ods on an fPCG database consisting of 50 manually labeled 1-
minute-long recordings from multiple subjects. The previously

Fig. 1. Simple processing flow of most classical methods

Method PPV (%) F1 (%) MAE (ms)
Naive 96.1 95.9 14.3±8.5
Adaptive 79.9 82.3 33.1±25.2
HSMM 83.5 83.4 19.2±10.4

TABLE I
BENCHMARK RESULTS OF THE TESTED METHODS

mentioned performance metrics were calculated for the S1
detections. These results are shown in Table I.

IV. CONCLUSIONS

We can see that the naive method outperformed the other
two methods in every metric. This can be attributed to that the
signals in this dataset were good quality and the number of
parameters to finetune in this method is minimal. However it
is important to note that this method only works well with low
noise signals and does not differentiate between heart sounds.
The HSMM method on the other hand performed well enough,
but the algorithm and the parameters need to be finetuned
for a better segmentation of fetal heart sounds. Although the
adaptive method is less accurate, this is most likely caused by
an inaccurate differentiation between the heart sounds, and it
is much faster compared to the HSMM method.
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50/a Práter street, 1083 Budapest, Hungary

nagy.gabor@itk.ppke.hu

Abstract—We measure kayaker performance using onboard
accelerometers, segment the motion using data obtained from
inertial measurement units (IMU) and gather EMG readings
from key muscle groups in a demanding on-water setting. We
compared stroke duration to on-water acceleration integral and
found a similar relationship with output force as in our earlier
on-ergometer study. Higher cadence, lower stroke duration, and
higher acceleration integral are physically more demanding and
require higher muscle intensities across all measured muscle
groups. Thus, the proposed accelerometer-based measurement
procedure is suitable for athlete performance measurement.

Keywords-kayaker performance, EMG sensors, IMU sensor,
accelerometer

I. INTRODUCTION

The advances in wireless sensors technologies in recent
years in Inertial Measurement Units (IMU) and wireless
electromyography (EMG) sensors let researchers use these
advanced technologies to study motion in a more convenient,
non-intrusive ways. [2] To aid the efforts of athletes and their
trainer’s studies focused largely on-ergometer based studies
biomechanical models and wired EMG sensors. [1] Compara-
tive kinematic studies have been developed without integrating
EMG signals for on-water and on-ergometer kayaking. [4]
This study aims to provide a report on the ongoing efforts
to create a reliable framework for IMU and EMG recording
and setup a methodology that can be used for longitudinal and
inter-subject comparative studies of kayaker biomechanics,
muscle usage on-water.

II. METHODS

A total of 3 skilled right handed kayakers, all men, actively
participated in the study on two different days. A wireless
inertial motion capture system (Xsense) was utilized to record
on water kayaker motion and wireless EMG sensors (Cometa)
were used to acquire EMG signals from strategically chosen
muscles to capture a comprehensive representation of the mus-
cular activity involved in the kayaking exercise. We employed
the EMG sensors on-board accelerometer to measure boat and
paddle acceleration. In total three types of paddling scenarios
were investigated to acquire a large number variable samples.
EMG readings were preprocessed with adhering to standard
guidelines and min-max normalized. [2]

III. RESULTS

On water a stroke is divided into two phases: underwater
phase, and air-work or recovery phase. Both phases can be
identified from the accelerometer employed on the boat. Inte-
grating the positive pull part is an important speed-dimension
quantity used by trainers that could be interpreted as the
increasing of speed by the actual pulling. [5] Instead of

Fig. 1. Relationship between acceleration integral and stroke duration for
subject C

measuring the paddle force directly we rely on the pull phase
x-axis acceleration integral as the proxy of paddle force that
propels the kayak. There is a strong negative correlation (-
0.5474) between the stroke duration (higher cadence) and the
acceleration integral which is similar to on-ergometer force
measurements and shows intrapersonal differences. [3] We find
with t-test that maintaining higher acceleration integrals are
more physically demanding than to maintain lower accelera-
tion integrals, which is reflected in higher muscle intensities
and muscle usage. We will focus our efforts on biomechanical
modeling in our future studies and to collect more samples
from diverse groups of athletes to improve the validity of the
results.
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I. INTRODUCTION

Scaffold proteins of the post-synaptic density (PSD) have
been shown to have a high relevance in different neuronal
disorders, as they participate in the regulation and modulation
of protein-level processes of learning and memory. GKAP
(guanylate-kinase associated protein) is an important scaffold
protein in the PSD, accumulating essential signal transmis-
sion proteins like the NMDA receptors-PSD-95-Shank-Homer
scaffold complex, but also connecting to the dynein motor
via dynein light chain 2 (DLC2) molecule [1]. Most of
GKAP is predicted to be disordered. DLC2 has been identified
as a dominant player that can form multivalent complexes
with many disordered proteins, promoting their dimerization.
GKAP contains two linear motifs which are involved in
DLC2-binding, and DLC2 is capable of binding two ligands
simultaneously, therefore the most likely stoichiometry of
their complex is 2:2 (i.e. 2 GKAP monomers and 2 DLC2
dimers) [2]. Here, we describe the multivalent GKAP-DLC2
interaction with NMR titration measurements and molecular
dynamics calculations.

II. METHODS

We were using plasmid vector technology in E. coli bac-
teria for protein expression, and affinity chromatography, ion
exchange chromatography and size-exclusion chromatography
for the purification of the dynein binding region of GKAP.
15N- and 13C isotopic labeling was used for the interacting
partners. NMR measurements were executed at 298K on a
Bruker 800 MHz spectrometer, with the help of Permi Perttu
and his colleagues, at the University of Jyväskylä, Finland.

III. RESULTS AND DISCUSSION

The segment spanning residues 655-711 in the rat GKAP
protein is predicted to be intrinsically disordered by vari-
ous methods. Our experimental results (1H-15N-HSQC signal
dispersion, secondary chemical shift values) confirm these
predictions. Considering the titration NMR spectra, our results
suggest that both binding sites participate in the binding of
DLC2, but GKAP retains partial flexibility even in bound
form. We evaluated the molecular dynamics simulations re-
garding their consistency with the experimental observations.
None of the previously described DLC2 complex structures
have similar amino acid compositions in the binding motif
sequences. Furthermore, only one study have been performed
before, where the flexibility of a disordered, bivalent DLC2
partner protein segment has been characterized with NMR
experiments [3]. Our results are in accordance with theirs.

Fig. 1. NMR and molecular dynamics (MD) analysis of the bivalent
DLC2-binding segment of the intrinsically disordered protein GKAP. (A) The
experimental desing of the NMR titration measurements illustrated with the
initial structure of the molecular dynamics simulations. (B) 1H-15N-HSQC
spectra of the titration points with the stoichiometry of 1:1 (blue), 1:2 (green),
1:4 (yellow) and 1:8 (red). Amide NH peaks chemical shift assignment of the
free GKAP is visible on the spectrum. (C) One example of the molecular
dynamics calculations representing the complex structure. The calculations
support the hypothesis that both binding sites participate in the binding, and
GKAP retains partial flexibility even in bound form. Structural illustrations
were created with ChimeraX.
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Helena Tossavainen, Bálint Ferenc Péterfia, Fanni Farkas,
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Abstract—Melanoma is the deadliest form of skin cancer, with
incidences growing faster than any other malignancy. It possesses
a high capacity for metastasis formation and the potential to
develop resistance against targeted therapies. Approximately half
of the melanoma patients harbor BRAF mutations, making
BRAF-targeted therapies (e.g. vemurafenib, dabrafenib) widely
used in clinical practice. However, after the promising initial
responses resistance occurs in most of the patients. Resistance
can arise through various mechanisms, such as sustained MEK
phosphorylation. For this reason, MEK inhibitors are frequently
used in conjunction with BRAF inhibitor therapies. Extracellular
vesicles (EVs), are important factors in intercellular communi-
cation. They are pivotal in the formation of metastases and the
development of resistance in cancer. In our previous experiments,
we examined the influence of EVs on cancer cell migration,
as this process is a critical early step of metastasis forma-
tion. Now the commonly used BRAF inhibitors (vemurafenib,
dabrafenib), MEK inhibitor (trametinib), BRAF (dabrafenib)
and MEK (trametinib) inhibitors combined treatments were
investigated against the migration-promoting effect of EVs. The
applied cell lines vemurafenib, dabrafenib, trametinib, and the
combined dabrafenib and trametinib sensitivity were evaluated.
The isolated EVs were utilized to assess the EVs’ capability to
transfer resistance and their potential to mitigate the effects
of inhibitors on cell migration. The effectiveness of EVs from
resistant cell line in mitigating the inhibition induced by ve-
murafenib and dabrafenib surpassed the EVs of the sensitive
cells. Conversely, trametinib and the combination treatment of
dabrafenib and trametinib were effective in neutralizing the
migration-promoting effect of EVs. In summary, our results
enhance our understanding of resistance mechanisms to targeted
therapies.

Keywords-extracellular vesicles, melanoma, vemurafenib,
dabrafenib, trametinib, single cell migration

I. INTRODUCTION

BRAF mutations, found in about half of the melanoma
cases, predominantly consist of the BRAF V600E mutation,
which comprises over 90% of total mutations. For this reason,
BRAF-targeted therapies as vemurafenib and dabrafenib are
often used in clinical practices. Vemurafenib specifically tar-
gets BRAF V600E, while dabrafenib interacts with various
forms of BRAF. Despite initial positive responses, many
patients develop resistance to these therapies, often due to per-
sistent MEK phosphorylation. Hence, combination treatments
involving MEK inhibitors like trametinib are commonly ad-
ministered [1]. Extracellular vesicles (EVs) play crucial roles
in intercellular communication and contribute to metastasis
formation [2]. We explored whether the migration-promoting
effect of EVs could be inhibited by vemurafenib, dabrafenib,
trametinib, and their combination. This investigation aids in
understanding the mechanisms underlying drug resistance.

Fig. 1. Graphical abstract.: EVs derived from the more resistant cell
lines could more prominently diminish the migration inhibitory effect of
BRAF inhibitors (vemurafenib (VEM), dabrafenib (DAB)), albeit they were
ineffective against the MEK inhibitor trametinib (TRAM) and the combined
treatment of BRAF and MEK inhibitors. A) EVs were produced and isolated;
B) Cells were treated with EVs, EVs + (VEM), EVs + (DAB) + EVs +
(TRAM), EVs + DABR and TRAM; C) Single-cell migration was followed
by video microscopy

II. SUMMARY

The Mel Pt-3 pre cell line was more sensitive to BRAFi,
MEKi and BRAFi-MEKi combined treatment than the Mel
Pt-3 post cells. All of the combination treatments acted syner-
gistically, which means that the two drugs are more effective
together than they would have been individually. EVs were
found to counteract the migration-inhibiting effects of BRAF
inhibitors (vemurafenib, dabrafenib), but they showed no im-
pact against the MEK inhibitor trametinib and the combination
treatment of dabrafenib and trametinib. Our findings suggest
that EVs play a significant role in resistance development,
although combination therapy may effectively counteract the
migration-promoting effect of EVs
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Abstract—Amide proton transfer weighted (APTw) imaging
shows promise in classifying gliomas and differentiating tumor
from edema. This study explores the value of APTw imaging and
standard MRI sequences in detecting brain metastasis, tumor
recurrence, or necrosis after stereotactic radiosurgery (SRS).
In this prospective study, we applied APTw imaging alongside
standard MRI techniques to patients with primary tumors of
melanoma or lung cancer. Results showed altered APT signals
in metastasis residuum.

I. INTRODUCTION

Standard MRI protocols include T2-weighted, native and
contrast-enhanced T1-weighted FLAIR, DWI, and ADC maps.
APTw imaging, detecting endogenous mobile proteins via
amide proton saturation, is now used clinically. This study
assesses APTw’s efficacy in detecting brain metastasis and
distinguishing it from post-SRS changes.

II. METHODS

A. Population

From 22 recruited patients, 8 were included. Exclusions
were due to metastasis analysis issues or different tumor types.
Treatments included radiotherapy, chemotherapy, immunother-
apy, or surgical resection. APTw imaging and standard MRI
sequences were used.

B. Imaging Techniques

APTw imaging was performed on a 3 Tesla GE Premier
scanner using a 2D single-shot spin EPI sequence. Other
sequences included DWI, FLAIR, native T1w, ceT1, and T2w.

C. Data Preprocessing

Tissue groups were manually segmented to investigate voxel
intensities. The tumor class included intracranial metastases
from lung cancer and melanoma. Non-tumor class included
post-resectional changes, non-specific white matter lesions,
normal white matter, and grey matter.

D. Data Analysis

Voxel intensities were analyzed using unpaired t-tests, SNR,
CNR, and random forests. The Wasserstein metric compared
intensity distributions. ROI masks were manually segmented
on ceT1 and FLAIR sequences.

E. Discrimination Capacity of the Sequences

Wasserstein distance, t-values, SNR, and CNR were calcu-
lated on voxel intensities. Random forest models were trained
to classify voxels and identify important MRI sequences and
APT measurements for classification.

III. RESULTS

APTw imaging showed significant alterations in metastasis
residuum and scar tissue locations, differentiating melanoma
and lung cancer metastases. APTw had higher SNR and CNR
than traditional sequences, showing superior discriminability
for tumor detection.

A. Correlation of Voxel Intensities

Significant interactions were found between APT and other
MRI parameters, with APTw providing distinct signal changes
for metastasis and post-operative scars.

B. Wasserstein Distance and Feature Importance

APTw imaging had a higher capacity to differentiate be-
tween tumor and non-tumor clusters compared to other se-
quences. Feature importance analysis of Random Forest and
XGBoost classifier showed APTw’s key role in distinguishing
metastasis types.

IV. DISCUSSION

APTw imaging demonstrated higher discriminative power
than traditional MRI biomarkers, effectively distinguishing
between tumor and non-tumor voxels and different metastasis
types.

V. CONCLUSION

APTw imaging shows potential for brain metastasis detec-
tion. Larger studies are needed to confirm these findings and
explore clinical applications.
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50/a Práter street, 1083 Budapest, Hungary

petik.abel@itk.ppke.hu

Abstract—Functional ultrasound imaging is a relatively new
imaging modality, that allows the capturing of neural activity
in 3D at unprecedented spatial resolution. I have applied this
technique to create a map of orientation preference in the early
visual cortex of a cat. I have found that the orientation-specific
component of the stimulus evoked response used to construct
such a map is slow and sustained in comparison to the early-
onset non-specific response.
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I. INTRODUCTION

Vision is arguably the most important sense in our everyday
lives. Therefore, any impairment of this sensory system sig-
nificantly reduces an individual’s quality of life [1]. Despite
its importance, our understanding of how vision functions and
what goes wrong when it fails is still quite limited. This is
why I have undertaken the task of unravelling the processes of
vision in the brain with unprecedented resolution and detail.
My goal is to use this knowledge to develop potential new
treatments and visual prosthetic devices.

I apply functional ultrasound imaging (fUSI) to map the
functional organization of the initial levels of visual processing
in the cat visual cortex at high resolution [2].

II. METHODS

The functional mapping experiment was carried out using
fUSI in an anaesthetised cat. In preparation for the imaging
experiment a cranial window was created in the animal’s skull
to aid the propagation of the ultrasound waves to the target
brain tissue. A 12 MHz ultrasound transducer was mounted
on the head of the animal using a custom motorised holder.
Imaging framerate was set to 2 Hz throughout the experiment.

Visual stimuli were presented on a large screen in front of
the animal. They consisted of drifting black and white gratings.
Four different grating orientations were used as depicted by
the coloured bars in Figure 1, each drifting in a direction
perpendicular to the grating orientation, reversing the move-
ment direction every 0.5 seconds. Each stimulus orientation
was presented 10 times, with each repetition consisting of a
5 second pre-baseline period, when the screen was grey, then
15 seconds of stimulation, lastly 7 seconds of post-baseline.

The analysis steps of the created recording are the following.
First, a baseline correction and a temporal filtering is applied
on each repetition. Then the repetitions corresponding to the
same stimulus orientation are averaged together to increase
signal-to-noise ratio. Lastly, the orientation preference of each
voxel is determined by comparing the signal amplitude of
the response given to each orientation in a predefined time
window.

Fig. 1. Comparison of orientation preference maps calculated from signals
taken from different time windows.

III. DISCUSSION

Based on the data presented in Figure 1 we can say that
the early-onset component of the response is orientation non-
specific, since the signal corresponding to the four orientations
rises at the same rate, and the orientation map constructed from
the 7.5 - 10 seconds time window after stimulation onset is
the least structured. This is in contrast to the map created from
the data between 15 - 17.5 seconds, which displays an almost
columnar organisation. Also note, that in this time window the
responses plotted in the top panel show a clear separation, a
preference for the 315° orientation in this case. The last time
window is comparable to the first.

The construction of such functional maps will help in
elucidating how the visual cortex is altered in individuals with
vision loss.
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Abstract—Microbial populations thriving in natural habitats
form intricate communities comprising numerous strains, each
with the potential to mutually influence one another. One note-
worthy interaction arises from the secretion of toxins by ”killer”
active yeast strains, a phenomenon of considerable importance in
food and beverage fermentation. These toxins play a pivotal role
in controlling microbial dynamics during fermentation processes,
ensuring desired outcomes. Our research aims to investigate
the distinctive growth characteristics of various toxin-producing
strains of Saccharomyces cerevisiae. We want to observe yeast
culture growth, both in isolation and within mixed populations, to
determine the impact of different toxin-producing strains on the
growth of other laboratory strains. To facilitate this investigation,
we carefully selected multiple Saccharomyces cerevisiae strains
and labeled them with fluorescent proteins. Employing a PCR-
based method, we identified the specific types of toxins produced
by each strain. Subsequent evaluations involved assessing the
toxin-producing capabilities of each selected strain on different
solid media and within liquid cultures. Our preliminary findings
indicate the significant influence of varying conditions on toxin
production efficiency and the susceptibility of other strains to
these toxins.

Keywords-yeast growth; toxin production, mixed populations

I. INTRODUCTION

The Saccharomyces genus comprises a wide range of
species, each exhibiting variations in habitat, fermentation
abilities, metabolite production, resilience to environmental
conditions, and toxin generation. Among these species, Sac-
charomyces cerevisiae, commonly referred to as Baker’s yeast,
holds significant importance in both research and industry [1].
Wine yeast strains derived from S. cerevisiae, isolated from
various regions globally, demonstrate unique characteristics
that are highly dependent on the varying environmental con-
ditions [2].

At the beginning of the fermentation process, various strains
that are present in grapes and in the surrounding environment
play a part [3]. However, as the process progresses, these
strains diminish in dominance, with Saccharomyces taking
on the primary role [3]. While it’s widely recognized that
Saccharomyces strains can outcompete non-Saccharomyces
strains, questions arise about the dynamics when multiple Sac-
charomyces strains are co-cultivated, especially when certain
strains possess killer activity.

Interactions between yeast strains have been observed since
the 1970s [1]. While cooperation is common as strains
collaborate to produce essential substances for survival, the
predominant interaction is competition for nutrients [4]. One
form of competition stems from the production of toxins
[5] by killer active yeast strains, a phenotype resulting from
infection by dsRNA viruses known as L-A and M [6]. In a
mixed colony, a strain with toxin production capability gains

an advantage over others. Currently, there are four distinct
types of killer strains, namely K1, K2, K28, and Klus, each
exhibiting similarities but also significant differences [6]. This
toxin production plays a crucial role in the fermentation of
food and beverages, as well as in medical research [5].

Fig. 1: The pH dependence of toxin production. The images
of the upper row show the size of the inhibition zones on pH

4 and the bottom images the results of pH 4.6
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Restoration of lost walking functions after spinal cord injury
is one of the main goals of spinal cord injury (SCI) treatments
and research. According to the literature, approximately 2/3 of
the participants had incomplete spinal cord injury (iSCI) [1],
[2]. The members of iSCI patient group, had some remain-
ing functions, below the level of injury. Therefore, partial
functionalities of the legs are observed, and the remaining
neural connections could be utilized for gait rehabilitation.
The improvement of iSCI gait training techniques would have
a beneficial influence on the personal life of the patients and
on social and economic systems.

There are studies which apply additional electrical stimula-
tion (ES) with enhanced involvement of the remaining neural
system of the participant during the leg cycling [3].

The paper of Zhou et al. shows that the involvement
of cyclic movements of the upper limbs with simultaneous
FES assisted leg cycling can improve the walking of iSCI
participants compared to traditional FES assisted leg cycling
[4]. This exercise is called hybrid FES cycling. Their results
proved that a significantly better improvement in walking
ability can be achieved with hybrid FES cycling compared
to traditional FES cycling.

In this exploratory work, we would like to present the
effect of hybrid FES cycling on walking abilities of two iSCI
participants. The training duration was 12 weeks. It contained
three biomechanical assessments. The training program started
and finished with these assessments and there were also
assessments after every three weeks of the training.

We assessed conventional gait parameters with motion cap-
ture system, but we additionally measured muscle activation
intervals (MAI) of the leg muscles to follow the state of the
muscles. We also used 3D force plates to measure center
of pressure (CoP) curves which potentially gives information
about the dynamics of the gait during the clinical rehabil-
itation. We assume that hybrid FES cycling training has a
beneficial effect on gait characteristics, biomechanical gait
parameters as step time, step length, walking speed, COP
curves and also MAI.

For participant 3 (p03): Comparing the pretraining as-
sessment with the assessment of 6 weeks later, the step time
decreased and remained about the same in the 12th weeks.
Step length increased substantially during the first 6 weeks an
further increased slightly for the 12th week. The same was
found for walking speed. The average (across 12 steps) length
of CoP curve showed similar changes. The standard deviation
(across 12 steps) decreased at the 6th and later at the 12th
week regarding all measured parameters.

For participant 7: p07 had the better starting condition. He
was able to walk alone small distances without any assistive

devices. According to the kinematic data assessment the walk-
ing speed had minor decrease. The step length is increased
monotonically along the twelve weeks long program. Totally
the, the average walking speed has increased monotonically
as well. The CoP curves continuously decreased for both the
left and right legs but at the end of the program, the right leg
has longer mean CoP curve and standard deviation than the
left.

The results of the study supports the idea that the hybrid
FES cycling rehabilitation method has a beneficial effect on
the walking abilities of iSCI participants compared that of
conventional rehabilitation. The actual results of the MAI
calculations requires further validation and fine tuning.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Shank proteins are important scaffolds in the post-
synaptic density, whose loss of function was known to be one of
the causes autism spectrum disorders (ASD). In recent years,
Shank was discovered to be an oncogene, found in various
different types of cancer. In this study, effects of ASD- and
cancer-associated point mutations of the Shank1 PDZ domain
were investigated.

Keywords-postsynaptic density; protein interaction; Shank;
cancer; autism spectrum disorder, oncogene; PDZ domain

I. INTRODUCTION

The postsynaptic density (PSD) is a membraneless organelle
located in glutamatergic synapses in the brain. Inside the
PSD is a complex, dense network of proteins, dynamically
rearranging upon stimuli. Shank proteins are a family of scaf-
folding proteins, shepherding others in the network, ensuring
correct localization of proteins to allow for various pathways
to function. [1] Loss of Shank proteins results in deformed
dendrite morphology, and a weaker synapse - a phenotype
seen both in Shank-knockout ASD mice models and Shank-
deficit disorders (eg. Phelan-McDermid syndrome) in humans.
[2] [3] Recently, Shank genes were identified as oncogenes.
Shank proteins play a role in facilitating dendrite growth via
the mTOR pathway, however they are not normally expressed
in the periphery, therefore their presence causes abnormal cell
growth. [4] All members of the Shank family are characterized
by a similar multidomain structure. One of these domains,
the PDZ is a highly conserved and remarkably promiscuous
protein-protein interaction domain, with dozens of known
binding partners. [5] To investigate the possible pathways
affected in Shank-associated diseases, five missense mutations
of the Shank1 PDZ domain were picked and analyzed with
experimental and bioinformatics methods.

II. MATERIALS AND METHODS

Proteins were produced and purified as described earlier. [6]
The TECAN Spark 20M plate reader was used for fluorescence
polarization (FP) experiments. Biolayer interferometry (BLI)
was performed on a Fortebio BLItz device. Models were cre-
ated with UCSF Chimera. Docking experiments were carried
out in AutoDock CrankPep. [7]

III. RESULTS

All but one of the point mutations affect binding affinity to
GKAP negatively. Changes in sidechain interactions respon-
sible for this were identified. Binding of five other peptides
of known Shank1 PDZ interaction partners were modelled by
docking simulations.

Fig. 1. Structure of the Shank1 PDZ (β-sheets and α-helices are colored
yellow and magenta respectively) in complex with a GKAP C-terminal
hexapeptide (blue). Important sidechain interactions are highlighted, legend
included. The image was created in UCSF Chimera.

IV. DISCUSSION

The cancer associated mutations affect binding affinity
differently than the ASD-related one. Some interactions might
be affected less by the mutations than the GKAP interaction,
suggesting a complex effect on the interaction network.
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Abstract—Protein phase separation is a biochemical process
that involves the reversible formation of so called membraneless
organelles (MLOs). It is usually initiated by interactions between
multivalent proteins, referred to as scaffolds or drivers. Phase
separation is known to contribute to various cellular processes
such as the organization of postsynaptic densities (PSDs). My
work can be partitioned into a computational and an exper-
imental part. The latter utilizes techniques from the fields of
fluorescent microscopy and microfluidics in order to observe
the phase separation of PSD proteins, while the former aims to
reveal correlations between the phenomenon and certain types
of sequence motifs.

Keywords-protein phase separation; charged sequence motifs;
microfluidics; fluorescent microscopy

I. INTRODUCTION

PSDs are multilayered cellular components that are located
on the internal surface of postsynaptic membranes. The dy-
namic changes in their structure exhibit strong correlations to
synaptic strength and plasticity, which in turn are pillars of
higher biological functions such as memory and learning. [1]
The computational part of my work so far showed that liquid-
liquid phase separation (LLPS) correlates with the presence
of several charged sequence motifs such as single α-helices
(SAHs). The experimental part of my work aims to develop
a diffusion-based technique for the detection of protein phase
separation that relies on the characteristics of laminar flow
within microfluidic devices. This technique has previously
been utilized by Arosio et al. for the distinction of solute
nanobodies and α-Synuclein fibrils. [2]

II. METHODS

All charged residue repeats were identified by the FT-
CHARGE algorithm that calculates the charge correlation
function of different segments, analysing the charge patterns of
its Fourier transform afterwards. The characteristic frequency
range of SAHs is 1/9 to 1/6. [3] Custom window functions
were used to survey sequences for additional motifs with high
charge-densities. Several online databases were considered
during the creation of a LLPS-related subset of the human
proteome. A recent investigation of RNA-binding sites and
disordered regions prompted the creation of a new dataset with
more thourough annotations.

As for the experimental part of my work, the size approx-
imation of solute particles requires three major steps. The
first step is to apply a fluorescent marker to the individual
particles. The second step is to run the fluorescent sample
through a microfluidic device with several measurement points
along its length. The final step is fitting Gaussian functions to
the measured profiles, from which diffusion coefficients and
particle sizes are then approximated.

III. RESULTS

As part of my computational studies, a high-throughput ap-
proach was developed for the recognition of specific sequence
motifs, and several types of charged sequence motifs were
shown to correlate with LLPS. The preliminary experiments
with fluorescent particles on the nanometer scale show encour-
aging results that can be seen as a proof of concept for the
technique of diffusion-based size approximation.

Fig. 1. Fluorescent profiles (red) at the beginning of the device (P00) and
at its end (P11). In both cases, a linear combination of Gaussian functions
(blue) was fitted to the curve inside the 300 um wide channel.
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Abstract—Generative models play a crucial role as a model-
ing framework to explain the responses of the visual system.
These models are advantageous due to their superb attribute
of replicating the causal structure of the world. Additionally,
these models are actively researched in the Machine Learning
community, and already reached remarkable performance, and
have well-established frameworks.

This work provides a historical overview of the most re-
markable generative models that were used as a framework
for providing explanations of the human visual system. Starting
with the Sparse Coding Model, proposed by Olhausen and Field
et al. [1] where the sparsity as a constraint for the latent
representation was introduced, followed by the Sparse-Coding
Variational Autoencoder proposed by Barello et al. [2] that intro-
duces the Variational Autoencoder Framework to provide remedy
for the computation limitations of the Sparse Coding Model, and
finally introducing Top-Down Variational Autoencoder proposed
by Csikor et al. [3] that extends the framework with hierarchical,
top-down connections. These models serve as a basis of the future
work, which is detailed in the final section.

I. INTRODUCTION

Generative Models have contributed to neuroscience by pro-
viding explanations of observed natural response properties.
These models are advantageous due to their superb attribute
of replicating the causal structure of the real-world.

An image that is falling on the retina originates from
multiple sources of the world (such as light source, reflection,
pose etc.). These sources are normally latent, not directly
available on the pixel space, but coded non-linearly. During
perception the goal is to identify these latent sources that
generate the sensory stimuli. Perception can be formulated as
a statistical inference problem, which aims to summarize the

Fig. 1. The Variational Autoencoder Framework. The Recognition model performs the statistical inference using a variational distribution parameterized by
the Generative Model. It is in correspondence with the visual system. Both produce a sparse coding of the natural stimuli of the real world. The Generative
Model summarizes the mechanism of the environment, where an image, falling on the retina, is generated by multiple sources in the world that are normally
latent or hidden from the observer.

knowledge about the real-world and provide an explanation of
how the observations are produced.

The statistical inference problem can be described mathe-
matically as applying the Bayes rule to obtain the posterior
over latent sources given the sensory data.

The goal is to model the distribution of the natural stimuli
in the real-world.

II. CURRENT AND FUTURE WORK

In the current work, the model proposed by Barello et al.[2]
is implemented and can be publicly reached on GitHub1. The
schematic architecture of the model can be seen on Figure
a).

The future plans include the implementation of the TDVAE
proposed by Csikor F. et al [3], and the investigation of the
impact of a larger patch size.

Future testing on publicly available data is planned, such as
on the standardized high-density high throughput data publicly
available by Allen Institute. Their cutting-edge technology
now allows the registration of thousands of neurons even
from higher hierarchical parts of the visual system. They also
offer private services for laboratories for validation of specific
hypotheses, and with the help of my supervisor, this could be
a future possibility.
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[3] F. Csikor, B. Meszéna, and G. Orbán, “Top-down perceptual inference
shaping the activity of early visual cortex,” bioRxiv, 2023.

1https://github.com/Fjuzi/VisionModell

.

P. SZABÓ, “Application of generative models in modelling the visual system” in PhD Proceedings – Annual Issues of the Doctoral School, Faculty of
Information Technology and Bionics, Pázmány Péter Catholic University – 2024. G. Prószéky, G. Szederkényi Eds. Budapest: Pázmány University ePress,
2024, pp. 38–38.

38



Neuropsychodynamic approach to affordance
perception and projection in psychological

assessment
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Abstract—The aim of this paper is to bridge the gap between
the psychodynamic concept of projection and the cognitively
oriented notion of affordances. This integrative approach ad-
dresses a niche in modern psychology lacking proper attempts
to reconcile psychodynamic and cognitive psychology.

Keywords-affordance; projection; neuropsychodynamic

I. AFFORDANCES

Affordances are interactional possibilities perceived before
object representation [1]. A handle is perceived as something
that affords grasping and a chair that affords sitting. More
abstractly, affective significance of arousing stimuli could
also be considered as an affordance for inviting functionally
flexible behaviour. Neuroscientifically, affordances might be
related to canonic and mirror neurons [2]. Neuroscientific data
suggest that affordance perception is tied to the monitoring
of motion possibilities, and social intentions [3], the latter
outlining affective significance.

II. PROJECTION

Projection is the process of consciously perceiving some-
thing as external while originating from internal unconscious
sources [4]. In cognitive terms projection is the unconscious
inference of prior experiences, thoughts and affects onto the
yet-to-be-explored environment. In projective techniques, like
the Rorschach Test, the subject is presented with ambiguous
stimuli, like a non-figurative inkblot. This ambiguity provokes
the subject to act in a way they generally would in ambiguous
situation. This observation then is translated into the subject’s
psychological analysis [5].

III. AFFORDANCES AND PROJECTION

Every Rorschach card have parts affording something in
particular, but they are not obvious, leaving space for projec-
tion. It is suggested that certain cards, even if unconsciously,
evoke associations related to specific psychological topics.
This affordance of the card is called the “demand character”,
because it invites certain psychologically relevant associations
[6]. Investigation of the associational processes evoked by the
demand character would provide insight into the organisation
of the psyche. Turning affective stimuli into Rorschach-like
cards would create potent test stimuli evoking diagnostically
valuable responses.

Fig. 1. A Rorschach-like card generated by DALL-E for illustrative purposes.
The red stains can evoke assoications related to blood, agression, violence.

IV. SUMMARY

This short article walked through the conceptual relation
between affordance perception and projection and their inter-
action in assessment using projective techniques.
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Abstract—Accurate prediction of drug-target binding affinity
is crucial in drug discovery to identify new drugs and therapeutic
targets. Traditional methods like molecular dynamics and dock-
ing simulations are computationally intensive and often limited by
the availability of 3D protein-ligand structures. To overcome these
challenges, we propose a deep learning-based method leveraging
extensive datasets and focusing on affinity data. Our method
rigorously applies cold protein and cold drug splits to evaluate
its generalization capability. In the warm start scenario, our
model achieves a Pearson R value of 0.87, while under the cold
protein scenario, the Pearson R value slightly decreases to 0.79,
indicating the model’s robustness with unseen proteins. The cold
drug scenario results in a Pearson R value of 0.68, showing the
model’s ability to handle novel compounds. The most challenging
cold both scenario yields a Pearson R value of 0.42, reflecting the
difficulty of predicting interactions for entirely new drugs and
proteins. Our approach offers a promising solution for improving
drug-target interaction predictions, ultimately accelerating the
drug discovery process.

Keywords-deep-learning; affinity prediction; drug discovery

I. INTRODUCTION

Accurately predicting how chemicals bind to proteins is
a crucial part of discovering new drugs. This process helps
identify new treatments, reduce failures in clinical trials, and
ensure drug safety. Traditional methods, such as molecular
dynamics and docking simulations, are commonly used to find
potential protein-ligand interactions. Recently, sequence-based
techniques have gained popularity in computational biology,
avoiding the use of the rarely available 3D structures[1].
Advances in deep learning have led to the development of
neural network models that can extract features from protein
sequences and drug molecules, represented as SMILES (Sim-
plified Molecular Input Line Entry System). These models can
learn about the characteristics of target proteins and drugs
more effectively. By leveraging large datasets and advanced
neural network architectures, these methods can provide ac-
curate predictions quickly and efficiently, making them a
valuable tool in the drug discovery process.

METHODS

We use an extensive database of binding affinity measure-
ments as our primary data source. To evaluate the model’s
ability to generalize to new drugs and targets, we implement
cold protein and cold drug splits. In the cold drug split, some
drugs in the test set are not present in the training set, allowing
us to assess the model’s performance on novel compounds.
Similarly, the cold protein split includes proteins in the test
set that were not seen during training, testing the model’s
ability to handle new targets. The most challenging scenario,
the cold drug-protein split, involves entirely new drug-protein
pairs that were absent in the training data, representing a
comprehensive test of the model’s generalization capabilities.

Fig. 1. Model performance for all four validation configurations

We log-transform the binding affinity values to ensure that the
data distribution is more suitable for machine learning models.
Entries with missing data are removed to maintain data quality,
and we filter out interactions where the binding affinity values
are outliers or fall below a certain threshold. To model drug-
like molecules we use the SMILES representation canonized
by the RDKit canonization algorithm. In the case of the protein
targets an amino-acid string based representation is utilized.
After that these representations are converted into a vector
space by employing neural networks based on the language
modelling paradigm. The embedding vectors are fed into an
interaction network with a neural network head predicting the
binding affinity scores. The system is trained using a weighted
mean squared error loss function.

RESULTS

Figure 1 illustrates the Pearson R values for our method un-
der different evaluation scenarios. In the warm start scenario,
the model achieves the highest Pearson R value of approx-
imately 0.87, indicating a strong linear correlation between
predicted and actual binding affinities. In the cold protein
scenario, the performance decreases slightly, with a Pearson
R value of around 0.79. For the cold drug scenario, the model
attains a Pearson R value of about 0.68. The most challenging
scenario, cold both (cold drug and cold protein), shows the
lowest Pearson R value of approximately 0.42, reflecting the
difficulty of generalizing to entirely new drugs and proteins.
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Abstract—While bacterial models have provided insights in
growth physiology and cellular resource allocation, limited re-
search exists for eukaryotic cells. This study proposes a combi-
nation of mathematical modelling and experimental approaches
for enabling a quantitative description of cellular growth and
its regulation. Preliminary results shows that the budding yeast
Saccharomyces cerevisiae follows a similar proteome allocation
pattern as predicted by the mathematical models developed for
bacteria and this seems to be the result of the TOR pathway
sensing and regulation.

Keywords-Yeast; growth laws
I. BACKGROUND

In bacteria, recent work has shown how growth physiol-
ogy can be described by simple mathematical relationships
(sometimes termed “growth laws”) which formalize complex
emerging principles that connect environmental cues to growth
and cell composition. These models are based on a broad
description of cells, typically organizing proteins into groups
based on their function (e.g., ribosomal proteins grouped as
the “R class” or “R sector”) or shared regulation [1]. Such
descriptions naturally reflect the idea that allocating excessive
resources to one function can adversely impact others [2], [3].

These models have been instrumental in explaining how
cells optimize the allocation of cellular resources to physiolog-
ical processes and pathways, thereby influencing the molecular
composition of the cell in response to specific environmental
conditions, such as bacterial response to antibiotic drugs [2],
and how they strive to minimize disruption [3]. For example,
the linear relationship found between specific growth rate and
ribosome content under translation inhibition can be explained
by a simple model in which the whole proteome is divided in
two distinct classes and the regulation of these two classes
arises from the consideration that the sum of their mass
fractions is constant [2].

While there is a wealth of literature on bacterial growth
laws [2], [3], the available body of research on eukaryotic cells
is comparatively small. However, some seminal experimental
studies have shown clear evidence of growth laws in both yeast
and cancer cells [4], [5] but at the same time, these studies
often lack the experimental data required to validate their
quantitative models or are more phenomenologically oriented.
My PhD project aim is to perform ”knowledge transfer” of
powerful tools that emerge from work in bacteria to eukary-
otic cells, in particular to the budding yeast Saccharomyces
cerevisiae. The potential results of this project could be also
relevant in the field of cancer research, because having a robust
quantitative theory for cell growth and proteome allocation for
eukaryotic cells could unveil key trade-offs involved in how
normal and cancer cells allocate their resources in response to
drugs and help designate better treatments.

Recent studies have revealed the conservation of growth
laws in eukaryotes, particularly in yeast [4], [6], [7]. This
discovery has significant implications for our understanding
of cellular processes, especially ribosome biogenesis and its
regulation. It suggests that despite variations in regulatory
pathways and cellular architecture among different organisms,
the regulation of ribosome biogenesis follows similar patterns.
In bacteria, these mathematical laws are known to be imple-
mented through the relief of repression of rRNA synthesis
by the alarmone ppGpp [2], triggered by the accumulation
of uncharged tRNAs [8]. In contrast, in yeast and higher
eukaryotes, this regulation could potentially be mediated by
the TOR pathway, which controls ribosome biogenesis [9]
and monitors the level of free amino acids among its various
functions [10], [11].
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Abstract—Visual perception and cognition are tightly inter-
twined: understanding this relationship can help us compre-
hend why some visual processing deficits are more common
in psychiatric disorders, thereby enhancing our understanding
of them. This paper presents a brief literature review on the
relationship between certain characteristics of visual perception
and cognition, in relation to schizophrenia, obsessive-compulsive
disorder, bipolar disorder, and major depression. Following this,
we present a possible interpretation, which is the endophenotype
approach. This suggests that the visual-perceptual deficits in these
characteristics may be traits genetically related to the disorder.
Measuring these visual functions and patterns can also serve as
useful psychodiagnostic tools in the clinical practice.

Keywords-visual perception; cognitive functions; eye tracking;
pupil dilation; contrast sensitivity; psychiatric disorders, en-
dophenotype

Visual processing comprises perceptive and cognitive com-
ponents that engage in a bidirectional relationship [1]. The
aim of this paper is to describe three important mechanisms
of the earlier perceptive phases: pupil dilation, eye movements,
and contrast sensitivity. Pupil dilation reflects mental effort or
cognitive load as well as the emotional component of the task.
Eye movements are closely related to memory and executive
functions, particularly the cognitive control and inhibitory
dimensions, along with oculomotor processes.

In certain psychiatric disorders – schizophrenia, obsessive-
compulsive disorder, major depression, bipolar disorder –
these functions can be impaired. Pupillometric research has
shown relationship between pupil dilation and schizophrenia.
It correlated negatively with the negative symptoms, especially
the motivational deficits [2]. In OCD, eye movement patterns
can serve as a biomarker of impaired organizational strategies
[3]. In free viewing tasks (where participants freely scan
a visual stimulus), major depressive disorder patients have
shown shorter scanpath lengths and lower saccade velocities
[4]. In the antisaccade task, individuals with bipolar disorder
have increased reaction time due to psychomotor disturbances
[5].

These correlations can be interpreted in multiple ways, but
within the endophenotype approach, these impairments can
be seen as traits genetically associated with the disorders.
The presented studies and results can also be possibly used
in psychodiagnostics: eye movement characteristics can be
indicative in diagnosing some disorders.
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This progress report is based on [1], [2]. In this paper the
exogenous control of gene regulatory networks is investigated
through the semi-discretized partial integro-differential equa-
tion (PIDE) describing the time-evolution of the network’s
probability density function. With an appropriate finite volume
method the semi-discretized system is a mass-conservative
linear compartmental model, and thus it preserves most qual-
itative properties of the solution of the PIDE, namely, it is
nonnegative and mass conservative. These advantages com-
bined with the newly investigated mesh-invariance of control
allows us to efficiently determine the reachability set. The
possibilities of this framework are demonstrated through an
illustrative example from literature.

The dynamical model applied in this work is rooted in
[3], where the evolution of the probability density function of
protein concentration is approximated with a partial integro-
differential equation (PIDE), derived from the master equation.
This model is able to capture the characteristic random bursts
of protein production as it has been observed and described
in the literature [4]. An important step in the PIDE-based
modeling of GRNs was [5], where the multidimensional (also
called generalized) Friedman model was introduced, which
is able to describe the dynamics of several genes express-
ing different protein types. It has been shown that such an
approach is already suitable for simulation based control [6],
[7]. However, an ODE-based description of the process is also
preferred both for dynamical analysis and controller design.
Therefore, a semi-discretization of the multidimensional PIDE
model was proposed in [1] resulting in a kinetic compartmental
description of the system in possibly time-varying linear ODE
form.

The probability density function (PDF) of the protein level,
denoted by p(t,x), can be modeled with the following PIDE:

∂p(t,x)

∂t
=

n∑

i=1

∂

∂xi

[
γi
x(x)xip(t,x)

]

+

n∑

i=1

kim

� xi

0

βi(xi − yi)ci(yi)p(t,yi) dyi ,

where yi = x + (yi − xi)ei and the βi functions have the
following form:

βi(x) = ωi(x)− δ(x),

where δ is the Dirac delta function. After an appropriate finite
volume discretization the following system is obtained

ṗ(t) = Gp(t) +
(
B ⊙ C(I)

)
p(t),

where ⊙ denotes the Hadamard (or elementwise) product. The
following PI controller is applied to drive the expected values

of the marginal probability density functions to desired values.
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ṗ(t) = Γ(I)p(t)
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Fig. 1: PI control loop

(a) Open-loop system on 300×
300 mesh.

(b) Closed-loop system on 300×
300 mesh.

Fig. 2: PI control of the genetic toggle switch on various mesh
sizes with prescribed expected values m∗

1 = 41 and m∗
2 = 55.
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Abstract—The postsynaptic density (PSD) of excitatory
synapses is a complex network of nervous system proteins
involved in postsynaptic signaling. It also modulates and regulates
several functions of the nervous system, thereby responsible
for a few molecular mechanisms involved in learning and
memory [1]. Our research group focuses on the function of
proteins in PSD organization. The Drebrin protein is an essential
component of the cytoskeleton, and its presence is required for
actin polymerization of synapses and recruitment of CXCR4
chemokine receptors [2], as well as for the morphogenesis of
the dendritic spike. Drebrin also plays an important role in
synaptic plasticity associated with hippocampal memory and
establishes several key interactions with other proteins present
in PSD [3]. In this work we aim to characterize the structure
of three different Drebrin domains, namely the ADFH (Actin-
Depolymerizing Factor Homology) domain at the N-terminal, the
SAH (Single Alpha Helix) domain which was earlier predicted
with bioinformatic methods [4], and the HBMs (Homer Binding
Motifs) near the C terminus. We have optimized the bacterial ex-
pression of the corresponding constructs and already performed
structural analysis with CD (Circular Dichroism), NMR (Nuclear
Magnetic Resonance) spectroscopy and SAXS (Smal Angle X-ray
Scatering).

Keywords-PSD, Drebrin, SAH domain, Circular dichroism
spectroscopy, solution NMR, protein structure

I. INTRODUCTION

Drebrin modulates and regulates several functions of the
nervous system, thereby responsible for a few molecular
mechanisms involved in learning and memory [1]. The Drebrin
protein is an essential component of the cytoskeleton, and its
presence is required for actin polymerization of synapses and
recruitment of CXCR4 chemokine receptors [2], as well as
for the morphogenesis of the dendritic spike. Drebrin also
plays an important role in synaptic plasticity associated with
hippocampal memory and establishes several key interactions
with other proteins present in PSD [3].
In this work we aim to characterize the structure of different
Drebrin regions, namely the ADFH (Actin-Depolymerizing
Factor Homology) domain and the actin-binding core at the
N-terminal, the SAH (Single Alpha Helix) domain which
was earlier predicted with bioinformatic methods [4], and the
HBMs (Homer Binding Motifs) near the C terminus.

II. METHODS

We performed the molecular cloning with pEV and
pGEX4T1 vectors and the expression of the corresponding
constructs with our competent DH5 alpha, XL-10 Gold and
BL21 E. coli bacteria cells. Purification of the proteins were

done by several chromatography methods, namely: IMAC
(Immobilized Metal Affinity Chromatography), IEC (Ion Ex-
change Chromatography), and SEC (Size Exclusion Chro-
matography). NMR experiments were performed on a 800
MHz Bruker Avance spectrometer equipped with a cryoprobe.

III. RESULTS

For characterizing the secondary protein structure of the
D233 and SAH domains, CD measurements were performed.
The structural characterization of the SAH domain has been
continued with 2D, 3D and 4D NMR techniques (Fig.1). We
reached the complete backbone assignment for the SAH and
the D233 constructs as well.

Fig. 1. Complete backbone assignment shown in the 1H-15N HSQC spectra
obtained from the SAH domain. The applied assignment strategy based on
the 4D i(HCA)N(CA)CONH experiment helped us to overcome the severe
signal overlap.
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Péterfia for his help and guidance with my laboratory work
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Abstract—Amyotrophic lateral sclerosis (ALS) is a neurode-
generative disease, meaning that it is characterized by the
gradual degradation and eventual death of both upper and lower
motor neurons. Since these cells are responsible for voluntary
movement, the patient progressively loses their ability to move,
leading to their eventual death, as they become unable to breathe.
The aggregation of mutant forms of TAR DNA-binding protein
(TDP-43) is hypothesized to be one of the main factors behind the
pathogenesis of the disease. Therefore, during my work, I have
run cell simulations using data on budding yeast cells aimed to
model the malicious effects of the expression of TDP-43 in this
model organism. The main goal of this project was to try to
further our understanding in the molecular biology of ALS, by
examining which protein complexes and cellular pathways show
significant changes, which can possibly be translated to human
neurons as well.

Keywords-neurodegenerative diseases; complexomics; compu-
tational simulation

SUMMARY

Amyotrophic lateral sclerosis, or ALS, is a neurodegen-
erative disease, that is, an illness that is characterized by
the progressive degradation, and eventual death of neurons.
ALS itself affect both the upper and lower motor neurons of
the central nervous system. Patients affected by this disorder
gradually start to lose their ability to move, ultimately leading
to them succumbing to the illness. The aggregation of mutant
forms of the TAR DNA-binding protein (TDP-43) has been
hypothesised to play a role in the pathophysiology of ALS.
The goal of this research project was to establish the effects
of the expression of TDP-43 on the complexome and cel-
lular pathways of budding yeast, through computational cell
simulations. Since there is proteomics data available on TDP-
43 expression’s effects in yeast [1], one can try to provide
a full computational replication of this experiment, and this
proteomics data can also be used as the input of the simulator
algorithm. Due to these factors, running simulations in yeast is
a promising first step in order to provide a frame of reference
for subsequent simulations using human data.
During this project, I have run cell simulations of yeast cells
expressing TDP-43, both using the data from [1] and by
explicitly adding this protein to the simulation inputs, using
the Cytocast Cell Simulator algoritm. To analyze the outputs
of the simulations, I have used an Anderson-Darling test for
the comparison of protein complex abundances to a healthy
baseline, and a generalized version of the Euclidean distance
for pathway graphs.
Results show that while the simulation algorithm was able to
capture some effects of TDP-43 expression in yeast, these are
lower in overall magnitude than those seen in the simulations
using even the earliest measurements after TDP-43 expression

as input. This can be mostly due to the rather crude nature of
the interactor prediction algorithm, and due to the fact that the
simulation algorithm is unable to simulate downstream effects
on e.g. transcription or intracellular transport. Still, the sig-
nificantly changed complexes and pathways show consistency
with the function of TDP-43, and as such, these simulations
can still provide a frame of reference for further experiments.

Fig. 1: Overview of the main steps of the project.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Neuroscience experiments are crucial to the study
of brain physiology and pathology. A recently developed method
called fiber photometry allows the activity of specific brain nuclei
or circuits to be recorded in behaving animals. This study
describes the methods to prepare mice for fiber photometry
experiments, methods of data acquisition and data processing.

Keywords-keyword; fiber photometry; head restrained; mouse;
behavior; experiment; neuroscience

I. INTRODUCTION

The main steps of fiber photometry experiments are: trans-
gene expression, optic fiber implantation, behavioral experi-
mentation, histological verification and finally data analysis.
To induce the expression of a neural-transmission-activated
fluorophore in the target neurons, harmless viral vectors can
be micro-injected into the appropriate anatomical structures.
After this procedure, mice rest for a few weeks, which aids in
their recovery and allows the infected cells to express the pro-
teins. Next an implantation surgery fixes the optic fiber tips just
above the regions of interest. After a second recovery period
neural activity can be recorded. These behavioral experiments
are followed by histological verification. If the surgeries were
successful, data analysis can proceed and quantification of the
results can be statistically tested, conclusions can be drawn.
In the following paragraphs, I will describe the methods we
used to study a subcortical brain area using fiber photometry.

II. FIBER PHOTOMETRY DATA ACQUISITION

In vivo fiber photometry was used to record cell type spe-
cific dynamic activity using a setup built from commercially
available parts including Doric Neuroscience Studio 5.4.1.23
(Doric Lenses), Fiber Photometry Console (Doric Lenses),
a 2 channel LED driver (Doric Lenses), 405 nm and 465
nm connectorized LEDs (Doric Lenses), Minicube with built
in amplifier (Doric Lenses), and a 400 µm fiber patch cord
(FP400URT Thorlabs). Sinusoidal light intensity modulation
was used to make cells expressing GCaMP8m or DA4.4
emit activity dependent fluorescent signal (excitation 465 nm,
40µW at fiber tip, 208.616 Hz modulation) and theoretically
activity independent control isosbestic signal (excitation 405
nm isosbestic wavelength, 4 µW at fiber tip, 572.205 Hz mod-
ulation) simultaneously. The emitted green light was detected
by a photodiode, amplified, converted to a digital signal with
12048 Hz sampling frequency, lock-in amplified by the data
acquisition software and saved in a file for offline analysis.

III. FIBER PHOTOMETRY DATA PROCESSING

Data processing was done with custom written MATLAB
(MathWorks) programs. Demodulated activity dependent and

Fig. 1. CAD model of a head restrained experimental arrangement

isosbestic signals were median filtered (window width =
0.0083 s) and decimated (100x, resulting in 120.48 Hz sam-
pling rate). To get ∆F/F signals, the filtered isosbestic signal
was then fitted linearly to the activity dependent signal using
the least squares method. Bleaching and motion correction
was simultaneously done by evaluating the following formula
at each measurement timestamp: ∆F/F= (activity dependent
- fitted isosbestic) / fitted isosbestic [1]. The readings were
separated into peri-event sections with the help of the syn-
chronization signals. To account for inter-subject and inter-
session variability and to make ∆F/F and isosbestic signals
comparable to each other, z-score calculation was applied for
each peri-event section separately.

IV. DISCUSSION

The methods described above allowed the high-resolution
study of target neurons in the subcortical region of the mouse
brain. The results of the fiber photometry experiments showed
the activation of the target neurons during salient, positive or
negative stimuli and their effects on the release of dopamine
in other brain regions. Data obtained using the above methods
will be published to support results obtained using other
neuroscience research methods.
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Abstract—In this progress report, I present our recent re-
sults concerning the parameter computation, robust control,
and state estimation of nonlinear nonnegative models with
biological and epidemiological motivation. First, I introduce
a novel, optimization-based approach for finding parameter
values that guarantee a predefined qualitative behavior (eg.
sustained oscillations) for such systems, illustrated using three
case studies. Secondly, I show our recent extensions of our
previously published but continuously developed epidemic control
toolbox, achieving robust asymptotic output tracking based on
feedback linearization, reliable in the presence of serious model
and parameter mismatch combined with inaccurate state values
obtained using an 8-variable Extended Kalman Filter.

Keywords-dynamical systems, nonnegative systems, kinetic sys-
tems, oscillations, nonlinear programming, epidemic, feedback
linearization, robust control, Extended Kalman Filter

I. INTRODUCTION

Kinetic models represent an important subclass of non-
negative dynamic systems, being widely applied in different
fields of science. Due to the fact, that often originally non-
kinetic models can be transformed to kinetic representation,
these reaction networks are sometimes called the “prototype
of nonlinear science”, widely used for representing complex
chemical, biological and even social processes (eg. epidemic
models, population dynamics, vehicle traffic flows on high-
ways, etc). Consequently, the development of mathematical
methods and algorithms for the design, analysis, and control
of such systems has higher relevance than ever before.

In this progress report, I highlight two such techniques
we created during the last academic year: first, a method
for computing the parameters of such a system to achieve
prescribed qualitative behavior, already published as [1], and
secondly, a direct extension of our previous work [2], in
which we present a robust reference tracking control algorithm
for compartmental models, a contribution to our continuously
developing epidemic simulation and control framework.

To illustrate the capabilities of the proposed techniques, I
apply these to different nonnegative models with increasing
complexity, presented below. The features and limits of the
epidemic reference tracking controller are shown using real-
world data extracted from COVID-19 statistics in Sweden and
Hungary.

II. OPTIMIZATION-BASED PARAMETER COMPUTATION

We aim to compute the parameters providing the desired
qualitative dynamical properties by creating an appropriate
nonlinear optimization problem, having the parameters as
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Fig. 1. Prescribed oscillation period, the computed parameters, and the
corresponding trajectory for the Lotka-Volterra model with ϵ = 0.1. The red
dashed line shows the computed oscillation threshold τ1.

decision variables. The resulting parameters, computed for one
of our case studies, a three-species Lotka-Volterra foodchain
model are shown in figure 1.

III. ROBUST CONTROL WITH EKF STATE ESTIMATION

As a direct continuation of [2], in this section I present
our modified control setup for the robust asymptotic output
tracking controller designed for epidemic models, equipped
with an Extended Kalman Filter built for the 8-compartment
simulation model.

Fig. 2. Control setup: the ’true’ system is simulated by a detailed 8-
compartment model, the linearizing state feedback is computed using a
simplified SEIR model, and the state is estimated using an 8-compartment
EKF
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I. MULTI-VIEW LEARNING

Most of the machine learning and object recognition al-
gorithms used nowadays are single-view learning methods
which means that the data is represented in a single view.
In many real-world applications the information about the
objects is collected from different sources (e.g. for an image
meta attributes or a description could be available). This is
called Multi-View Data which refers to datasets that consist
of observations from multiple perspectives or produced by
different methods or at different levels of processing, and
each ‘view’ provides various but potentially complementary
information about the same set of entities.

Because of the frequent occurrence of Multi-View Data
quite a variety of Multi-View Learning algorithms were al-
ready developed and has been surveyed in [1] and in [2]. A
crucial aspect of Multi-View Learning is how to effectively
integrate the different views to improve learning performance.

II. IMPROVING THE PERFORMANCE OF OPEN SET
RECOGNITION

When dealing with real-world recognition problems, we
usually do not have knowledge of the entire set of possible
classes. We need classification methods which can deal with
the “unknown” and reject samples belonging to classes never
seen during training. Scheirer et al. formalized the theory of
Open Set Recognition [3].

Considering the Multi-view aspects we could improve the
recognition accuracy in three ways:

• using different sources for different views (e.g. depth
map)

• generating additional views from our dataset using some
image captioning models

• using a fast object detection algorithm in paral-
lel/sequentially as an additional view

To achieve this a highly accurate and fast model is required
(because of the limited capacity of drones and mobile devices.
Two models were examined for this purpose (YOLOv7 and
BLIP-2) which are (partly) based on the recently popular and
widely used transformer architecture and will be described in
the following chapters.

III. ABOUT THE PLANNED ALGORITHM

The above mentioned two algorithms are relevant from two
points of view: these could be directly used in our model to
enhance the recognition accuracy and parts of the architecture

Fig. 1. Schematic view of our proposed algorithm using BLIP-2 for image-
to-text generation and YOLOv7 for fast object detection

are important in designing our method. Figure shows the
architecture of our proposed algorithm (under development)
for improving OSR accuracy. BLIP-2 could be used for image-
to-text generation, and thus adding new samples to our training
set similarly to our former work in [4]. Although we have
high performance computers with appropriate GPU capacity
available for training, inference should be run in real-time with
low latency on drones and mobile devices, so mobile versions
and frozen parts of the discussed models are also considered.
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Abstract—While most research targeting the perceived quality
of light field visualization involves participants with normal
vision, a significant number of future users are anticipated to
fail the Snellen chart screening for visual acuity. This paper
elaborates on our research regarding the preferred viewing
distance for potential applications of light field visualization, as
perceived by users with reduced visual capabilities.

Keywords-Light field visualization, viewing distance, human
visual system, use-case-specific preference

I. RELATED WORK

Numerous factors can be utilized to determine the poten-
tial use cases of light field visualization, among which is
the viewing distance. The recommended maximum viewing
distance (denoted as DV ) is calculated according to the
angular resolution of visualization [1], based on the following
equation:

V iewing distance ≤ Interpupillary distance

tan(Angular resolution)
, (1)

where, according to the scientific community, the average
interpupillary distance is approximately 6.5 cm.

II. EXPERIMENTAL SETUP

The experiment was conducted using the 640RC HoloVizio
light field display, with six marked viewing distances on
the floor of the laboratory: 1.39 m, 1.86 m, 2.32 m, 2.79 m,
3.25 m, and 3.72 m. Regarding the resolutions implemented
in this study, two quality representations were utilized: a low
resolution one (spatial resolution of 640 × 480 and angular
resolution of 1 degree) and a high resolution one (spatial
resolution of 1024×768 and angular resolution of 0.5 degrees).

For this study, six different visual stimuli were presented
and participants were instructed to evaluate the quality of
visualized content using the ACR scale ranging from 1 (lowest
quality) to 10 (highest quality). In this study, the case of static
observation was investigated with little head and body sways
allowed. The participant was required to provide a rating at
each of the six designated viewing distances.

The study enlisted 20 test participants: 13 males and 7
females, with an average age of 23, all of whom wore glasses
with high diopter values. Additionally, the study incorporated
one participant with a vision impairment exceeding 90%, who
did not utilize corrective eyewear [2].

III. RESULTS

Figure 2 depicts a total of 1440 ratings recorded by the
20 test participants for both resolutions. As illustrated in the
figure, both resolutions exhibit a similar distribution, with a
discernible shift in ratings. The average ratings for the low

Fig. 1: Rating distribution for low and high resolution [2].

(a) Low resolution. (b) High resolution.

Fig. 2: Rating distribution for both resolutions at the different
viewing distances [2].

and high resolution stimuli are 5.65 and 6.53, respectively.
Figure 2 depicts the rating distribution recorded at the various
viewing distances. A conspicuous trend towards greater view-
ing distances was observed for both resolutions. While the
majority of test participants exhibited a preference for greater
distances, there were disparities in individual assessments.

Out of the 20 test participants, only two displayed interest in
closer distances. Unlike the remaining 18 participants, whose
average rating differences sometimes exceeded 5, theirs were
within 1. Moreover, out of these two participants, only one
distinctly favored closer distances, while the other evaluated
2.79 m with the highest scores, albeit with even smaller
average rating differences.

Figure 3 illustrates the average ratings for the test participant
with severe vision loss. Unlike the previous results, this

(a) Low resolution. (b) High resolution.

Fig. 3: Average ratings of the test participant with high vision
loss for both resolutions at the different viewing distances [2].

.

M. GUINDY, “QoE in light field visualization for observers with reduced visual capabilities” in PhD Proceedings – Annual Issues of the Doctoral School,
Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2024. G. Prószéky, G. Szederkényi Eds. Budapest: Pázmány
University ePress, 2024, pp. 50–51.

50



participant exhibited a distinct preference for closer viewing
distances, likely due to vision impairment [2].
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Abstract—Various fields are affected by modelling uncertainty
from economics to biology when certain aspects of the system are
unknown. One practice is to include delay terms into the system
as parameters, to account for the unknown phenomena. For the
system to be suitable for parameter estimation, i.e., computing its
innate and delay parameters, it needs to be structurally identifi-
able. Throughout this semester, we have thoroughly established
the necessary and sufficient conditions that a system must meet to
be considered structurally globally or locally identifiable. These
conditions are crucial for ensuring that parameter estimation
can be effectively performed on the system. Previously, our
studies focused on systems incorporating a single delay term.
We demonstrated how such systems can achieve the property of
structural identifiability. However, in our latest work, we present
a general solution that extends to systems with an arbitrary
number of delay terms. This solution employs the linear chain
approximation technique, which simplifies the delayed terms into
linear expressions. This approximation has proven instrumental
in allowing us to conclusively establish the necessary conditions
for structural identifiability. By replacing complex delay terms
with more manageable linear expressions, we can enhance the
clarity and applicability of our identifiability conditions, paving
the way for more robust and reliable parameter estimation in
systems characterized by multiple delays.

Keywords-delayed dynamical systems, structural identifiability,
linear chain approximation

I. INTRODUCTION

In a wide range of disciplines, from economics to biology,
the uncertainty in modelling is a significant challenge, espe-
cially when certain aspects of a system remain unknown. A
common approach to address this uncertainty is the integration
of delay terms into the system’s equations. These terms act as
parameters that represent the unknown phenomena, allowing
for a more accurate representation of the system’s dynamics.

To effectively use these models for parameter estima-
tion—that is, to accurately compute both the innate parameters
of the system and those representing delays—the model must
be structurally identifiable. Structural identifiability is a critical
property that ensures the theoretical possibility of determining
the model parameters uniquely from given input-output data.

When modelling, one needs to know the dynamics of the
system of interest to carry out fully detailed simulations. The
most common way is to use a system of ordinary differential
equations to represent the phenomenon:

ẋ(t) = f(x(t),θ) (1)

y(t) = h(x(t),θ) (2)

Where x(t) ∈ Rn is the state vector (n is the number of
states), y(t) ∈ Rm is the observed output vector (m is the
number of observed measures), θ ∈ Rp is the parameter vector

(p is the number of parameters), f : Rn → Rn is for the
dynamics of the system, h : Rn → Rm is observation process.
Unfortunately, on many occasions the entire dynamics are
not known, therefore the known part of the system is being
modelled with delay terms as well to account for the unknown
parts. This gives rise to the notion of delayed differential
equations (DDE) (for simplicity we assume that the output
dynamics does not contain delay terms):

ẋ(t) = f(x(t),θ, τ ) (3)

y(t) = h(x(t),θ) (4)

Here, the system’s internal dynamics now contain the τ ∈ Rd

vector, which are the already-mentioned time-delays.
The task was to determine the structural identifiability

conditions for τ .
The structure of this document is carefully designed to guide

the reader through the intricate aspects of modelling delayed
dynamical systems and the essential concept of structural
identifiability. The initial section serves as an introduction,
setting the stage for the detailed analysis that follows. In
the second chapter, we delve deeply into the theoretical
background necessary for deriving the conditions required for
structural identifiability. This chapter begins by explaining the
fundamentals of delayed dynamical systems, which are crucial
for understanding the complexity and behaviour of systems
influenced by time lags. It then progresses to discuss the linear
chain approximation method. This technique simplifies the
representation of delay terms within the system, making the
analysis more tractable. The chapter concludes by thoroughly
defining structural identifiability, a pivotal concept that ensures
that the model parameters can indeed be uniquely determined
from observed data. The third chapter succinctly summarizes
the problem statement this work aims to address. It clarifies
the specific challenges and questions that our research seeks to
resolve, setting a clear framework for the subsequent analysis.
In the fourth chapter, we present our original contributions
to the field. Here, we outline the specific conditions that a
system must satisfy to achieve structural identifiability. This
part of the document is critical as it not only proposes
theoretical conditions but also demonstrates how these can be
practically applied to complex systems with multiple delays.
Finally, the fifth chapter concludes the work. It provides a
synthesis of the findings and discusses the implications of
our research. This closing chapter also suggests directions
for future research, considering the limitations of the current
study and the potential for discoveries in the field of delayed
dynamical systems.
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Abstract—The placenta and the umbilical cord is often eval-
uated in a non-invasive way to assess the healthiness of the
fetus, and it is part of the protocol in triage 3 birth cases with
complications requiring macroscopic and microscopic examina-
tion. Moreover, correlation was found between the coiling of the
umbilical cord - more precisely between the pressure in the blood
vessels - and the perinatal outcome. In this article a populational
measurement of macroscopic examinations are described, with
an emphasis on investigating the umbilical cord after birth and
estimating blood pressure in the blood vessels based on width,
length and coiling. The automatization process of such evaluation
is also described.

Keywords-umbilical cord, coiling, pressure, NICU, UCI

I. INTRODUCTION

There are both validated correlations and some presump-
tions about the morphology and macroscopic properties of the
placenta and the umbilical cord, and the perinatal outcome. [1]
investigated the placental structural abnormalities and when
they develop. Studies [2] and [3] reviewed the literature and
previous findings about linkage between abnormal umbilical
cord coiling and risk factors and illnesses, such as maternal
age, birth weight, birth percentile, ponderal index, abruption,
preeclampsia and gestational diabetes mellitus. However, there
are only a few extensive studies on umbilical cord coiling
and to the best of our knowledge, no bigger, populational
measurements are done so far.

II. METHODS

To create a populational database, we are measuring pla-
centas and umbilical cords from the Perinatal Intensive Care
units of Semmelweis University, Hungary. First a declaration
of consent is presented to the mother, and if signed, the
measurements are done on a neonatal dissection table. A
special stand was fabricated and attached to the dissection
table (Fig. 1) holding a calibrated camera needed for later
automatization. After cleaning the organs, the morphology of
the placenta, then of the umbilical cord is assessed. After
the separation of the cord, the membrane, the fetal surface
and the maternal surface are examined in order. Finally, the
placental tissue is assessed. All data are anonimously stored
in REDCap [4]. As part of the automatization process, using
the collected images, a prototype trained neural network was
created. The UNET-based network creates a segmentation of
the umbilical cord, which is then used to determine the length
and the width of the umbilical cord. The first calculations for
a more advanced coiling indicator - replacing the Umbilical
Coiling Index (UCI) - are done based on [5].
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Abstract—This study aims to develop a device that can pre-
cisely continuously measure the arterial blood pressure waveform
on radial arteries in a non-invasive and comfortable way. The
device utilized in this research uses resistive yarn as its main
sensing component. In order to verify the accuracy of the
measurement results obtained from the device that was designed,
a comparison was made between these results and measurements
obtained using the OptoForce 3D force sensor. The comparison
of the results of the two measurements indicates a significant
correlation.

Keywords-arterial blood pressure waveform; continuous; non-
invasive

I. SUMMARY

Continuous blood pressure monitoring is crucial since it
is one of the vital signs of the human body. This contin-
uous monitoring can be performed by examining the blood
pressure waveform. Continuous monitoring of blood pressure
waveform can be done using the arterial cannula. However,
due to the invasive aspect of these measurements and their
potential for causing vascular trauma, there is a need for a
more convenient and non-invasive method to measure blood
pressure waveform continuously. Several approaches exist for
continuously monitoring blood pressure waveforms in a non-
invasive method. These include Pulse Arrival Time (PAT),
Pulse Wave Velocity (PWV), Pulse Decomposition Analysis
(PDA), and Pulse Wave Analysis (PWA) [1].

Pulse Wave Analysis (PWA) is working by employing
morphological analysis of the blood pressure waveform [2].
PWA can provide accurate measurements by utilizing a single
sensor channel. This is the advantage of the PWA method over
PAT and PWV, which require using two sensor channels in the
measurement. The sensors commonly used in this technique
include optical, force, and pressure sensors used to measure
morphological signals in peripheral arteries. Foldi et al. [3]
implemented the OptoForce 3D force sensor to measure the
blood pressure waveform in the radial artery. Piezoelectric
pressure sensors are also frequently used in blood pressure
waveform measurement, as reported by Wang et al. [4]. This
study highlights the design of an affordable wearable sensor
utilizing a piezoelectric sensor made from ceramic materials.

This study presents the utilization of resistive yarn as the
primary element for measuring continuous non-invasive blood
pressure waveforms. Resistive yarn is a variety of yarn that
has the ability to change its resistance value when pressure is
applied to its surface. Along with the utilization of resistive
yarn, other additional components are employed to improve

Fig. 1. Comparison of the resistive yarn and optoforce measurement results.

the system’s performance and provide optimal measurement
results. In order to verify the accuracy of the sensor designed
for monitoring blood pressure waveform, we will validate it by
comparing its results with those obtained using the OptoForce
3D force sensor.

Fig. 1 shows the comparison between the one single-period
signal from one of the five resistive yarn measurements and the
average single-period signal from the OptoForce measurement,
which are divided into sixty-second intervals, resulting in
three average signals. The comparison of the two measure-
ments demonstrates a substantial correlation. In general, the
developed system is capable of effectively measuring the
arterial blood pressure waveform. The systolic peak in the
measurement is easily identifiable, and the signal’s dominant
frequency coincides with the heart rate frequency.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—The aim of the presented research work is to identify
the parameters of the kinematic model of our fabric pneumatic
artificial muscle (fPAM) actuated wrist exosuit. We examine
the behaviour of the exosuit composed of two antagonistic
muscles which can move the wrist in flexion/extension. The
methodology includes the simplification of the kinematic model
and using this model to formulate the optimization problem for
finding the endpoint position parameters of the fPAMs based on
measured data. Our parameter optimization results indicate that
the force modeling should be improved, however, the placement
parameters can be identified by the introduced optimization
method such that it results accurate joint angle estimation.

Keywords-wearable devices; torque measurement; biological
wrist torque

I. INTRODUCTION

In the last decade, soft wearable exosuits gained interest
in the research community, because, compared to their rigid
counterparts, they have the potential to solve several design
challenges, such as achieving a high strength-to-weight ratio,
inherent safety, comfort, and low cost, as well as avoiding
joint misalignment [1], [2]. Still, the accurate modeling and
control of these devices remain challenging which hinder their
commercial application. This also applies to our designed
soft wrist exosuit [3] which is actuated by fabric pneumatic
artificial muscles (fPAMs) (Fig. 1).

In our previous work [3], we derived and evaluated a torque
model based on a two-dimensional geometric model of the
exosuit. The results showed that the model can predict the
exosuit torque, however, it is challenging to identify the model
parameters, e.g., we need to use motion capture system to find
the muscle placement parameters. For this reason, model-free,
feedback control was implemented which provided limited
accuracy for trajectory tracking tasks. Adding a model-based
feed-forward term can help to resolve the shortcoming of the
pure feedback control. To utilize the model for the exosuit
control, the parameters for our model need to be identified.

II. RESULTS

In this work, our goal is to find a solution to identify the
parameters of the kinematic model using onboard sensors.
First, we present the process of data collection through mea-
suring the wrist angle and the muscle pressures at static wrist
configurations. Then, we reduce the complexity of the model
to make it adequate to be used in the parameter optimization
process and chose the set of model parameters to be optimized.

For the kinematic model identification problem, the main
challenge is to formulate an optimization problem using the
measurement data and the exosuit torque model. This leads to
a nonlinear program (NLP) to solve as the nonlinear function
of the parameters appear in the constraint terms. It is possible

Fig. 1. The prototype and the geometric model of the fPAM actuated exosuit.
The wrist exosuit with one pair of antagonistic muscle, the flexor (fPAM1)
and the extensor muscle (fPAM2). The wrist angle (θ) can be measured by
the two IMUs on the arm and hand.

to solve nonlinear programs but the solution is not guaranteed
to converge. We introduce multiple approaches for formulating
the optimization problem which are different from each other
in how the fPAM force is handled.

Our work indicates that the fPAM placement parameters can
be identified by solving the nonlinear optimization problem
and using joint angle and muscle pressure data measured at
static configurations. Comparing the results of the different
variations of the optimization problem indicates that the mod-
eling of the fPAM force that is acting on the hand should be
improved.

Next steps of the research work will focus on improving
the force modeling and also the optimization process and data
collection. Then, the long-term goals for the further research
include the application of the kinematic model to improve the
current control by providing a model based feed-forward term
and starting the dynamic modeling.
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Abstract—Multi-object tracking in videos is crucial across var-
ious fields, including videomicroscopy, autonomous driving, and
traffic management. Despite numerous algorithmic and machine-
learning-based solutions proposed over the past decades, none
have achieved perfect real-world performance. Many existing
algorithms exhibit systematic biases that, while beneficial for live-
tracking due to reduced computational demands, compromise
flexibility and overall performance. A common bias is forward-
prediction-based tracking, which relies solely on past informa-
tion. To address these limitations, we developed a novel multi-
object instance segmentation and tracking pipeline specifically
designed for scenarios where videos are processed post-recording,
prioritizing performance over speed and computational efficiency.
One of the primary motivations for this research was videomi-
croscopic cell recordings, which completely fall into this category.
For the tracking of yeast cells, we have shown that our algorithm
substantially outperforms other popular methods. Furthermore,
we evaluated our method on several other diverse datasets to
demonstrate its general applicability.

I. ARCHITECTURE OVERVIEW

While the designed architecture was originally intended for
tracking yeast cells in videomicroscopy recordings, with the
re-training of the models, the pipeline can be applied to almost
any multi-object segmentation and tracking task. The designed
pipeline consists of the consecutive separate stages of instance
segmentation and tracking. The instance segmentation module
uses a Mask R-CNN-based [1] architecture via the Detectron2
environment with a ResNet-X feature pyramid network back-
bone, pretrained on the COCO instance segmentation dataset.
The tracking pipeline employs a novel architecture that tracks
objects based on their local temporal neighborhood in both
directions, making the consecutive assignment step possible
solely between predictions rather than between predictions
and observations, as is the case for most tracking architec-
tures. The temporally local tracking architecture employs a
DeepLabV3+-based [2] semantic segmentation model, while
the assignment step is performed using the Hungarian method
[3]. Furthermore, this tracking architecture seamlessly enables
the tracking of objects between non-consecutive frames, mak-
ing interpolation of missed object instances possible. Thus,
both the segmentator and the tracker modules support each
other for the best possible outcomes. The current version
of the architecture is available with tutorial examples at:
https://github.com/SzaboGergely0419/Symmetry-Tracker.

II. PERFORMANCE EVALUATION

We rigorously tested our architecture on a yeast cell seg-
mentation and tracking dataset against Phylocell [4] and YeaZ
[5], both of which are tools specifically designed for this task.
Our pipeline substantially outperformed both tools in terms of
segmentation and tracking quality. Using random elimination

of segmented instances, we demonstrated the sample interpola-
tion capabilities of our architecture, showcasing its ability for
long-term continuous tracking even in difficult scenarios. We
performed a hyperparameter analysis, revealing a connection
between local tracking range and model robustness. Further-
more, to display the flexibility of the architecture, we designed
several synthetic datasets with various object behaviors such
as extremely high movement speeds, enabled and disabled
object path crossings, clumping of objects, random noises,
and artifacts, among others. Based on empirical results, the
architecture performed well in all of these scenarios. The
numerical evaluation of the results is currently in progress.

Fig. 1: Multi-object segmentation and tracking result compar-
ison between Phylocell, YeaZ and our pipeline on a yeast cell
tracking videomicroscopic dataset.
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Abstract—Retrodirective structures have the exceptional prop-
erty of reflecting the excitation wave back to the source direction.
Two designs are presented which operates under 1D and 2D
excitation conditions. The 1D array operates at 9.75 GHz, with
100 MHz bandwidth, and acceptance angle of θi ∈ (−27◦, 27◦).
Its geometry consists of eight linearly polarized microstrip patch
antennas and four interconnection lines. The reflected wave of
this design has the same polarization as the incident wave.
The 2D array operates at 10 GHz with θi ∈ (−30◦; 30◦) and
ϕi ∈ (−30◦; 30◦) acceptance angle. Its geometry consists of
four dual-polarized microstrip patch antennas. To inrcease the
isolation between the patch elements four optimized microstrip
crossovers are utilized in the feeding network. For an easier
detection this stucture is designed to produce reflected waves with
orthogonal polarization. Closed-form equations are deduced to
simplify the design procedure. The numerical simulations confirm
the validity of these equations. The 1D retrodirective array has
been fabricated and measured, its performences shows a good
agreement with the simulations.

Keywords-Van Atta array, Retrodirective array, microstrip
crossover, wide-beamwidth antennas, dual-polarized antenna ar-
ray

I. INTRODUCTION AND DESIGN

Retrodirective structures have the exceptional property, of
reflecting the excitation wave back to the source direction.
Retrodirective structures have huge potential in RFID and
automotive fields as well as in telecommunication applications
where the increased radar cross section (RCS) is important.
Metamaterials [4] and metasurfaces [2] are often utilized to
obtain retrodirective phenomena. They often suffer from severe
efficiency, size, and feasibility issues. Our designs are based
on Van Atta’s work [1] where the retrodirectivity is realized by
interconnecting linearly polarized antenna elements. Van Atta
designs usually consist of at least 4 elements per dimension
[5], [6], binary arrays are seldom used due to gain degradation
of the array performance and the emerging pointing errors that
occur at higher angles [8]. 1D and 2D linear arrays with single
and dual-polarized antennas are utilized. The 2D geometry is
presented in Figure 1.

II. CONCLUSION AND FUTURE WORK

Design procedures have been presented for 1D and 2D
retrodirective arrays. The deduced closed-form expressions are
in good agreement with the numerical simulations and highly
simplified the design procedure. The 1D retrodirective array
has been fabricated, and measured in an anechoic chamber.
The monostatic RCSs has been recorded at different frequen-
cies. The measured results are in a good agreement with
the simulations. The 2D array requires further improvements
regarding the pointing error compensation. Therefore, wide-
beamwidth antenna element with tilted main beam direction
is required which is under development. Both designs are cost
effective because vias have not been utilized. They can be

Fig. 1. The geometry of the 2D array, which also indicates the direction of
the incident and the reflected wave.

widely applied in automotive applications, telecommunication
and package sensing applications.
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Abstract—Here, I demonstrate a nanoscale system ca-
pable of functioning as a neural network, where all the
neuromorphic functions, including the weights and inter-
connections of the network, are realized by the interference
of spin-waves. The weights are realized by the distribution
of the saturation magnetization, which can be achieved
experimentally by Focused Ion Beam irradiation. Training
the network involves finding the proper saturation mag-
netization map that scatters the spin-waves between the
source and the output in such a way that the desired
interference pattern appears in the magnetic film, resulting
in constructive interference at the desired output and
destructive interference at the non-desired outputs. To
inverse-design the scatterer using machine learning, I used
our micromagnetic solver SpinTorch, built on the machine
learning framework PyTorch.

Keywords-spin-wave, machine learning, holography

I. INTRODUCTION

A significant challenge in the study of neuromorphic devices
is that most computing models require highly interconnected
systems, specifically artificial neurons with a large number
of connections, often including all-to-all connections. Wave-
based computing concepts offer a potential solution to this
problem. If the computing device is realized in a wave-
propagating substrate, interference patterns can create an all-
to-all interconnection between points on the substrate [1].

II. NEUROMORPHIC COMPUTING USING SPIN-WAVES

Spin-wave-based devices have the potential to show sub-
stantial benefits over MOS-based systems in neuromorphic
computing tasks. The aim is to design the distribution of the
saturation magnetization (Ms) in such a way that the system
directs the spin-waves excited by the input signal to the proper
output. The Ms of the Yttrium Iron Garnet micromagnetic
film can be modified experimentally by Focused Ion Beam
irradiation [2]. Here we try a new way of applying the inputs,
and imprint a 2D input pattern instead of the waveforms used
in [1].

To achieve this, the SpinTorch micromagnetic solver was
utilized to design the distribution of the saturation magneti-
zation [3]. The SpinTorch is built upon the machine learning
framework pytorch, solves the Landau-Lifshitz-Gilbert equa-
tion, and optimize the saturation magnetization distribution by
machine learning using gradient-based method.
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Fig. 1. Representation of the linear transformation of a perceptron layer
as a spin-wave scatterer. The functioning of a single perceptron layer can
be described as a linear transformation followed by a nonlinear activation
function: y = σ(Wx), where x ∈ R1×n represents the input, W ∈ Rn×m

contains the optimizable weights, y ∈ R1×m is the output vector, and σ is
the nonlinear activation function [1]. In this way, one layer of perceptrons can
implement m classifications. By utilizing sufficiently low amplitude excitation,
the propagation of spin-waves can be described by a linear wave equation.
Therefore, the linear transformation W can be achieved through a block of
spin-wave scatterers. The input signal excites spin-waves through the antennas,
which propagate in the film and form an interference pattern reflecting the
magnonic index of refraction of the film. Consequently, different spin-wave
intensities are obserbed at the outputs. However, since spin-wave propagation
is linear in this scenario, the application of the nonlinear activation function
σ must be performed after the readout.

Fig. 2. The block diagram of the SpinTorch micromagnetic solver. The
micromagnetic simulator core, shown in the green box in the middle, solves
the Landau-Lifshitz-Gilbert equation by iterating through time using the 4th

order Runge-Kutta method. The outcome is evaluated by the ratio of spin-
wave intensity at the desired and non-desired outputs. The error is propagated
back, and the training parameters are updated.
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Abstract—The efficient retrieval of patterns from a high-
dimensional space poses significant challenges in computational
neuroscience and artificial intelligence. This study investigates the
application of Kuramoto Oscillatory Neural Networks (KONNs)
as a robust mechanism for pattern retrieval. Inspired by the
synchronization phenomena observed in natural and biological
systems, KONNs leverage the collective dynamics of coupled
oscillators to store and recall information. Patterns are encoded
as phase relations within the network, allowing KONNs to demon-
strate the capacity to retrieve stored patterns through the process
of spontaneous synchronization. The robustness of the network
against noise and its ability to recover from partial information
are critically assessed. Through a series of simulations, this paper
demonstrates the conditions under which KONNs exhibit high
fidelity in pattern retrieval and explores the scalability of the
approach.

Keywords-Pattern retrieval, ONN, oscillatory neural networks,
oscillator-based computing,VO2.

I. DISCUSSION

Coupled oscillators have been studied for decades by scien-
tists to describe natural phenomena (Winfree, 1967)[1] such
as the synchronization of pacemaker cells responsible for the
heart beating,the synchronous behavior of insect populations,
or to model neuronal activity. Kuramoto Oscillatory Neural
Networks (KONNs) stand out as an innovative paradigm.

This study explores the application of KONNs for robust
pattern retrieval, focusing on their ability to spontaneously
synchronize and thereby enable the precise recovery of stored
patterns. The efficacy of KONNs is evaluated based on their
resilience against noise and their capability to reconstruct
incomplete patterns. Building on the foundational proper-
ties of KONNs, the next phase of this research integrates
VO2 (Vanadium Dioxide) oscillators within the network ar-
chitecture. VO2 oscillators are renowned for their unique
phase transition properties near room temperature, which
can significantly enhance the dynamic range and speed of
neural networks. The addition of VO2 oscillators is poised
to transform KONNs by improving their energy efficiency
and computational power, offering new opportunities for real-
time, adaptive pattern recognition systems. A small device
capable of transitioning from a metallic to an insulating state
(MIT) can be fabricated using vanadium dioxide (VO2) (Corti
et al., 2018)[2]. Researchers have created oscillators using
non-linear devices like spin-torque oscillators (Csaba, et al,
2020)[3] or materials that exhibit a hysteresis resistive state.
These materials can generate electrical oscillations when they
are appropriately biased (Sharma et al., 2015; Wang et al.,
2017)[4].This innovative integration promises to elevate the
capabilities of neural networks, making them more adept at
handling the complexities of machine learning and cognitive
computation in varied environmental conditions.

Fig. 1. illustrates a Kuramoto Oscillatory Neural Network (ONN) configured
as a Hopfield Neural Network (HNN). In this setup, binary activations are
expressed through phase differences between the oscillators and a reference
oscillator, typically the first in the sequence.

we observed that demonstrated the effectiveness of the
Kuramoto Oscillatory Neural Network (ONN) with Hebbian
learning in pattern recognition. The time taken for convergence
depends on the clarity and complexity of the input pattern,
with clearer patterns converging more quickly than noisy or
ambiguous ones. In our future work, we plan to enhance
our network by integrating VO2 oscillators, leveraging their
phase transition properties to introduce dynamic adaptability.
This adaptation could potentially allow for real-time tuning of
oscillator interactions in response to environmental changes
or new data inputs, enhancing the network’s applicability to
dynamic and real-time processing tasks.
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Abstract—Wireless sensor networks consist of battery-powered
devices capable of computing, communicating, and sensing au-
tonomously. The quantity of these devices can range within a
single network from a few dozen to thousands. Due to their sens-
ing and distributed properties, such networks are particularly
suitable for monitoring natural and artificial spatial phenomena.
Corresponding applications range from target tracking, through
landslide detection, to structural health monitoring. Produced
sensor information must be conveyed to a distinguished device,
requiring the network to perform message routing. Spatial
deployment of a sensor network is always constrained by environ-
mental and application factors, resulting in topologies that can be
sub-optimal in terms of coverage or communication. The impact
of these factors can be amplified or mitigated by the utilised
routing protocol, however, published works rarely evaluate and
quantify the effect of spatial topology on routing.

Keywords-Wireless Sensor Networks; Internet of Things; Spa-
tial Topology; Routing

I. EFFECT OF SPATIAL TOPOLOGY ON ROUTING
PERFORMANCE

Evaluating a routing protocol with a spatial topology spe-
cific to an implemented wireless sensor network (WSN) pro-
vides the most accurate performance figures for the given
application, however, it does not reveal the protocol’s real
capabilities. On the other hand, randomly generated topologies
by simple means, such as uniform distribution may not bear
the spatial attributes of real-life deployments. To generate
spatial topologies that resemble properties of a genuine WSN,
we utilise random node placement algorithms, for instance
continuous diffusion [1], and randomised grid [2]. Metrics,
such as network or node-level packet delivery ratio (PDR)
or network-connected node ratio, used for WSN performance
evaluation often fails to capture the network’s real capabilities
as they do not include spatial information. To appropriately
characterise a network, we introduce two spatial-based met-
rics: Distance-corrected PDR (DC-PDR) uses a correction
term to emphasise the PDR of distant nodes when calculating
network-level average PDR. Minimum sensing radius (MSR)
provides information about the WSN’s effective coverage
concerning the region of interest (RoI) via a single scalar
value. For evaluation two state-of-the-art, environment-aware,
multipath routing protocols were selected: Reliable Resilient
Multipath Routing Protocol (R2MRP) [3] and Environment-
Fusion Multipath Routing Protocol (EFMRP) [4]. Results
summarised in Fig. 1 show, that R2MRP was able to outper-
form EFMRP, even if RoI size and node placement irregularity
increased.

ACKNOWLEDGEMENTS

This research was supported through project no. TKP2023-
NVA-27. Project no. TKP2021-NVA-27 has been implemented

0.0 0.1 0.2 0.3
0

100

200

M
SR

 control factor: 0.000

0.0 0.1 0.2 0.3
0

100

200 RoI length:
160.0 m

 control factor: 0.300

0.0 0.1 0.2 0.3
0

100

200

M
SR

0.0 0.1 0.2 0.3
0

100

200 RoI length:
192.0 m

0.00 0.05 0.10 0.15 0.20
0

100

200

300

M
SR

0.00 0.05 0.10 0.15 0.20
0

100

200

300

RoI length:
224.0 m

0.00 0.05 0.10 0.15
DC-PDR

0

100

200

300

M
SR

0.00 0.05 0.10 0.15
DC-PDR

0

100

200

300 RoI length:
256.0 m

EFMRP
R2MRP

Fig. 1. MSR and DC-PDR results for R2MRP and EFMRP protocols with
different topology irregularity (σ) and RoI settings. Grey lines connect the
protocol results for the same spatial topology. Lower MSR and higher DC-
PDR value indicates better performance, respectively.
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NP-complete problems can be verified efficiently (in poly-
nomial time), but finding a solution has an exponential worst-
case complexity on Turing machines. [1]. Since every NP-
complete problem can be converted into a Boolean satisfia-
bility problem (k-SAT) in polynomial time, the importance of
solving these problems is important [2]. Boolean satisfiability
problems are a type of constraint satisfaction problem and
are regarded as some of the most difficult ones. Transforming
an NP-complete problem into a Boolean satisfiability (k-
SAT) problem can be accomplished in polynomial time. A
k-SAT problem is made up of logical variables which are
in a conjunctive normal form in which every conjunction
contains k number of variables. [3] demonstrated that k-
SAT problems can be solved using analogue dynamics, which
avoid local traps and operate in polynomial time, though with
exponentially increasing power consumption. The definition of
the k-SAT problem is the following: there are given N Boolean
variables xi ∈ {0, 1} and a propositional formula F which
is a conjugation form of M constraints Ci. Each constraint
is a disjunctive form of k variables xi or their negations
x̄i. Solving this type of problem involves finding a variable
assignment that satisfies all constraints. The dynamics used in
these dynamics are very similar to those of regular cellular
neural networks and are as follows:

dxi(t)

dt
= −xi(t) +

∑

j

wijf(xj(t)) + ui (1)

where xi is the state value of the cell, f(x) is the output function
of the neuron, ui is the input or bias of the neuron and wij

are connection weights between cells i and j.
The Continuous-time recurrent neural network can be defined
on a bipartite graph with two types of nodes/cells. One is
called the ”s-type” and represents the variables of k-SAT. Their
state value will be denoted by si, i=1,. . . ,N and the output
function is defined as the following:

f(si) =
1

2
(| si + 1 | − | si − 1 |) (2)

The output of f(si) = 1 is assigned to xi Boolean variable
when it is TRUE (xi = 1) and if the variable is FALSE
(xi = -1), then f(si) = -1, but between these two extrema,
any continuous value is allowed, meaning f(si) ∈ [-1,1]. The
self-coupling parameter will be a fixed value wii = A and the
input is ui = 0 ∀i.
The other type of the cells represent the constraints of k-SAT
with value am, m=1, . . . , M and with the output function of:

g(am) =
1

2
(1+ | am | − | am − 1 |) (3)

The ”a-type” cells determine the impact of a clause at a given
moment on the dynamics of the state (s) variables. When the
clause is true, then g(am) = 0 and g(am) = 1 if it is false.
For these cells, the self-coupling wmm = B and the input is
um = u = 1 - k where k is the number of variables in the
clause, in this case k = 3. The dynamics fulfil the following
requirements:

• They have continuous-time dynamics
• All states, constraints and variables remain bounded
• The derivative of the dynamics is zero if and only if the

formula is satisfied
• Starting from a chosen initial condition the system con-

verges to a solution without getting trapped
The proof of the last two points along with a more detailed
description can be found in [4]. An example problem in
conjunctive form is the following:

F = (¬s1 ∨ ¬s2 ∨ s3) ∧ (¬s1 ∨ ¬s2 ∨ ¬s3) ∧
(s2 ∨ s3 ∨ ¬s4) ∧ (¬s1 ∨ s3 ∨ s4)

(4)

Our research uses these dynamics to build a physical
analogue system that can solve k-SAT problems. [5] It uses
operational amplifiers to build an analogue computer. It is then
implemented on a Printed Circuit Board.

s1 s2 s3 s4

a1 a2 a3 a4

Fig. 1: Problem representation on a bipartite graph. The lines
with black denote connections between constraint (”a”) and
state (”s”) cells the red connections represent negative weights.
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I. INTRODUCTION

Automated systems, such as those in surveillance and self-
driving applications, rely heavily on accurately perceiving
environmental objects. Optical cameras offer high-resolution
color information, yet are susceptible to lighting conditions
and lack reliable distance measurements. Lidar sensors provide
accurate spatial data but suffer from lower temporal resolution
and lack color information. Combining these sensor modalities
through fusion enhances environment perception, necessitating
precise calibration to align their measurements accurately.
However, calibrating multimodal sensors poses challenges due
to differences in data representation, especially between 2D
images and 3D point clouds.

Early calibration methods for cameras and Lidars primarily
relied on target-based techniques such as using checkerboards
or boxes, requiring manual effort and time-consuming marker
preparation. Targetless methods, on the other hand, aim to
automate calibration by extracting information directly from
the scene or sensor movements, eliminating the need for
artificial targets.

While several targetless calibration solutions exist for Lidars
and cameras, they heavily depend on specific scene assump-
tions. These methods often necessitate a stationary sensor
setup and long integration times, limiting their effectiveness in
dynamic environments. Additionally, some approaches require
strong features in the scene, which may not always be present
in real-world scenarios like surveillance or self-driving appli-
cations. Alternative approaches, involve segmenting camera
pixels and Lidar points to extract corresponding features
for calibration [1]. These methods measure overlap between
segmented areas after point projection, optimizing extrinsic
parameters.

In this paper, a novel targetless and fully automatic extrinsic
calibration method is proposed for Lidars and cameras. Unlike
existing methods reliant on structural scene features, this
approach leverages moving objects within the field of view
of both sensors. By segmenting foreground motion jointly
between the camera and Lidar, the method can operate in
diverse dynamic environments without reliance on specific
structural features. The proposed method involves two main
steps: foreground segmentation for motion extraction and
optimization-based calibration to estimate extrinsic parame-
ters. With minimal sensor setup requirements, this method
offers practical applicability in various surveillance and au-
tonomous vehicle scenarios.

II. THE PROPOSED METHOD

Our approach necessitates a fixed setup comprising a Lidar
and an optical camera, aimed at a scene with moving objects

Fig. 1. Calibration method overview

during calibration. Initially, we conduct foreground segmenta-
tion independently on both Lidar [2] and camera [3] data, to
isolate relevant areas. These segmented regions serve as the
basis for identifying corresponding features in both Lidar and
camera frames.

Subsequently, extrinsic calibration parameters are deter-
mined by aligning the segmented foreground areas. To achieve
this, we employ a two-step optimization process, minimiz-
ing transformation errors using a defined cost function. An
overview of this process is depicted in Figure 1.
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Abstract—Outdoor vehicle-in-the-loop testing has increasing
importance in automotive applications, however, it has additional
challenges when the target vehicle is a drone. The movement is
real 3D with higher possible accelerations and the vehicle rarely
has enough on-board resources to run the simulator environ-
ment on-board, which rises additional latency and bandwidth
constraints.

Keywords-UAV, optical navigation, vehicle-in-the-loop,
hardware-in-the-loop

I. INRODUCTION

Prototype testing in aviation is expensive and possibly
dangerous, thus several simulation-based techniques were de-
veloped for on-bard hardware and software validation. In
the case of hardware-in-the-loop (HIL), the on-board flight
computer generates control signals, which is directly used
in a real-time flight dinamics simulator. Autonomous UAVs
can utilize camera image data in real time for navigation,
and the HIL testing of these systems requires a photorealistic
simulator environment. The increasing autonomy of UAVs,
and the advancement of photorealistic simulators makes it
possible to perform vehicle-in-the-loop (VIL) testing, where
the movements are also real, and only the mission sensors are
replaced by simulated sensor data. Indoor VIL solution was
presented in [1] and this work is aiming for the realization of
the outdoor version.

II. COMPONENTS AND METHODS

UAVs in most of the cases has not enough computational
resources for running the simulator on-board, thus outdoor
VIL have to address the issues of virtual sensor data latency
and limited data bandwidth. The simulator runs on a perfor-
mace laptop at the ground station, or in a cloud service. With
proper estimation of the future position and orientation of the

drone, the simulated twin can be placed ahead in time, to hide
the communication latency. A component is required which
estimates the current latency, and based on the known high-
level controller and current state, the upcoming trajectory can
be calculated at the simulator side.

REFERENCES
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Fig. 1. Outdoor vehicle-in-the-loop test setup. A real drone flies above a designated test site, while a digital twin of it with simulated mission sensors can
fly in various virtual environments. Mission sensor meaurements are emulated in a simulator in real-time.
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Abstract—Time-of-flight (ToF) depth sensors are compact and
cost-efficient, and thus widely used on mobile devices such as
the Microsoft HoloLens2 for depth measurement and obstacle
detection. However, due to the low-quality and noisy depth
measurements, light-weight ToF sensors are rarely considered
for precise 3D mapping. In this work we present two approaches
to retrieve lost information from indoor scans. Specifically, we
propose a multi-modal and multi-view scene representation that
enables the detection and completion of objects contained in the
scene by utilizing an RGB camera alongside the ToF sensor. A
General Adversial Network (GAN) and a multi-step algorithm
complemented with a Convolutional Neutral Network (CNN) is
proposed for object completion. We demonstrate the effectiveness
of our approaches on real-world data, where the proposed
methods improve the interpretability of the 3D environment.
Furthermore, we examine the possibility of conditional object
generation to replace the inaccurate objects.

Keywords-Sensor fusion, object detection, segmentation, deep
learning, image inpainting

I. INTRODUCTION

Accurate indoor 3D mapping has extensive applications
in augmented reality and indoor robotics. It usually relies
on high-precision and high-resolution depth sensors, such as
Lidars or structured light sensors. While less precise, light-
weight ToF sensors are compact and cost-effective. Recently,
as a result of these properties such sensors were integrated into
numerous smart devices. With the wide-spread of Tof senors
in ordinary devices, it would be beneficial to fully utilize these
sensors for accurate and dense 3D environment mapping, thus
we propose two approaches to multi-class object-level scene
reconstruction utilizing the RGB and the low-quality depth
images collected by the Microsoft HoloLens 2 smart device.

II. METHODS

We propose a depth image inpainting network that follows
an adversarial model [1] and the input data representation
and structure proposed by [2]. Our method consists of 2
subsequent steps: (a) multi-view image-based representation
of the incomplete scene captured by depth camera, (b) Shape
and color completion in the 2D domain at the desired pixel
areas. We also introduce object replacement as an environment
completion technique, but in contrast to inpainting, where
deep-learning is the main component, this approach utilizes
direct mathematical methods, neural-networks just compliment
the main algorithm.

III. RESULTS

Both algorithms were able to improve the overall qual-
ity of a scene based on the depth and rgb camera image.
Image inpainting achieved an accuracy of 0.311 m and a
completion of 0.083 m. Object replacement’s successfulness

mask
+

 xyz
+

 rgb

depth

rgb

segmented pointcloud

Replaced objects

Method 1 - Inpainting

Method 2 - Object replacement

Fig. 1: The proposed methods: Inpainting in 2D (top) and
object replacement in 3D (bottom)

is measured with Intersection over Union and the prosed
algorithm achieved a value of 0.511 IoU.

IV. CONCLUSION

The proposed techniques improve the quality of the input
data which was proven by comparing the results against state-
of-the-art methods.
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Abstract—Segmenting medical images presents significant
challenges, especially when handling low-resolution, noisy data
such as 3D cardiac ultrasound. In comparison to voxel-based
segmentation, the application of geometric models tends to offers
a more robust solution for this type of data.

In this work, we present an artificial neural network-based
solution for predicting the contours of the right ventricle as
a triangular mesh. Unlike previous techniques, this algorithm
directly predicts the vertices of this anatomically defined mesh.

Keywords-echocardiography, image segmentation, deep learn-
ing, geometric models

I. SUMMARY

Echocardiograms are extensively utilized for evaluating
cardiac function. By analyzing the 3D shape of the heart
and its chambers, such as the right ventricle (RV), critical
metrics like the ejection fraction and longitudinal strains can
be computed. These measures are pivotal for estimating the
patient’s condition, assessing the risk of heart failure, and
determining the appropriate treatment course [1].

Several methods have been proposed for 3D echocardiog-
raphy segmentation. One approach involves performing pixel-
wise segmentation on 2D slices and then constructing a 3D
model by combining these masks [2]. Another method begins
with an average anatomical atlas mesh model and trains a
model to predict transformations from this base model [3].
A third approach, utilized in the MeshDeformNet method,
employs a combined segmentation and mesh regression algo-
rithm. In this approach, a 3D segmentation network extracts
relevant features from the raw image data, which are then
passed to a graph convolutional network that predicts the final
mesh [4].

Our proposed method directly predicts the vertices of a
triangular mesh that accurately represents the anatomical shape
of the RV, shown at the bottom of Figure 1. It is a plug-
and-play module that can be integrated with any 3D image
segmentation neural network. This module takes the output of
the segmentation model and computes the 3D coordinates of
the mesh vertices. The model was trained using anatomical
RV meshes, with each vertex representing an anatomical
landmark, such as the apex of the ventricle or the center of a
valve.

For model training and evaluation, we collected a substantial
dataset comprising over 45,000 3D echocardiographic record-
ings, each with manual RV mesh annotations.

Our approach achieved results comparable to state-of-the-
art segmentation methods and demonstrated exceptional per-
formance, particularly on noisy and incomplete data.

Fig. 1. Model Overview: The process begins with the input of a 3D image
volume and its corresponding ground truth mesh (top). This is followed by
the mesh predictor model (middle), resulting in the predicted anatomical mesh
(bottom).
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Abstract—This paper introduces a novel method for complet-
ing sparse lidar depth data using range images. The method,
designed for low-end lidar devices, employs a Convolutional
Neural Network (CNN) trained with a discriminator model,
following a Generative Adversarial Network (GAN) approach.
The final output is a complete depth image generated through
pixel-wise regression. The training process incorporates feature-
and 3D point cloud-based losses. Experiments on synthetic
data show the method outperforms state-of-the-art techniques.
Additionally, utilizing completed depth data by the proposed
method improved the Intersection over Union (IoU) score of a
common downstream task, namely semantic segmentation.

Keywords-Depth image completion, Semantic segmentation,
Sythetic data, Deep learning in automation

I. INTRODUCTION

Lidars (light detection and ranging) are highly accurate
sensors used in fields like robotics, autonomous driving and
3D mapping. They vary in cost from thousands to hundreds
of thousands of dollars. Despite their accuracy, Lidars produce
sparse depth maps compared to RGB cameras which affects
the efficiency of subsequent algorithms in environmental inter-
pretation. To address this, various depth completion methods
exist. Some rely solely on raw LIDAR data, losing precision
in the conversion process, while others use sensor fusion
with additional sensors like RGB cameras. Real-life dataset
preparation is challenging due to sensor limitations. This paper
proposes a sensor-independent, LIDAR-based range image
completion method using a Convolutional Neural Network
(CNN). The method works with both single and multi-frame
inputs, transforming 3D point clouds into high-resolution
depth images.

II. PROPOSED METHOD

This paper presents a method to produce high density,
accurate and precise depth image from sparse lidar data. The
process starts with fetching a Lidar point cloud and converting
it into image space through a pre-processing phase, which
includes calculating the focal length for accurate projection.
Later on, our specifically designed neural network, trained on
our synthethic dataset with designed losses performs opera-
tions on the incoming sparse data, resulting in a high resolution
depth image as output presented in Fig. 1. Our network in
trained in a Generative Adverserial Network manner, and
adopts the common U-net architecture with encoder, middle,
and decoder sections.

III. CONCLUSION

With the proposed lidar based, single-frame, depth image
completion method, we are able to complete incoming lidar
data, achieving accurate and dense depth images as output.
The model is able to outperform the baseline method, and can
improve the prediction accuracy of downstream tasks.

Input as depth image, and the completed output

Fig. 1.

TABLE I
COMPARISON OF THE BEST PERFORMING NETWORK WITH THE BASELINES

USING AVIA LIDAR SENSOR DATA

Method RMSE ↓ MAE ↓ MSE ↓
ST-DepthNet [1] 27.5399 17.1280 769.8456
Ours 5.8375 1.1064 39.4729

TABLE II
SEMANTIC SEGMENTATION PERFORMANCE, MEASURED BY

INTERSECTION OVER UNION (IOU), EVALUATED USING BOTH RAW DEPTH
IMAGES AND DEPTH IMAGES COMPLETED WITH THE PROPOSED METHOD

AS INPUT.

Sensor Raw depth image ↑ Completed depth image ↑
Avia 0.7214 0.7970
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