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Cover image by Ábel Petik: High-resolution 3D mapping of cat visual cortex using functional ultrasound 

imaging. A, Illustration of the stimulation used for elevation retinotopy mapping. B, Visualization of the 

sagittal imaging planes. C, Multi-plane elevation retinotopy map. Colormap explanation shown in A. 

Shading based on response magnitude. Scale bars 2 mm. A: anterior, P: posterior D, Activation of the vis-

ual cortex in response to flickering checkerboards with increasing spatial frequencies. Voxels showing a 

significant increase in their activity are shaded in dark red. Lower right: plot of the number of signifi-

cantly active voxels as a function of the spatial frequency of the checkerboard pattern. Scale bars 2 mm. 
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Detecting infant cries in noisy NICU recordings

Ákos ANTAL
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Abstract—Preterm infants primarily communicate their emo-
tional and physiological states through crying, which serves as
a critical indicator of pain. If left unaddressed, such pain may
contribute to long-term health complications. Neonatal Intensive
Care Units (NICUs) often experience staffing shortages, leading
to delayed responses to infant cries. This paper investigates the
potential of leveraging advanced technologies to detect infant
cries in the NICU environment, and therefore reduce response
times of medical staff. Recent breakthroughs in deep learning
and self-supervised learning have revolutionized audio and speech
representation, enabling extraction of rich features directly from
raw audio signals. Analyzing infant cries presents a challenging
yet promising application for these techniques.

Keywords-cry detection, audio processing, preterm infant com-
fort

I. INTRODUCTION

Preterm infants express their needs, emotions, and stress

predominantly through crying, which is a primary signal of

pain. Untreated pain in preterm infants can adversely affect

their long-term health outcomes. In many Neonatal Intensive

Care Units (NICUs), limited staffing often results in delayed

responses to crying infants. To support research on the de-

velopmental impact of preterm pain and to enable quicker

caregiver interventions, automated cry detection technology

should be integrated into NICU monitoring systems, analogous

to existing vital sign monitors.

Over the past decade, advances in deep learning and self-

supervised training have transformed audio and speech repre-

sentation learning [1], [2]. These methods allow machines to

extract semantically meaningful features from raw audio, driv-

ing progress in speech recognition and healthcare diagnostics.

Infant cry analysis is a particularly challenging domain where

representation learning holds significant promise.

II. METHODS

For this study, a subset of self-collected audio recordings

was segmented and annotated using Praat software [3]. Prior to

annotation, a spectral subtraction-based noise reduction filter

was applied to enhance the clarity of infant crying sounds,

facilitating more accurate labeling. Each audio segment was

manually classified into one of three categories: crying, in-

termediate, or background. The intermediate class included

infant vocalizations not clearly identifiable as crying, as well

as ambiguous segments. Annotations were performed with

millisecond-level precision to ensure fine temporal resolution.

Because background samples were more abundant, a subset

of the CryCeleb2023 dataset [4], which contains relatively

noise-free infant crying expiration sounds, was incorporated to

balance the dataset. This study evaluates the effectiveness of

pretrained self-supervised models for detecting cries in noisy

NICU audio recordings.

Figure I illustrates the schematic of the cry detection setup.

A Raspberry Pi microcomputer collects audio data from a

MEMS microphone and transmits it to the dedicated cry

detection system. An audio representation model extracts

features from the signal, which are then fed into a classifier.

The classifier outputs the probability that a given signal

corresponds to an infant cry. These probabilities can be used

to alert medical staff and to monitor crying episodes over

extended periods.

REFERENCES

[1] A. Baevski, H. Zhou, A. Mohamed, and M. Auli, “wav2vec 2.0: A frame-
work for self-supervised learning of speech representations,” Advances in

Neural Information Processing Systems, vol. 2020-December, 6 2020.
[2] W. Hsu, B. Bolte, Y. H. Tsai, K. Lakhotia, R. Salakhutdinov, and

A. Mohamed, “HuBERT: Self-supervised speech representation learning
by masked prediction of hidden units,” CoRR, vol. abs/2106.07447, 2021.

[3] P. Boersma and D. Weenink, “Praat: doing phonetics by computer
[computer program],” 2025. Version 6.4.27, retrieved 27 January 2025.

[4] D. Budaghyan, C. C. Onu, A. Gorin, C. Subakan, and D. Precup,
“CryCeleb: A speaker verification dataset based on infant cry sounds,”
preprint arXiv:2305.00969, 2023.

Fig. 1. Schematic of the cry detection setup in the NICU. A MEMS microphone connected to a Raspberry Pi records ambient sounds through the closed
incubator. The audio stream includes infant cries and ambient hospital noise, used to train robust cry detection models.

.

Á. ANTAL, “Detecting infant cries in noisy NICU recordings” in PhD Proceedings – Annual Issues of the Doctoral School, Faculty of Information
Technology and Bionics, Pázmány Péter Catholic University – 2025. G. Prószéky, G. Szederkényi Eds. Budapest: Pázmány University ePress, 2025,
pp. 11–11.
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Single-unit response latencies to infrared

stimulation revealed via high-density

electrophysiological recordings

Zsófia BALOGH-LANTOS

(Supervisors: Kristóf IVÁN, Ágoston Csaba HORVÁTH)

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics

50/a Práter street, 1083 Budapest, Hungary
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Abstract—Infrared neural stimulation (INS) is a technique that
uses temperature modulation of brain tissue to influence neuronal
activity. However, the detailed biophysical mechanisms involved
are still unclear. To investigate these effects, we examined the
impact of pulsed and continuous-wave INS on cortical neurons
in anesthetized rats using high-density laminar electrode arrays
for recording. Our analysis revealed that INS elicits distinct,
frequency- and mode-dependent temporal patterns in tempera-
ture dynamics and neuronal firing. These results highlight the
critical role of timing in shaping neural responses.

Keywords-infrared neuromodulation; electrophysiology; spike
detection; temporal dynamics

I. INTRODUCTION

The significant number of people affected by neurological

disorders such as Parkinson’s disease and epilepsy highlights

the urgent need for effective treatments [1]. Infrared neural

stimulation uses infrared (IR) light to raise the temperature

of neural tissue locally, which can inhibit or trigger neuronal

firing. Although various biophysical and molecular explana-

tions for INS have been proposed, a thorough understanding

requires integrating detailed theoretical frameworks with ex-

perimental evidence.

II. METHODS

This study examined how tissue temperature influences

neuronal activity in anesthetized rats. Neural responses to

both pulsed and continuous infrared stimulation were recorded

using a Neuropixels probe [2]. IR light was applied in al-

ternating ON and OFF cycles to induce peak temperature

elevations followed by return to baseline. Spike detection

was performed with Kilosort [3], an automated algorithm

that processes raw electrophysiological recordings to identify

spikes and extract precise waveforms. Next, manual curation

was carried out to isolate single-unit activity clusters. Data

analysis was conducted using custom MATLAB scripts, which

computed both average and relative firing rates of all identified

neurons. To assess neuronal response timing across stimulation

frequencies, we also measured rise and fall times.

Figure 1 illustrates firing rate changes from a representative

animal. Each row corresponds to a different neuron, and the

colors indicate varying levels of firing activity.

III. RESULTS AND DISCUSSION

Depending on the stimulation mode, infrared stimulation

produced distinct neuronal effects: pulsed IR mainly increased

firing rates, while continuous wave IR primarily led to suppres-

sion. The rise time of firing rate changes increased with higher

Fig. 1. Example color map showing firing rate changes across single
units during infrared stimulation. Each row represents one neuron, with color
indicating relative activity levels over time.

stimulation frequencies, and it was notably longer during con-

tinuous wave (CW) stimulation than during pulsed stimulation.

Conversely, fall times were generally shorter than rise times

and remained consistent across frequencies. Importantly, no

significant differences in temporal dynamics were observed

between interneurons and principal cells, indicating consistent

response timing across key cortical neuron types. Together,

these results suggest that infrared stimulation can modulate

cortical activity with temporal precision and reversibility,

supporting its potential as a safe and effective neuromodulation

strategy.
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Scholarship Program of the Ministry for Culture and Innova-

tion from the source of the National Research, Development

and Innovation Fund.

REFERENCES
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Exploring diffusion-driven variations in extracellular

vesicles from cancer patients using microfluidic

systems

Gréta Lilla BÁNYAI
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Abstract—Extracellular vesicles (EVs) are nanoscale carri-
ers of molecular information, emerging as promising cancer
biomarkers. In this study, plasma-derived EVs from patients
with pancreatic, prostate, and metastatic colon cancers were
analyzed using a simplified microfluidic platform that profiles the
diffusion behavior of fluorescently labeled EVs under laminar
flow. While conventional assays (protein, lipid, size) revealed
no major differences, flow-based fluorescence patterns showed
distinct, cancer-type-specific diffusion profiles. Pancreatic and
prostate EVs exhibited reproducible behaviors, whereas colon
cancer samples were more heterogeneous. These findings demon-
strate the potential of microfluidic diffusion profiling to detect
subtle biophysical variations in EV populations not captured by
standard methods.

Keywords-extracellular vesicles, plasma-derived EVs, microflu-
idics, diffusion profiling

I. INTRODUCTION

Extracellular vesicles are membrane-enclosed particles re-

leased by nearly all cell types. They carry bioactive cargo,

including proteins, lipids, RNAs, and sometimes DNA, that

reflects the origin and state of the parent cell, and influences

vesicle properties such as density and size. EVs are often

grouped by size into small (< 200 nm) and large (> 200

nm) categories [1].

Through their cargo, EVs mediate intercellular communication

both locally and over long distances. In addition to acting

on neighboring cells, they can enter circulation and influence

remote tissues via the bloodstream or lymphatic system [2].

In cancer, tumor-derived EVs play roles in immune modula-

tion, angiogenesis, and metastatic niche formation, supporting

disease progression [3].

Microfluidics enables precise fluid handling under laminar

flow due to low Reynolds numbers. In straight microchan-

nels, EV displacement occurs primarily via diffusion, which

depends on particle size, shape, and density [4]. Recent

studies have demonstrated that even simple, diffusion-based

microchannel designs can separate EVs label-free by exploit-

ing these physical differences [5], providing a scalable and

sensitive tool for analyzing EV heterogeneity.

II. METHODS

Plasma EVs were isolated via differential centrifugation

and size-exclusion chromatography (SEC). Protein and lipid

contents were measured using Qubit and SPV assays, while

particle size and concentration were determined by nanoparti-

cle tracking analysis (NTA).

For microfluidic analysis, EVs were fluorescently labeled with

Atto-488 NHS ester, purified via an additional SEC step, and

introduced into a custom straight-channel PDMS device with

three inlets. Fluorescence images were captured at multiple

channel positions and processed with a custom MATLAB

script to derive normalized diffusion profiles.

III. RESULTS AND CONCLUSION

Bulk parameters, such as protein, lipid content, and particle

size, did not differ significantly among EVs from pancreatic,

prostate, or colon cancer patients. In contrast, microfluidic

diffusion analysis revealed distinct, cancer-type-specific pat-

terns. EVs from pancreatic and prostate cancer showed con-

sistent, reproducible diffusion profiles. Colon cancer samples,

however, exhibited marked heterogeneity, with profiles either

resembling the other groups or appearing intermediate.

These findings suggest that diffusion profiling captures subtle

biophysical differences among EV populations that traditional

assays may miss. The variability observed in colon cancer

may reflect not just tumor-derived vesicle traits but systemic

physiological changes affecting EV biogenesis or processing.

In contrast, the uniform profiles seen in pancreatic and prostate

cancers likely indicate more consistent disease-associated sys-

temic responses.
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3-II-PPKE-129 grant.

REFERENCES
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Abstract—This study investigates the physiological responses
of grapevine rootstock-scion combinations to drought stress,
focusing on gas exchange and photosynthetic performance. Us-
ing controlled drought treatments, we compared Richter 110
and Teleki 5C rootstocks grafted with Furmint. Our findings
show that Richter 110 exhibits superior drought resilience and
recovery, maintaining higher CO2 assimilation and stomatal
conductance. These results highlight the importance of rootstock
selection in climate-resilient viticulture and support the integra-
tion of physiological and molecular data for improved vineyard
management. Keywords: drought stress, Vitis vinifera, rootstock,
photosynthesis, water deficit

I. INTRODUCTION

Grapevine is one of the oldest cultivated plants and holds

significant cultural and economic value, especially in Hungary.

Climate change—particularly rising temperatures and increas-

ing drought frequency—poses a growing threat to the sustain-

ability of viticulture. Water availability is a key environmental

factor influencing grapevine physiology, especially processes

like photosynthesis and stomatal regulation[1], [2]. Drought

stress triggers both short-term and long-term responses in the

plant, such as stomatal closure, reduced growth, and metabolic

adjustments. In prolonged stress, plants prioritize root growth

and deplete carbohydrate reserves, leading to reduced vigor

and yield. Understanding rootstock-scion interactions is cru-

cial for developing effective strategies to enhance grapevine

resilience to environmental challenges [3], [4].

II. OBJECTIVES

This study aimed to investigate how grapevine rootstock-

scion combinations with differing drought tolerance respond to

water deficiency, with a focus on photosynthetic performance.

By analyzing light and CO2 response curves, the research pro-

vides insights into grapevine stress adaptation and strategies

to sustain yield and quality under climate change.

III. METHODOLOGY

The drought stress experiment was conducted at the Es-

zterházy Vineyard in Eger using two rootstocks, Richter

110 and Teleki 5C, grafted with the Furmint scion. Plants

were subjected to moderate drought and compared to well-

watered controls over six weeks, followed by a 24-hour

rehydration phase. Photosynthetic responses were measured

using a CIRAS-4 system, focusing on light response, CO2

response, and A/Ci curves. Measurements were taken under

controlled environmental conditions to evaluate how each

rootstock responded to drought and recovery in terms of gas

exchange and photosynthetic activity.

IV. RESULTS

Physiological measurements revealed that Richter 110 ex-

hibited significantly better photosynthetic performance and

recovery under drought conditions compared to Teleki 5C. This

was consistently supported by CO2 response curves, light re-

sponse measurements, and A/Ci analyses, all indicating higher

net assimilation rates and stomatal conductance in Richter

110, particularly after rehydration. In contrast, Teleki 5C

showed reduced photosynthetic capacity and limited recovery,

suggesting stronger physiological constraints. These findings

underscore the superior drought resilience of Richter 110 and

highlight the importance of rootstock selection in sustaining

grapevine productivity under water-limited conditions.

V. CONCLUSION

This study highlights the critical role of rootstock-scion

interactions in grapevine responses to drought stress, with

Richter 110 showing superior photosynthetic efficiency and

recovery compared to Teleki 5C. The results underscore

the importance of selecting drought-resilient rootstocks like

Richter 110 to sustain viticulture under climate change. In-

tegrating physiological data with molecular approaches offers

a promising path toward adaptive vineyard management in

Hungary and globally.

ACKNOWLEDGMENT

This research was supported by the NKFIH Thematic

Research Excellence Program (TKP2021-NKTA-16) and the
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Abstract—This study explores the impact of tactile sensor
configurations on reinforcement learning (RL) performance in
robotic grasping tasks using a 3D hand model. We employed two
distinct environments to minimize biases from specific algorithms,
hand models, or simulators. Initially, Proximal Policy Optimiza-
tion (PPO) was used in a PyBullet-based setup. To validate our
findings, a second environment utilized Deep Deterministic Policy
Gradient (DDPG) with Hindsight Experience Replay (HER). We
found certain characteristics of learning to be present across
the different setups, such as higher performance of simulations
with tactile data towards the end of the simulation, and similar
performance of configurations with vastly differing amounts of
sensors.

Keywords-reinforcement learning; proximal policy optimiza-
tion; deep deterministic policy gradient; hindsight experience
replay; tactile sensors; robotic grasping; prosthetic hand

I. INTRODUCTION

With the rapidly expanding demand for robotics, hardware

and software innovations are continuously rising in this field,

made partly possible by improvements in machine learning,

including reinforcement learning (RL). This type of learning

has been widely used in complex tasks such as grasping and

object manipulation. Two commonly used RL algorithms are

PPO and DDPG with HER [1]. PPO is great to use when heavy

exploration is needed and stabilizes learning by limiting large

policy updates. In contrast, DDPG is an off-policy algorithm,

where exploration is defined by stochastic noise, and HER

allows learning from failed attempts. Including tactile data

in training improves performance in object manipulation and

grasping tasks [2]. Our goal was to assess the effect of

different touch sensor configurations using a 3D hand model.

We ensured results were not specific to a single setup by

selecting multiple environments and learning algorithms.

II. METHODS

We chose the two most commonly used simulators: PyBullet

and MuJoCo. The 6 different configurations of the tactile sen-

sors were the same in both setups, aimed to evaluate the effect

of both sensor location and density. Control configurations

have an equal amount of sensor output as their respective

sensorized counterparts; however, all values are set to zero

to ensure identical observation dimensions. The task in both

cases was to lift object into the air. Performance is measured

by the ratio of successful to all episodes. In PyBullet, we used

the Modular Prosthetic Limb and a PPO algorithm. Possible

actions included moving in 3D space and bending the fingers

along a given trajectory. Each training instance was repeated

5 times for each configuration, both for the sensorized and

control groups. In MuJoCo, the hand model used in this setup

was the Shadow Hand, with a combination of DDPG+HER [2]

algorithms controlling it. Control actions included moving in

3D space, bending the fingers and the wrist. Later, arm rotation

was also allowed. The initially used object in this setup was

a cube, and training was repeated 10 times to produce results.

Simulations in this setup were repeated using 19 CPU cores,

multiprocessing, and parallelized environments.

Fig. 1. Results from the PyBullet environment. The missing central sensor
caused a significant performance drop in the main (sensorized, red) group.

III. RESULTS

The results from both environments showed that while

configurations with multiple sensors initially seem beneficial,

equipping hand models with too many sensors was redun-

dant. The absence of a central sensor significantly impacted

performance in the PyBullet environment 1, while it had no

such effect in MuJoCo. Simulations performed with a single

CPU core configuration showed that the main group (with

tactile information) outperformed the control group (without

tactile data) in the second half of the training for 3 out of

the 6 configurations in PyBullet and 2 out of 6 configura-

tions in MuJoCo. Simulations performed with a 19-CPU-core

configuration vastly outperform both PPO and the single-core

DDPG+HER.
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Abstract—Hippocampal place cells and their respective place
fields are known to be key components in the mental representa-
tion of the environment. However, the mechanisms underlying the
evolution of spatial representation within the hippocampus are
yet to be fully understood. The detection of place fields is the first
step towards understanding their properties. Here I describe an
algorithm for the detection of place fields in in vivo two-photon
Ca2+ imaging recordings.
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I. INTRODUCTION

The hippocampus plays a key role in spatial navigation [1].

Place cells are excitatory cells in the hippocampus with activ-

ity selective to spatial locations referred to as place fields (PF).

A plasticity mechanism underlying the evolution of spatial

representation in the hippocampal CA1 has been described,

called behavioral timescale synaptic plasticity (BTSP). PFs

formed through BTSP exhibit a strong initial burst, followed

by a backward shifting of the spatial center of the PF, serving

as signatures of BTSP-formed PFs.

This summary describes a method for detecting PFs in 2P

Ca2+ recordings of hippocampal CA1 place cells. It was devel-

oped in collaboration with Máté Sümegi (Research Group of

Cellular Neurophysiology, Institute of Experimental Medicine,

Budapest). Our results have recently been published in the

journal eLife as a reviewed preprint, and it is currently under

revision [2]. My contributions involve the classification and

subsequent analysis of PF properties regarding their formation.

II. EXPERIMENTAL PARADIGM, DATA PREPROCESSING

Head-restrained mice were placed on a 8 m long belt and

trained to navigate a virtual environment with 6 visual land-

marks. The animals were double transgenic for the fluorescent

calcium indicator GCaMP6s and Cre-dependent td-Tomato.

The software Suite2p was used to perform preprocessing of

raw recordings: motion correction, detection of cells and spike

inference.

III. SPATIO-TEMPORAL DETECTION OF PFS

The spatial location of PFs were detected the following way:

1) Tuning curves in odd and even laps were correlated, and

low correlation cells were discarded.

2) Skaggs information was evaluated [3] and cells with low

information content were discarded.

3) Peak detection was performed; peaks with significant

local Skaggs information are classified as PFs.

The temporal formation and end of PFs were determined

the following way:

Fig. 1. Example PF. (A) Spiking activity of cell as a function of spatial bins
and laps. Red arrow indicates PF formation. (B) Activity matrix of detected
PF: formation lap at no. 21, end lap at no. 56. (C) Normalized fluorescence
traces for the 5 laps preceding formation (lighter grey), formation lap (red),
and 5 laps succeeding formation lap (darker gray). Figure adapted from [2].

1) Filtering based on proportion of active laps and spike

thresholds were applied.

2) The formation lap of a PF is defined as the first lap

with significant spatially tuned activity within the spatial

bounds of the PF.

3) The end of a PF was determined by finding the first set

of 5 consec. laps with no activity.

IV. CLASSIFICATION AND ANALYSIS OF PFS

PFs formed early during the recording session were ex-

cluded, as well as PFs with unreliable lap-by-lap activity.

Three features were evaluated on the rest (stable, newly

formed PFs):

1) Initial backward shift: shortly after formation, the

COM of the PF negatively shifts

2) High formation gain: formation activity is stronger than

subsequent activity

3) No drifting: the already formed place field does not

show a continuous backward drift

If all three of these criteria are met, we classify the PF as

BTSP-formed. An example for a BTSP-formed place field can

be seen in Fig. 1.
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Abstract—Lidar-based gait recognition excels due to its 3D
spatial data, overcoming limitations of 2D camera systems [1],
[2]. However, many methods still project 3D point clouds to
2D, losing inherent 3D information [3]. Effectively handling
spatio-temporal information in an end-to-end manner remains
a challenge, leading to complex feature extraction [2]. This work
critically evaluates these shortcomings and proposes a novel end-
to-end 3D point cloud sequence processing pipeline with a custom
neural network designed to directly learn spatio-temporal gait
features.

I. INTRODUCTION

Gait analysis is a promising non-contact biometric for iden-

tification in surveillance and security [4]. While 2D camera-

based methods are limited by factors like lighting and view-

point [1], 3D Lidar-based gait recognition has gained attention.

The task involves identifying individuals from the unique

spatio-temporal patterns of their walking motion captured

as 3D point cloud sequences [5]. The goal is to extract

robust features invariant to walking variations, clothing for

an accurate identification.

II. RELATED WORK

Yamada et al. [4] pioneered deep learning for Lidar gait

recognition using LSTMs to analyze temporal data. However,

they processed 3D point clouds as depth images and their

experiments, however, were conducted under controlled con-

ditions with a fixed sensor distance and viewpoint.

Shen et al. [1] contributed the SUSTech1k dataset for

more comprehensive Lidar gait evaluation, featuring multiple

viewpoints and appearance variations within a 5-10 meter

range. They also used depth images (multiple views) with a

2D CNN and horizontal pooling for feature extraction, trained

with triplet and BCE loss.

Ahn et al. [5] tackled long-range Lidar gait recognition

across different viewpoints and distances. They used multi-

scale point cloud processing and extracted features from

estimated side and back views, fusing them with an atten-

tion mechanism within a convolutional network to achieve

improved robustness.

Han et al. [2] introduced HMRNet, the state-of-the-art

method on the SUSTech1k and their newly proposed Free-

Gait datasets, which are leading 3D Lidar gait datasets.

Their pipeline involves extracting dense body structure from

range views and undistorted geometric/motion features using a

motion-aware feature embedding (MAFE) from point clouds.

An adaptive cross-representation mapping module (ACM) then

hierarchically fuses these features. Finally, a gait-saliency

feature enhancement (GSFE) module highlights key gait infor-

mation for identification. FreeGait, while having fewer probe

samples and views per identity compared to SUSTech1k,

includes a larger number of individuals and greater overall

variability.

Zhang et al. [3] introduced GaitCloud, emphasizing a true

3D gait representation through voxelization of Lidar point

clouds to avoid information loss and viewpoint issues asso-

ciated with 2D depth image projections. While their method,

utilizing 2D and 3D convolutional steps and Horizontal Con-

volutional Pooling, excels in capturing spatial features, its

temporal aggregation is relatively basic, indicating a stronger

focus on spatial rather than complex spatio-temporal modeling.

Although GaitCloud outperformed the similarly sized baseline

model from [1], it did not achieve the same level of perfor-

mance as the state-of-the-art HMRNet proposed in [2], which

is significantly more complex.

III. CONCLUSION

A significant direction for future research lies in developing

a unified spatio-temporal representation that integrates the

strengths of approaches like Lidargait (temporal modeling) and

GaitCloud (3D spatial representation). Constructing an end-to-

end network capable of directly processing such a 3D temporal

representation holds the potential to create lightweight and

highly effective Lidar gait recognition models. While trans-

former networks have been explored for Lidar gait recognition,

their application often treats the data as a sequence of 2D-

like representations, thus not fully leveraging the inherent 3D

structure of the point clouds.
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Abstract—Pancreatic ductal adenocarcinoma (PDAC) has a
poor prognosis. This retrospective study on 73 PDAC patients
investigated adjunctive modulated electro-hyperthermia (mEHT)
with chemotherapy. Immune markers (CRP, WBC, NLR, GLR)
were monitored at baseline, mid-, and post-treatment. Post-
treatment elevations in these markers were associated with
shorter survival. Increased mEHT treatment frequency in the
first six months improved outcomes. Monitoring immune mark-
ers during mEHT treatment can aid prognostication; early,
intensive mEHT therapy showed survival benefits.

Keywords-pancreatic ductal adenocarcinoma; modulated
electro-hyperthermia; C-reactive protein; immune marker

I. INTRODUCTION

Pancreatic ductal adenocarcinoma (PDAC) is highly lethal

[1]. Modulated electro-hyperthermia (mEHT), an adjunct ther-

apy inducing immunogenic cell death [2], was studied. We

investigated systemic immune markers, including C-reactive

protein (CRP), white blood cell count (WBC), neutrophil-to-

lymphocyte ratio (NLR), and granulocyte-to-lymphocyte ratio

(GLR) in 73 PDAC patients receiving mEHT therapy with

chemotherapy to identify prognostic patterns.

II. METHODS

Retrospectively, 73 advanced PDAC patients received

chemotherapy and mEHT treatment (2–3x/week, 60-150W).

Blood samples for WBC, CRP, NLR [3], and GLR [4] were

collected at baseline, mid-, and post-mEHT treatment. Overall

survival (OS) from first session was recorded. Statistical meth-

ods were employed, including linear mixed-effects models

and Cox regression, and the significance threshold was set

to p<0.05.

III. RESULTS

Patients (N=73, mean age 64.6 years) received mean 35.8

mEHT cycles. Immune markers were stable mid-treatment

but CRP, WBC, NLR, and GLR significantly elevated post-

treatment (Fig. 1). Median OS from the start of the therapy

was 8.15 months. Higher post-treatment CRP (>6.20 mg/L),

NLR (>7.78), GLR (>3.30), and WBC (> 8.65 × 10
9/L)

strongly predicted worse OS (all HR>2, p<0.003). More

mEHT treatments in the first 6 months were associated with

improved survival (HR=0.9376, p=0.0001), a benefit lost after

6 months.

Fig. 1. Immune markers (A) NLR, (B) GLR, (C) WBC, (D) CRP (mean±SE)
at baseline, mid-, and post-mEHT therapy (LME model; p-values shown).

IV. SUMMARY

Post-treatment CRP, NLR, GLR, and WBC are novel prog-

nostic markers for PDAC with mEHT treatment. Their late el-

evation, despite initial stability, may reflect diminishing mEHT

treatment efficacy or disease progression. Increased treatment

frequency in the first 6 months significantly improved survival,

indicating a critical treatment window. Limitations include

retrospective design and cohort size. Monitoring these markers

could aid personalized mEHT therapy.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Epilepsy of the temporal lobe is one of the most
common forms of epilepsies, as the temporal lobe, and most
specifically the hippocampus is the most epileptogenic region
of the brain. It is characterized by recurrent seizures that
lead to changes in neurological functions due to the excessive
synchronized neuronal activity in the brain. Electrophysiological
methods are key to understanding epileptic activtity

Keywords-epilepsy; hippocampal formation; synchoronous ac-
tivity; in-vitro

I. INTRODUCTION

Epilepsy is one of the most common neurological disorders
that is characterized by impulsive seizures which occur due
to the imbalance between excitatory and inhibitory neuronal
firing with a prevalence of excitation, along with high ampli-
tude synchronous activity [1]. Approximately 30 percent of
temporal lobe epileptic patients experience pharmacoresistant
epilepsy, which refers to epilepsy that lasts despite undergo-
ing multiple trials of available anti-seizure medications [2].
The hippocampal formation is the most prone structure to
epileptic seizures, it is the primary structure to be affected
in case of neuropsychiatric disorders [3]. Our study aimed to
investigate the electrophysiological characteristics of epilepsy
in the subiculum and the CA2 region of the hippocampus.

II. METHODS

Extracellular multiple-channel recordings were conducted
(1) to investigate the spontaneous population activity (SPA)
- which is characterized by both excitatory and inhibitory
signaling - within the CA2 region and the subiculum region,
aiming to correlate cellular firing with synchronous population
events. Specific neuronal staining was performed to character-
ize the neuron death and synaptic reorganization associated
with epilepsy.

Fig. 1. The inside of the in vitro recording system, where the brain slice is
placed on a net that is supplied with artificial cerebrospinal fluid (ACSF), the
electrode orientation to the slice (an example). Photo made by N.E.

From the electrophysiological recordings we could analyze
the local field potential gradient, current source density and
multiple unit activity. Additionally spike sorting was per-
formed using different software to help our understanding
of the population activity in the epileptic hippocampal for-
mation. Different neuronal types like intrinsically bursting
and regular spiking pyramidal cells and inhibitory neurons
were classified based on their action potential shape and their
autocorrelogram, and the firing rate and the burstiness index
were determined.

III. RESULTS

SPA was detected in both regions, subiculum and CA2.
SPAs were defined by their occurrence across multiple chan-
nels as recurring population bursts, marked by local field
potential fluctuations, and elevated neuronal firing. A total of
133 neurons were identified in recordings with SPA, while 165
neurons were clustered in recordings without SPA (no-SPA).
Neurons from the no-SPA recordings exhibited a higher firing
rate (6.1 ± 4.4 Hz vs. 2.4 ± 2.9 Hz) and greater burstiness
index (17.6 ± 22.9 vs. 10.7 ± 20.9) compared to those located
near SPA. However, the firing rates of interneurons did not
differ significantly between the two groups.

IV. DISCUSSION

This study represents one step towards understanding the
electrophysiological properties of the hippocampal formation
in epilepsy, highlighting differences between regions and
potential implications for epileptogenesis. It is important to
mention that these initial neuronal clustering results represent
less than half of the total dataset collected and therefore, the
final findings may differ.
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Abstract—The human brain has billions of neurons which
connects each other through synapses. One of the most common
type is the excitatory glutamaterg synapse. Under the postsynap-
tic membrane, a dense protein network, called the potsynaptic
denstiy (PSD) is found. Protein:protein interactions are crucial in
PSD for information transfer, therefore alterations in this regions
or mutation in its constituent proteins can cause several severe
diseases. To investigate selected protein:protein interactions in
the PSD, NMR spectroscopy and partner binding studies can be
used. My aim was to apply such methods to characterize the
interaction between the postsynaptic scaffold proteins Homer1
and Shank3.

Keywords-PSD; Homer1; EVH1; NMR; interaction; NMR
titration

I. INTRODUCTION

The postsynaptic density (PSD) is dynamically changing

structure, a protein dense network found beneath the postsy-

naptic membrane of neurons in glutamatergic synapses. PSD

plays an important role in memory formation, learning, and

various cognitive functions [1]. Some neurodegenerative and

neurodevelopmental diseases were associated with alterations

in the PSD, interaction errors, and protein mutations or ab-

normalities, such as autism spectrum disorder or Alzheimer’s

disease [2]. PSD includes several types of proteins, including

signalling enzymes, receptors, scaffold proteins, etc. Homer

and Shank proteins are two of the main organizers of the

core structure of PSD. They form an interaction with each

other, as the EVH1 domain of Homer1 protein connects to

Shank [3]. To investigate the structure of EVH1 domain

and its point mutation variants, NMR spectroscopy is one

of the most suitable methods which is currently available.

SAXS and CD measurements can add important additional

aspects. NMR titration experiments can be used to monitor

the interaction of EVH1 variants with partner peptides. For

functional investigations, biolayer interferometry and thermal

shift assays can be used.

II. METHODS

First of all, a protocol is needed to be set up for protein

production and purification. Wild-type and two mutant (M65I

and S97L) versions of the EVH1 domain of Homer1 protein

were produced, for this BL21 E. coli cells were used. For

Bio-layer Interferometry, Thermal Shift Assay and for SAXS

measurement unlabeled version of the proteins were produced,

which means that cells were grown in LB media. For NMR

titration with Shank3 peptide 15N isotope labeled- and for

NMR resonance assignment, 13C, 15N isotope labeled EVH1

domains were used. To produce these labeled proteins, M9

minimal media was used with the additional isotopes. After

protein production was induced in the cells, the cell walls

needs to be broken to make proteins available, for this ultra-

sonic homogenization was used. For all the above mentioned

techniques, the same purification steps were performed; first

the Immobilized Metal Affinity Chromatography (IMAC) us-

ing the nickel column, followed by the Ion Exchange Chro-

matography (IEC) using the S column. The final purification

step was the Size Exclusion Chromatography (SEC) which

was used not only for purification but also to change the buffer

to contain minimal additives (20 mM NaCl, 50 mM NaPi, pH

7.4). To verify the results, SDS-PAGE was performed which

confirmed the successful production and purification of the

proteins.

III. RESULTS

The production and purification protocol was successfully

set up for the Homer1 EVH1 domain. The sample was created

for different structural and functional measurements. Unla-

belled and isotopically labelled WT, M65I and S97L proteins

were successfully purified. For NMR, a highly concentrated

sample was sent to the University of Debrecen. For resonance

assignment, a series of spectra were recorded. SAXS mea-

surement was performed in Brno (Czech Republic), results

are under analysis. To determine structural changes based on

Shank3 peptide binding, NMR titration was performed. For

functional analysis Bio-layer Interferometry and Thermal Shift

Assay were performed. Early results are very promising, but

further analysis are needed.
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Abstract—The biochemical mechanisms of long-term potenti-
ation (LTP) and long-term depression (LTD) were studied using
detailed, experimental data-driven computational models. Several
experimental data were incorporated regarding the resting state
of AMPA receptors, free calcium level, and different induction
protocol-induced changes in synaptic strength. The resulting
models were used to explain the underlying molecular mecha-
nisms of a wide set of hippocampal postsynaptic plasticity-related
experimental data.

Keywords-postsynaptic plasticity, LTP, LTD, molecular mech-
anisms, AMPA receptors

I. INTRODUCTION

A sophisticated network of intracellular signaling pathways

in the spine heads of postsynaptic dendrites remarkably takes

part in shaping synaptic plasticity - the cellular-level ba-

sis of learning and information storage in the brain. Using

computational tools to investigate networks of biochemical

cascades is a well-established research method. Furthermore,

many different kinds of experimental data, e.g., electrophysio-

logical recordings and various biochemical measurements are

described in the scientific literature that can be incorporated

in a detailed computational model. Fitting the model to dif-

ferent experimental data by optimizing the model parameters

potentially results in models that can be used to study the

mechanisms shaping synaptic plasticity.

II. METHODS

A computational model of synaptic plasticity-related intra-

cellular signaling pathways (CaMKII, PKA, and PKC cas-

cades) was created based on the model described in [1]. The

model was used to fit various experimental data collected

from articles in which different induction protocols and phar-

macological interventions were used to study hippocampal

Schaffer collateral LTP and LTD. The model simulations were

run using the reaction-diffusion submodule of the NEURON

simulator [2]. The Neuroptimus optimization software tool [3]

was used to optimize the model parameters. High-performance

supercomputers provided by the Neuroscience Gateway (NSG)

[4] were utilized to perform the computationally heavy opti-

mizations. Because the resulting models fit the experimental

data sufficiently well, they were used in further investigations

of the underlying molecular mechanisms.

III. RESULTS

In addition to fitting the experimental data, we aimed to

have a realistic, steady-state baseline by fitting quantitative

Fig. 1. Results of fitting models to different experimental data sets.

data regarding the resting state, such as intracellular calcium

concentration (70 nM), ratio of GluR1 subunits phosphorylated

at S845 (15%), fraction of GluR2 subunits bound to the

membrane (45%), and ratio of GluR1 homomers (8-10%). By

estimating these values, we can realistically model the resting

state during which most AMPA tetramers are heteromers that

have the greatest contribution to baseline synaptic conduc-

tance, supplemented by approximately 10% GluR1 homomers

contributing a maximum 47% to baseline conductance. The

resulting model fits to four different experimental data sets

can be seen in Figure 1. The average of the resulting steady

state values across 5 optimizations are:

• 84.9 nM, 18.2%, 38.6%, 10.4%;

• 55.7 nM, 17.5%, 7.3%, 10.5%;

• 61.5 nM, 25.6%, 38.3%, 0.3%

in the CaMKII and PKC inhibition experiment, in the PKA

inhibition, and in the LTD induction experiments, respectively.

Values were optimized during control experiments only.
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Abstract—Recent research unveils growing evidence on the
importance of phages in the microbiome, yet their ecosystem
remain poorly understood. Genomic Language Models (gLMs)
have emerged as powerful AI tools capable of learning from
unlabeled sequences and identifying context-dependent patterns
in biological sequences. This study explores how fine-tuning
hyperparameters, particularly sequence length and learning rate,
influence these models’ ability to generalize to unseen microbial
data, establishing trends to guide future development.
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I. INTRODUCTION

Microbial communities form complex ecosystems that fun-

damentally influence health, disease progression, and environ-

mental processes. They consist of diverse bacterial, fungal,

and viral species whose interactions create intricate networks,

critical to their host environments. Despite their importance,

our understanding of their functional behavior remains limited

by the sheer complexity of these communities and their genetic

diversity. Large-scale metagenomic sequencing has generated

vast genomic datasets, yet significant annotation gaps per-

sist, hampering biological interpretation. Genomic Language

Models (gLMs) have emerged as a promising computational

approach to address these challenges in microbiome research.

This work investigates how core hyperparameters, affect the

generalization performance of gLMs.

TABLE I
MODELS EVALUATED.

Name Num params Tokenization

NT-500m [1] 500m Non-ovelapping k-mers
NT-50m 50m Non-ovelapping k-mers

DNABERT-2 [2] 117m Byte-Pair Encoding
ProkBERT Mini [3] 20m Local Context-Aware

ProkBERT Mini Long 26m Local Context-Aware

II. DATA AND METHODS

Our goal was to evaluate the generalization properties of

these foundational models. To do so, we created a dataset,

we named Leave-Genera-Out (LeGO), which includes bacte-

rial contigs and their associated phage contigs from species

related to antimicrobial resistance. However, contigs from

three bacterial genera and their corresponding phages were

excluded to form the test set, ensuring that evaluation was

performed on previously unseen data. We explored a small

set of hyperparameters with grid search to find their effect on

model performance, as well as to compare models. All models

were trained for three epochs, with experiments exploring dif-

ferent learning rates (0.00005, 0.0001, 0.00001) and sequence

lengths (256, 512, 1024, 2048).

III. RESULTS

The table below presents test performance grouped by

sequence length, using the best performing hyperparameters

for each configuration. Prediction accuracy improved with

longer sequences, likely due to the increased context available.

Generally the lowest learning rate 5 ∗ 10
−6 yielded the best

models, with the smoothest convergence. Nucleotide Trans-

former v2 500M achieved the highest overall performance,

while ProkBERT models delivered comparable results despite

having significantly fewer parameters.

TABLE II
METRICS OF THE FINE-TUNED MODELS ON THE LEGO TEST SET.

Ls Model MCC Recall Specificity AUC

DNABERT-2-117M 0.42 0.69 0.73 0.79
NT-500m 0.60 0.80 0.80 0.88

256 NT-50m 0.52 0.82 0.70 0.84
ProkBERT-mini 0.59 0.79 0.80 0.87

ProkBERT-mini-long 0.59 0.80 0.79 0.87

DNABERT-2-117M 0.44 0.80 0.63 0.79
NT-500m 0.70 0.87 0.83 0.92

512 NT-50m 0.62 0.84 0.77 0.89
ProkBERT-mini 0.68 0.83 0.85 0.91

ProkBERT-mini-long 0.68 0.85 0.83 0.91

DNABERT-2-117M 0.63 0.74 0.89 0.90
NT-500m 0.78 0.89 0.89 0.94

1024 NT-50m 0.69 0.87 0.82 0.92
ProkBERT-mini 0.75 0.84 0.90 0.93

ProkBERT-mini-long 0.76 0.88 0.88 0.94

DNABERT-2-117M 0.48 0.45 0.96 0.88
2048 NT-500m 0.82 0.92 0.90 0.95

NT-50m 0.75 0.87 0.88 0.94
ProkBERT-mini-long 0.78 0.87 0.90 0.94
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Abstract—According to WHO data, more than 15 million
people worldwide live with spinal cord injuries, and approxi-
mately one quarter of them suffer from lower motor neuron
damage. This condition leads to rapid muscle atrophy, tissue
remodeling, and metabolic difficulties, while therapeutic options
remain limited. In recent decades, increasing research has focused
on how to influence flaccid paralysis and its consequences. In my
study, I treated patients with subacute spinal cord injury with
electrotherapy twice a week, using individualized Long Pulse
Width Stimulation (LPWS) parameters to achieve appropriate
tetanic contractions. During training sessions, I measured ex-
citability threshold of several muscles and duration of the session.
My results showed a decreasing training trend and moderate
variability in threshold values, suggesting that in the subacute
phase, neural conduction and muscle excitability strongly depend
on the spinal cord’s recovery process and the tissue quality of
the remaining muscles.

Keywords-Flaccid paralyzes; spinal cord injury; muscle ex-
citability; long pulse width stimulation

I. INTRODUCTION

Spinal cord injury (SCI) causes severe functional impair-

ments and triggers rapid muscle degeneration, especially dur-

ing spinal shock phase. This transient state can last up to 7

months and involves the loss of motor, sensory, and autonomic

functions below the injury level. Early intervention is critical

to prevent secondary complications and support recovery.

Paralysis following SCI can present as spastic or flaccid. In

flaccid paralysis, acute axonal damage begins within minutes

and leads to loss of nerve-muscle connection [1]. Muscle

atrophy progresses over months, with up to 40% loss in mass

within two years [2]. Long Pulse Width Stimulation (LPWS)

has been proposed as a method to preserve or restore muscle

function in denervated muscles. Although LPWS can take

weeks to elicit visible contraction in chronic cases, studies

show long-term improvements in muscle structure and volume

[3]. The aim of our preliminary study was to investigate how

denervated muscles can be stimulated during spinal shock.

II. METHODS

Measurements were conducted at the Semmelweis Univer-

sity Rehabilitation Clinic with ethical approval, involving four

spinal cord injured patients in the spinal shock phase. LPWS

training was applied using a Stimulette R2X stimulator with

individualized parameters based on strength-duration curves.

The goal was to achieve effective muscle contraction with the

shortest possible pulse width and moderate current intensity.

Motor threshold values were recorded during each session,

from which mean, standard deviation and coefficient of vari-

ation (CV) were calculated. Stimulation duration per muscle

was adjusted based on fatigue, ranging from 2 to 20 minutes.

III. RESULTS

Quadriceps muscles were stimulated in P1, P2, and P4, with

P1 showing the lowest and P2 the highest average thresh-

old currents, indicating varying excitability. P4 displayed the

highest variability (CV: 35.2%), reflecting unstable muscle re-

sponses. Thresholds generally decreased over time, especially

in P2 and P4, while P1 showed mixed trends. Tibialis Anterior

stimulation in all four patients revealed that P3 required the

lowest and P4 the highest currents, again suggesting individual

differences in excitability. Variability was moderate, though

P4’s right side had the highest variability (CV: 19.4%), and

all patients showed decreasing trends of excitability threshold.

Triceps Surae stimulation in P3 and P4 also showed decreasing

thresholds, with P4 having lower average currents but higher

variability. The strongest improvement was seen in P3, while

P4 showed a milder but consistent decline in threshold values.

IV. CONCLUSION

During spinal shock, motor thresholds generally decreased

with regular LPWS, and patients responded faster than the

expected 12-week adaptation period. Shorter pulse widths and

lower currents were sufficient to achieve tetanic contractions,

suggesting increased excitability compared to the chronic

phase of spinal cord injury. Muscle fatigue time also improved

rapidly, supporting the role of early stimulation in preserving

muscle tissue. Future studies with imaging methods like MRI

could help quantify muscle preservation and optimize stimu-

lation parameters.
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Abstract—The Hes1 (Hairy and enhancer of split-1) gene plays
a crucial role in the regulation of cellular differentiation and
developmental timing, functioning as a key component of the
Notch signaling pathway. In our work, we developed an in silico
model for both deterministic and stochastic simulation of this
gene regulatory network (GRN).

Keywords-Hes1; Gene regulatory network; Reaction network
modeling

I. INTRODUCTION

The Hes1 gene regulatory network is defined by autoregula-

tory behaviour, driving its temporal oscillation. This periodic

expression is critical, among others, to cell fate determination,

stem cell maintenance, and cell cycle progression.

Since a simple negative autoregulatory loop is mathematically

insufficient to produce a limit cycle, there are several different

approaches for in silico modeling of this network:

1) Boareto et al. [1] used a time delay to introduce oscil-

lations. In our approach, we wanted to avoid using time

delays to avoid complications in numerical modeling of

the system.

2) The spatiotemporal model of Sturrock et al. [2] produced

the required time delay emergent from the meshed

domain simulation, although this solution would have

been computationally heavy for our application.

3) In order to establish stable limit cycles, Hirata et al. [3]

introduced an additional molecule, which they referred

to as Interacting Factor (IF), and also applied two

second-degree Hill-type elements in their mathematical

model. The role of IF was to suppress Hes1 expression.

Being negatively regulated by Hes1, its presence led to

a positive feedback loop, facilitating a stable limit cycle.

Fig. 1. Comparison between deterministic solution and stochastic simulation.

II. METHODS

Our goal was to construct a mathematical model that can

be solved deterministically for rapid parameter search, or

simulated stochastically to reproduce emergent experimental

phenomena.

Following the model of Hirata et al. [3] we assumed the

presence of IF but added three new variables to the dynamic

system, namely the number of Hes1 dimers and the number of

free promoters of the expression of hes1 and IF. This approach

replaces both second-degree Hill-type equations with multi-

step reactions.

After these considerations, we used the following mathemat-

ical model, with variables x1 - Hes1 protein, x2 - hes1 mRNA,

x3 - IF, x4 - free hes1 promoters, x5 - free IF promoters, x6

- Hes1 dimers:

∂x1

∂t
= −δH · x1 − a · x1 · x3 + β · x2 − 2 · kdim · x2

1
(1)

∂x2

∂t
= −δh · x2 + αh · x4 +

αh

γh
· (NH − x4) (2)

∂x3

∂t
= −δIF ·x3+a·x1 ·x3+αIF ·x5+

αIF

γIF
·(NIF −x4) (3)

∂x4

∂t
= −λh · x4 · x6 + µh · (NH − x4) (4)

∂x5

∂t
= −λIF · x5 · x6 + µIF · (NIF − x5) (5)

∂x6

∂t
= −δD ·x6 + kdim ·x2

1
−λh ·x4 ·x6 −λIF ·x5 ·x6 (6)

III. RESULTS

As Figure 1 shows, both deterministic and stochastic models

were able to reach stable limit cycles, and their results show

similar dynamics.
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Abstract—Cell-cycle progression is closely coupled to cell
growth, defined by increases in mass and volume. Prolonged
G1 arrest leads to excessive volume growth and cytoplasmic
dilution [1], disrupting density homeostasis and impairing cell-
cycle re-entry [2], [3]. This dysregulation, also seen in senescent
cells —a hallmark of cancer [4], [5]— may underlie long-term
dormancy. To investigate this, we analyzed mass, volume, and
density dynamics during G1 arrest and release in budding
yeast, revealing a dependence of cell-cycle re-entry timing on
arrest duration. We developed a data-driven model that captures
these dynamics and can be applied to understand cancer cell
reactivation.

Keywords-Yeast; cell-cycle arrest; mathematical model

I. INTRODUCTION

Osmotic balance and biosynthesis coordinate cell mass and

volume to maintain growth homeostasis. Recent studies[2]

highlight how cell size and dry mass become dysregulated

during cell-cycle arrest, impairing recovery. However, the

phenotypic drivers of re-awakening timing remain unclear. To

address this, I investigated how cell growth and cell-cycle

progression interact during arrest and release by varying their

durations and measuring key biophysical parameters—such as

volume and protein mass— over time. My results replicate

known arrest dynamics[2] and uncover new features of the

release phase. Building on these findings, I developed a

phenomenological model that captures growth dysregulation

and re-entry dynamics, and is generalizable to other systems,

including arrested cancer cells

II. RESULTS

I employed a temperature-sensitive budding yeast mutant to

induce a G1 arrest via temperature shift. I set up the quanti-

tative framework by assuming different evolving phenotypes.

During an arrested cell-cycle state cells can be described by a

cycling or arrested phenotype. During the arrest release regime

there are two more intermediate phenotypes, the re-entered

one –marking G1/S transition– and the divided one –marking

S/G2M transition-. For each phenotype, the model predicts

the dynamical behavior of the number of cells, volume and

mass both on a cellular level and on a population level by

integrating deterministic ODEs.
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Fig. 1. A) Minimal model with volume/mass scaling during arrest and
release, validated in yeast (Data for release after 3 hour arrest). During
arrest, volume and mass decoupled growth leads to density decrease. During
release, after an initial transient phase –marking G1/S transition– protein mass
decreases faster than volume, leading to an uninterrupted density disruption.
B) Reactivation follows two sequential and independent transitions, the G1/S
and S/G2M ones, modeled by two Poisson processes.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Underneath the postsynaptic membrane there are
millions of proteins that make up the intricate network known
as the postsynaptic density (PSD). In this research, I intend to
investigate the rearrangements in the conformation concentrating
on those conformation changes which were induced by ligand
binding. I use the plethora of experimental structural data
of postsynaptic protein domains available in the Protein Data
Bank. For this research I used dimension reduction methods on
conformational ensembles of our domain of interests.
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I. INTRODUCTION

The postsynaptic density (PSD) of excitatory synapses is

a dynamic, well-organized network of both cytoplasmic and

membrane proteins [1]. The generally known role of the PSD

is regulating the stability of pre- and postsynaptic membranes

and postsynaptic receptor organization in the postsynaptic

neurons. The PSD contains many scaffolding proteins like

PSD-95, Homer, Shank and GKAP. These scaffolding proteins

contain many different domains with different functions. The

PDZ domain is one of the common characteristics of these

scaffolding proteins [2].

PDZ domains are highly conserved in both humans and

yeast. PDZ domains are approximately 90 amino acids long

globular protein-protein interactions domains frequently act-

ing as scaffolds to connect various ion channels, receptors,

and signaling components. Cell adhesion synaptic signaling,

protein trafficking, and numerous other cellular functions are

all regulated by PDZ domains, which also additionally assist

to organize cellular structures and guide signaling complexes

to specific regions in the cell. PDZ domains share low primary

amino acid sequence similarity, however they exhibit similar

folds and a common topological arrangement of important

secondary structural elements [3].

PDZ domains have no enzymatic activity, their primary

function is to bind C-terminal regions of their interaction

partners. In addition to the β1-β2 loop, the hydrophobic cleft

between the β2 strand and α2 helix is known as the ligand

binding area. In the typical binding mode, the peptide ligand

generates an extension to the β2 strand by a mechanism

known as beta augmentation, which establishes a link between

residues in the β2 sheet and α2 helix (Fig. 1.) [3].

II. MATERIALS AND METHODS

The study is carried out by gradually increasing the diversity

of the structures to be analyzed. With the use of the abundance

of experimental data, I create a conformational ensemble of

every PDZ domain dataset by performing multiple structural

alignments using MAMMOTH-mult [4]. All experimental

structural data was obtained from the Protein Data Bank

Fig. 1. The structure of the third PDZ domain of PSD-95. Purple is the PDZ
domain while the green is the ligand (PDB: 1BE9).

(PDB) [5]. I used dimension reduction methods to analyze the

structural ensembles. The analysis was performed with python

scripts using different libraries.

III. RESULTS

In order to describe the rearrangements upon ligand binding,

this study aimed to utilize the plethora of structural data

available for the PDZ domains by performing a comparative

analysis on the structures of several PDZ domains determined

under different conditions. I am currently expanding the

dataset to obtain deeper understanding about the conforma-

tional changes.
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50/a Práter street, 1083 Budapest, Hungary

kalovics.mate@itk.ppke.hu

I. INTRODUCTION

The integration of microfluidic devices with microwave

sensors represents a promising advancement in the field of

lab-on-a-chip technologies. By combining the precise fluid

handling capabilities of microfluidics with the high sensitivity

and label-free detection features of microwave sensing, these

hybrid systems enable rapid, non-invasive analysis of small-

volume biological and chemical samples. This synergy opens

new pathways for real-time diagnostics, environmental moni-

toring, and biochemical assays, where miniaturization, speed,

and selectivity are critical.

II. RESULTS

Two integrated microfluidic-microwave sensor platforms

were developed which can be seen in Fig. 1 to enable in

situ monitoring of dynamic processes within microfluidic

systems. In the first configuration [1], a microfluidic mixer

was integrated with a dual-band complementary double split-

ring resonator (CDSRR), etched in the ground plane of

a microstrip transmission line. The output channel of the

mixer was aligned below the resonator’s near field, enabling

direct interaction between the electromagnetic field and the

fluid. Through combined electromagnetic and fluid-dynamic

simulations, optimal channel geometries were identified to

enhance sensitivity, reduce sample volume. Transmission mea-

surements revealed distinct frequency shifts in the first two

resonances during the mixing of saline solutions with varying

concentrations, enabling both real-time monitoring and chem-

ical differentiation. The device required less than 8µl of total

fluid and demonstrated the ability to unambiguously identify

different chemicals by analyzing the dual-resonance frequency

response.

In the second configuration [2], a pressure-sensitive mi-

crofluidic reservoir was coupled with a modified H-slot res-

onator, also patterned into the ground plane of a microstrip

line. The microfluidic element featured a circular reservoir

with a flexible membrane and tailored inlet/outlet channels.

Changes in internal pressure caused membrane deformation,

which altered the local electromagnetic environment and

produced a measurable shift in the resonance frequency.

Simulation-assisted design ensured high sensitivity across dif-

ferent pressure ranges. Experimental validation using distilled

water demonstrated accurate pressure sensing from 0 to 2 bar

with a chamber radius of 3 mm and a membrane height of

1.76 mm.

Together, these results demonstrate the versatility and effec-

tiveness of integrating tailored microfluidic architectures with

microwave resonators for real-time, label-free sensing of both

fluidic composition and pressure dynamics in compact, low-

volume platforms.
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Fig. 1. Geometry of the microfluidic devices with integrated microwave sensors [1], [2]. (a) Schematic cross section of the mixing device and (c) the
geometry of the fluidic layer. (b) Schematic cross section of the pressure sensing device and (d) the geometry of the fluidic layer.
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Abstract—This project focuses on the development and imple-
mentation of a circuit designed to amplify photodiode signals
using operational amplifiers (op-amps) as an alternative to
resistor-based configurations. The objective was to assess the
performance differences between these two amplification methods
under controlled conditions, with particular emphasis on mini-
mizing noise and ensuring signal stability. The project involved
planning, circuit design with op-amp integration, reading out the
raw signals using a microcontroller, and PCB design in KiCad
8.0 to design a PCB.

Keywords-Near-Infrared Spectroscopy (NIRS), prosthetics,
trans-impedance-amplifier (TIA)

I. INTRODUCTION

Prosthetic control systems rely heavily on accurate and

stable signal acquisition to effectively interpret user intentions

and translate them into device movements. One potential

modality for such systems is the use of near-infrared spec-

troscopy (NIRS), which can provide valuable data on muscle

activity or oxygenation levels. The objective of this project was

to refine a circuit design previously developed as a resistor-

based system, by incorporating op-amps.

II. METHODOLOGY

The previous circuit, developed by a colleague and based

on an article [1], faced multiple challenges: high resistance

values were required to generate measurable voltage changes,

and the ADC range was only partially utilized.

To address these limitations, the design was modified to

include an op-amp for signal amplification. Based on literature

findings, the photovoltaic configuration was selected [2]. Initial

testing focused on evaluating signal output, ranging from

oscilloscope readings to ADC microcontroller data acquisition.

A testing procedure was also outlined to assess the two

circuit versions under consistent conditions. The setup involves

placing the circuit in a controlled dark environment, where a

robotic arm moves a reflective surface inside a cardboard box

reducing the impact of external ambient light.

However, despite these preparations, signal inconsistencies

persisted due to wiring inaccuracies and minor ground fluc-

tuations. Even after implementing a calibration procedure

to correct for these variations, the ADC readings remained

inconsistent, impacting the reliability of the measurements. As

a result, the design focus shifted toward stabilizing the circuit

through PCB implementation.

In the PCB design, the existing pin headers for the sensor

board were retained. The op-amps were connected to standard

2.54 mm 1x2 and 2x2 pin sockets, allowing for adjustable

gain settings using interchangeable resistors. Additionally, the

transistor circuits controlling the LEDs were also maintained.

Due to the single-layer design, multiple ground islands were

created, which can later be connected using air wires. The

layout was developed in KiCad 8.0 and is now prepared for

systematic measurements and analysis.

Fig. 1. The designed PCB from the PCB editor of the KiCad 8.0.
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Abstract—Barrier-on-a-chip devices are microfluidic systems
that allow the modeling of biological interfaces such as the
skin, cornea, or blood-brain barrier. They are cost-effective and
have the advantage of ensuring that physiological conditions are
maintained through dynamic fluid flow. The smaller sample size
also helps to make better use of tissues from experimental animals
and to increase the use of cell cultures.

Our research group participated in the development and
validation of a microfluidic diffusion chamber that was optimized
to study drug delivery through a main barrier, the skin. We
applied the microfluidic devices in a number of experimental
setups, such as comparing the healthy dermal barrier of several
model animals and artificial in vitro tissue substitutes; studying
the impairment of barrier function dermatological pathologies;
and determining the transdermal penetration of three newly
synthesized cytotoxic aminophosphonates.

Keywords-barrier-on-a-chip; transdermal drug delivery

SUMMARY

In living systems, barriers exist at various levels: a cell
membrane, a single-cell layer, or even an entire organ can
function as a boundary that separates different compartments
and regulates the transport of substances across them.

The skin is the primary physical barrier of the human body,
covering a surface area of nearly 2 m². It plays a crucial role
in preventing the entry of pathogens and harmful substances.
However, it also presents an opportunity for drug delivery.
Transdermal drug administration has numerous advantages.
The drug bypasses the gastrointestinal tract, thus avoiding
the effect of first-pass metabolism in the liver, and can be
administered without interference from enzymes, pH, and
intestinal bacteria. This also helps minimizing systemic side
effects and ensuring sustained release. Thanks to non-invasive
delivery, self-administration is possible, leading to greater
patient compliance, less pain, and elimination of possible
infections. Although this route is beneficial, it is challenging
due to effective barrier function, and only approximately 20
systemic medications have been approved for transdermal use.

In order to develop new transdermal formulations, drug
penetration studies are needed, which involve three key el-
ements: the device itself with the appropriate parameters
and experimental conditions; the skin model used for the
penetration study; and the formulation containing the active
ingredient (Figure 1). The first part of this study focused on the
first aspect. Biological validation of the newly developed skin-
on-a-chip microfluidic diffusion chambers and optimization of
the flow rate were performed [1]. The emphasis then shifted
to the next aspect: the barrier model. Healthy native skin was
examined in mouse strains commonly used as disease models
in dermatology (namely, C57BL/6J and SKH1 mice), as such
control data were not previously available in the literature [2].

Fig. 1. The key elements in transdermal drug delivery studies.

As a step toward better translation, the comparison of ex
vivo human skin samples and artificial human epidermis was
performed [3]. After studying healthy conditions, attention
turned to disease models and weakening of barrier function
was studied in mouse models of two prevalent inflammatory
skin diseases, psoriasis and allergic contact dermatitis [4], [5].
Finally, the third crucial element was considered: the active
substance. Evaluation of the absorption characteristics of three
recently developed aminophosphonates, was carried out, which
showed cytostatic effects on tumour cell lines [6].

In conclusion, the skin-on-a-chip device has enhanced our
understanding of dermatological pharmacokinetics and ex-
panded our repertoire of reliable test methods.
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Antal, F. Erdő, Structural and functional analysis of excised skins and
human reconstructed epidermis with confocal Raman spectroscopy and
in microfluidic diffusion chambers, Pharmaceutics, 14:8, p. 1689, 2022.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—We present a processing pipeline to convert BioPAX
Level-3 Reactome pathways into explicit list of cellular compo-
nent interactions. Reactome organises functional redundancies
into abstract entities, efficiently compressing alternative inter-
action scenarios into a single well-structured entity prone to
combinatorial explosions in deeply nested cases. Such entities
were addressed to get uncompressed and filtered by the policy of
generating a comprehensive dataset of a non-perturbed, healthy
cell. As a proof of concept, the MAPK cascades pathway was
converted: 939 initial particles and 140 interactions populated
21794 alternative particles manifesting 21274 explicit complexes,
and 15439 explicit interactions. Scaling to the whole-human
cell covering data, 1127 lowest-level human pathways across
19 superpathways achieved successful conversion for 68% of
pathways.

This workflow leverages Reactome as a seed dataset for Event-
Driven Agent-Based Modeling in the CYTOCAST DIGITAL
TWIN CellTM simulator, enabling genome-scale, structurally
detailed simulations of cellular regulation.

Keywords-Agent-Based Modeling, Reactome, BioPAX, Protein-
Protein Interactions, PTMs, Systems Biology

I. SUMMARY

The intrinsic behavior of cells is embedded in a dynamic

interaction network of cellular components, which translate

stimuli into cellular responses. The atomic interaction steps of

a cellular response are orchestrated via regulatory events like

post-translational modifications (PTM), catalytic reactions,

complex formation, and degradation [1]. Modeling such cellu-

lar response scenarios presents a twofold challenge. First, ap-

propriate mathematical models are required to effectively sim-

ulate the nonlinear interactions between cellular components.

Second, a comprehensive dataset is essential that describes

the qualitative and quantitative properties of the interactions

between cellular components. One of the most comprehensive

databases is the Reactome Knowledgebase [2], which provides

a detailed description of cellular pathways and reactions in a

standard file format. However, this file format stores protein

complex structures in a recursively nested manner, where a

complex component can be an abstract entity, grouping a pool

of explicit cellular entities that can individually fulfill the same

function within that context (Fig1).

Here, we propose a three-step approach to extract the

functionally compressed complexes into a list of explicit

complex and re-build the Reactome provided cellular regu-

latory interactions to a list of explicit alternative interactions.

We successfully applied the conversion pipeline to 68% of

Fig. 1. To predict cellular responses upon stimuli, an annotation rich explicit
list of atomic cellular interactions is required. The general concept is to
recursively unpack deeply nested structures, where members within functional
groups serve as an ’OR’ logic and member within complexes serve as an
’AND’ logic. Deeply nested structures can make some interactions prone to
combinatorial explosions.

1198 lowest-level hierarchical pathways, while the remaining

32% were excluded for several reasons, including irrelevance,

memory overflow, an infeasible conversion time window, or

imbalanced reactions implying unhandled edge cases.

With further improvement of the conversion pipeline by

leaving specific cellular components (e.g ligands, nucleotide

elements) compressed can potentially serve as a valuable input

dataset for Cytocast Digital Twin CellTM
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Abstract—Understanding the neuromuscular processes under-
lying human movements has long been a central issue in clinical
diagnostics, as well as in movement rehabilitation and robotic
applications. With the advent of high-density electromyography
(HD-EMG), complex signal processing on large amounts of
recorded data has made it possible to obtain detailed information
about muscle function without invasive tools.

Tensor-based signal processing can be an efficient solution for
HD-EMG measurements, as it naturally fits to gridded data
carrying temporal and spatial patterns. Such approaches not
only allow for source separation, but also for the creation of
new, meaningful representations. The question is how reliable,
stable and biologically relevant these methods are in decomposing
the measured signals.

Keywords-Electromyography, Tensor decomposition

I. HIGH DENSITY ELECTROMYOGRAPHY

HD-EMG can be seen as an extension of conventional
sEMG. The large number of channels allows for spatial and
temporal investigation of muscle function through electrode
arrays placed on the surface. Over the last decades, the method
has undergone significant developments: the number of elec-
trodes has increased, and the accuracy of signal processing
has improved. The rise of artificial intelligence has opened
the door to the potential of learning-based signal processing
in this field. HD-EMG enables the extraction of motor unit-
level activation patterns by decomposing the signals recorded
on the surface without the use of invasive needle electrodes,
thus greatly contributing to the functional mapping of muscle
groups and the study of neural control [1].

Of course, like all techniques, HD-EMG has limitations.
The large number of channels requires complex data process-
ing, high computational capacity, and precise electrode place-
ment. In addition, noise sensitivity of the signals, electrical
crosstalk between muscles, and variability due to individual
anatomy remain significant challenges. Future research should
aim to improve the portability and real-time processing of
acquisition systems and increase the reliability of source
separation algorithms.

II. MEASUREMENTS

During the semester, the 64-channel EMG measuring device
I designed and assembled during my MSc was tested (Fig.
1). The data from the measurements were used to test how
the source separation algorithm I had previously implemented
performed with this amount of data.

III. TENSOR DECOMPOSITION

Tensors are multidimensional data structures that can nat-
urally represent complex measurement data. Tensor decom-
position aims to reveal the hidden structures behind the data

Fig. 1. EMG test measurement using the device I made

along some meaningful components, similar to matrix-based
methods (e.g., PCA or ICA), but can also capture higher-order
relations [2].

In the case of HD-EMG, tensor decomposition can be
applied to separate muscle activation patterns, to separate
different muscle groups, or even to identify temporal-structural
features of motor control. One of the most promising appli-
cations is source separation, in which we try to reconstruct
the muscle sources that underlying complex activation patterns
from surface signals. The method also allows for the reduc-
tion of multidimensional redundancy, which is particularly
important for large channel numbers and large sample sizes.
Challenges include appropriate model selection (e.g., CAN-
DECOMP or Tucker), stability of the fit, and interpretability
of the results, especially from a biological point of view.
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Abstract—Accurate in silico identification of bacteriophage
sequences is critical for metagenomic studies and therapeutic
discovery, yet the rapidly growing volume of data demands meth-
ods that scale efficiently on high-performance computing (HPC)
clusters. Here, we benchmarked seven widely used “traditional”
phage-detection tools (MetaPhinder, PPR-Meta, DeepVirFinder,
VIBRANT, Seeker, VirSorter2, GeNomad) on a 1m contig dataset
spanning soil, seawater, and human gut samples. We evalu-
ated classification accuracy (ROC-AUC, accuracy, sensitivity,
specificity, precision) across four length-categories (1.5–2kb to
10–50kb) and measured end-to-end resource consumption on an
NVIDIA A100–equipped cluster. GeNomad consistently achieved
the highest ROC-AUC and completed the full dataset in just
over one hour on four CPU cores (12 GB RAM), underscoring
that even the best current tools incur substantial computa-
tional cost—highlighting the need for next-generation, resource-
efficient approaches (e.g., genomic language models or hardware-
accelerated pipelines) to support truly large-scale metagenomic
screening.

Keywords-bacteriophages; high performance computing;
benchmarking; metagenomics

I. INTRODUCTION

The microbiome, including both human-associated and

environmental microorganisms such as bacteria, fungi, and

viruses, plays a pivotal role in health and disease outcomes

while simultaneously driving crucial ecological processes in

habitats ranging from the human gut to soil and deep-sea

environments. These communities influence physiological pro-

cesses, disease resistance, nutrient cycling, and ecosystem

sustainability, highlighting their significance across biological

and environmental sciences. Bacteriophages, integral to the

virome, target bacteria within the microbiota, influencing its

composition and impacting host health. These phages play

crucial roles in the pathogenesis of various diseases, including

inflammatory bowel disease, where phage-mediated changes

in bacterial communities may exacerbate inflammatory re-

sponses.

II. METHODS

In this study, we benchmarked several established tools,

MetaPhinder, PPR-Meta, DeepVirFinder, Seeker, VIBRANT,

VirSorter2 and Genomad, evaluating their scalability and

computational efficiency in large-scale metagenomic analysis.

The real-world test dataset comprised approximately 1 million

metagenomic sequences from tomato soil, Antarctic seawater,

and the human gut [1].

III. CONCLUSION

In this study, we have systematically evaluated seven estab-

lished phage-detection tools on a one-million contig metage-

nomic dataset within a production-grade HPC environment.

TABLE I
EVALUATION RESULTS FOR ALL TOOLS. (TWO METHODS DISCARDED

INPUT SEQUENCES BASED ON HOMOLOGY SEARCH. ROWS FOR METHODS

EVALUATED WITH UNCLASSIFIED SEQUENCES ARE MARKED WITH AN

ASTERISK (*)).

Accuracy Specificity Sensitivity Method

0.79 0.98 0.44 VirSorter2*
0.70 0.54 0.72 VirSorter2
0.82 0.81 0.85 PPR-Meta
0.79 0.82 0.74 DeepVirFinder
0.56 0.51 0.64 Seeker
0.79 0.98 0.46 geNomad
0.66 0.80 0.41 MetaPhinder
0.75 0.99 0.32 VIBRANT*
0.67 0.95 0.57 VIBRANT
0.50 0.57 0.37 baseline

Our results confirm that all classifiers benefit substantially

from longer input fragments, with modern CNN-based and hy-

brid methods (GeNomad, PPR-Meta, DeepVirFinder) achiev-

ing ROC-AUC values above 0.90 for contigs of length ≥ 5 kb,

whereas purely homology-driven or LSTM-based approaches

(MetaPhinder, Seeker) require much greater sequence length

to approach comparable accuracy. We also demonstrated

that deployment and resource efficiency vary dramatically:

lightweight native executables such as GeNomad, VIBRANT

and MetaPhinder complete analyses in under four hours on

modest CPU and memory allocations, while containerized

methods dependent on outdated GPU libraries incur extended

runtimes, high RAM usage, and complex batch-submission

overheads. Taken together, our benchmarks underline the

importance of both algorithmic innovation and practical de-

ployability when selecting phage-detection software for large-

scale metagenomic screening.
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Abstract—Microbial colonies grown in solid media are struc-
tured, spatially heterogeneous communities where environmental
gradients, particularly those of nutrients and oxygen, give rise
to distinct ecological niches. In yeast Saccharomyces cerevisiae
colonies, these gradients lead to pronounced metabolic stratifi-
cation and cellular differentiation between different regions of
the colony. This spatial organisation significantly influences cell
physiology, including proliferation, respiration, autophagy, and
stress responses.

In this study, we want to explore these interactions between
multiple yeast strains in a single colony. Despite their similar
morphology and phenotype, these strains exhibit distinct growth
dynamics depending on their position within the colony. To
distinguish these strains from each other, we use a genome-
integrated fluorescent tag that does not modify the natural
functioning of the cells. While top-down imaging revealed the
overall spatial patterns, cross-sectional analysis was necessary to
resolve interactions occurring in internal and basal regions of
the colony.

Even though we are experimenting with one species, our results
show that different strains behave differently within the colony
and this may be due to genetic differences between strains.

Keywords-yeast; interaction; differentiation;

Fig. 1. Sequence of experimental methods

I. INTRODUCTION

Microbial colonies on solid substrates exhibit complex

spatial organization driven by diffusion-limited gradients of

nutrients and oxygen [1]. In Saccharomyces cerevisiae, this

leads to the formation of distinct ecological niches within the

colony, resulting in clustered cell populations with divergent

metabolic activities and physiological states [2]. Lower cell

layers typically experience nutrient abundance but oxygen

limitation, leading to enhanced respiratory activity and ROS

accumulation, whereas apical cells benefit from greater oxygen

availability but limited carbon sources, resulting in elevated

autophagy and localized proliferation [3].

In colonies composed of multiple yeast strains, spatial

heterogeneity becomes even more pronounced. Despite similar

morphology, strains may occupy distinct niches and engage

in spatially resolved competition or cooperation, influenced

by their metabolic capabilities, oxygen utilization, or stress

tolerance [4]. However, traditional colony imaging is not able

to reveal these interactions in every cases.

To observe this different strains and cell clusters, we

employed a fluorescent protein-based labelling method us-

ing genomically integrated yellow fluorescent protein (YFP)

and red fluorescent protein (RFP), allowing for non-invasive,

strain-specific visualization during colony growth [5]. To

capture vertical organization, colonies grown on YPD agar

were embedded in fixing material, and transverse sections

were prepared using a vibrating microtome (vibrotome). These

sections were then analyzed with a fluorescence microscope,

enabling precise mapping of strain localisation inside the

colony (Figure 1).
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Abstract—This study systematically evaluates ComBat,
CovBat, and ComBat-GAM harmonization of structural brain
MRIs through a machine learning framework. Our findings
reveal that harmonization effectiveness declines with multi-site
data from diverse populations or when coupled with nonlinear
analyses. Accordingly, they emphasize the importance of careful
covariate selection and highlight the need for improved
harmonization methods that address both linear and nonlinear
site effects while preserving biologically relevant variation.
Additionally, the proposed framework enables systematic
evaluation and extension to other harmonization strategies.

Keywords-Magnetic resonance imaging; Harmonization; Image
quality

I. INTRODUCTION

Multi-site data collection enables the assembly of large,

diverse datasets, which are essential for developing robust

machine learning models in the field of brain research. Several

harmonization techniques have been developed to address

site-related variations present in multi-site magnetic resonance

imaging (MRI) data while also preserving biologically relevant

information. However, little is known about how different

methods and covariates influence harmonization effectiveness

and downstream analysis.

II. METHODS

We present a machine learning framework (Figure 1)

to evaluate harmonization methods by comparing classifier

performance on predicting the original data site of the

samples using unharmonized and harmonized image quality

and structural segmentation metrics derived from structural

brain MRI (sMRI) measurements. We evaluated ComBat,

CovBat, and ComBat-GAM, with and without covariates

(age and sex, image quality label, or all three), using

linear and quadratic discriminant analysis, logistic regression,

support vector machines (with linear and radial basis function

kernels), random forest, and extreme gradient boosting

classifiers. To statistically validate the differences between

the results Cohen’s Kappa [1], Mcnemar [2], DeLong [3],

Venkatraman [4] tests were conducted on the confusion

matrices or the ROC curves.

III. RESULTS

Using this framework, we demonstrate and statistically

prove that harmonization of sMRI data significantly

diminishes site classification accuracy for linear models,

whereas nonlinear classifiers retain discriminative

performance, regardless of the harmonization method.

This indicates that nonlinear biases remain in the harmonized

data. Furthermore, our results also show that incorporating

biological covariates into the harmonization models reduces

harmonization efficiency of sites with different demographic

distributions. Taken together, our findings reveal that

harmonization effectiveness may be significantly reduced

in multi-site data from different populations, or when

coupled with nonlinear subsequent analyses, and accordingly,

emphasise the importance of careful covariate selection and

highlight the need for continued development of harmonization

approaches that can effectively account for both linear and

nonlinear site effects without compromising biologically

meaningful variations. The implemented framework provides

a robust basis for systematically evaluating the performance of

harmonization models and can be extended to test additional

parameters, such as varying covariate configurations or novel

harmonization techniques.
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Fig. 1. The proposed machine learning framework for statistical comparison
of different harmonization approaches.
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Abstract—This work is concerned with transient rotor angle
stability of power grids: it compares optimization algorithms for
determining feasible and optimal sets of angular constraints of
generator nodes resulting in valid and maximal invariant sets in
decoupled oscillatory power grid models.
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I. INTRODUCTION

Renewable forms of power generation are prone to envi-

ronmental uncertainties, and are less stable in general. This is

because regenerative energy production means are controlled

by power electronics in place of mechanical variables such

as moment of inertia or friction. These are associated with

less damping, hence falling behind in stability. Transient rotor

angle stability is concerned with whether a power system can

maintain synchronism after a major disturbance. We build on

a set-based stability assessment method, which is a robust

approach ensuring that if a system’s state remains within a

precomputed invariant set, stability is formally guaranteed.

II. METHODS

The power system is modeled as interconnected second-

order oscillators, the dynamics ẋ = [δ̇i ω̇i] of which are

governed by the swing equations each [2]. Using the Effective

Network model [3], the effect of generator interactions are

captured into an oscillatory graph, which is then decomposed

into smaller subsystems, treating interactions with neighboring

subsystems as bounded disturbance inputs. Then, following

[4], invariant sets are determined for each subsystem. For this,

we rely on the theory of barriers from [4, S. 3.1], [5, S. 4],

and [6].

III. OPTIMIZATION PROBLEM

We choose z := [δmin δmax]
T as the design variable

vector, and define the goal function f(z) so that it returns

(−∞,−1] if z is feasible and (−1, 0] otherwise, where z

is considered feasible if zi constitutes valid MRPI barriers

for all non-reference generators. The optimization problem is

then formulated as z∗ = argmin
z∈Rn f(z) subject to some

design constraints. As for the concrete implementation of the

goal function, we are considering goal functions that reward

invariant set size. Two approaches to implementing such a

goal function has been considered: the set area method’s main

metric is the resulting invariant set size, whereas the span

method’s is the distance between the set barrier candidates’

ω = 0 axis intersections. Because neither of these approaches

Fig. 1: Optimization performance of different solvers with the

span objective function.

result in a continuous objective function, we rely on gradient-

free algorithms and metaheuristics such as the Nelder-Mead

simplex algorithm, the pattern search method, surrogate op-

timization, the particle swarm approach, a genetic algorithm,

and simulated annealing.
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Abstract—The use of pre-trained models for 2D-stacked data
in 3D-like applications, particularly in microscopy and image seg-
mentation, has raised concerns about the potential introduction
of bias into the network’s predictions. A major factor influencing
this bias is the reliance on pretrained models, which are often
designed using large-scale image datasets like ImageNet. These
models, trained primarily on natural images, may not be fully
adapted to the specific needs of scientific applications such as
biomedical imaging. As a result, the color channels and features
learned from these generic datasets may not adequately represent
the unique characteristics present in microscopy images.

I. INTRODUCTION

In this context, the saliency map analysis plays a crucial role

in identifying the areas within an image that contribute most

to the model’s predictions. Saliency maps highlight regions

where the model focuses its attention and can reveal potential

biases introduced by the pre-training process. In the case of

microscopy images, the saliency map could show a prefer-

ence for certain features that are not relevant to the desired

biological structures. These artifacts may lead to overfitting

or misclassification, where the model learns spurious patterns

that do not generalize well to new data.

II. BACKGROUND

The extent of this bias is particularly concerning because

it can affect network performance, especially when dealing

with rare or unseen patterns. For example, a pre-trained

model might incorrectly weigh certain visual features that are

common in natural images, such as edges or gradients, as more

important than the fine details in the scientific images. This

could result in poor segmentation quality, especially when

the input data comes from specialized fields like tissue mi-

croscopy, where the structures and textures are vastly different

from those found in natural images.

To address this issue, one potential solution is to ex-

plore non-pretrained networks that are specifically trained on

domain-relevant datasets. These networks can be trained from

scratch, allowing them to learn features that are more aligned

with the task at hand. Additionally, approaches like fine-tuning

pre-trained models on smaller, domain-specific datasets can

also reduce the impact of pre-existing biases, ensuring that

the network’s learned features are more representative of the

target data.

Another promising avenue for improvement is the use of ad-

vanced regularization techniques and data augmentation strate-

gies that focus on mitigating the over-reliance on irrelevant

features. For example, introducing noise or distortions that

mimic the imperfections found in scientific imaging could help

the model become more robust to these biases. Furthermore,

the implementation of attention mechanisms or layer-wise

analysis could enable more targeted learning, focusing on

biologically relevant features while minimizing interference

from irrelevant image components.

III. DISCUSSION AND CONCLUSION

Ultimately, understanding the bias introduced by pre-trained

models is essential for improving the accuracy and relia-

bility of 2D-stacked data applications in 3D-like contexts.

By recognizing the potential issues with saliency maps and

implementing solutions that either fine-tune or train networks

specifically for these tasks, researchers can ensure better

segmentation performance and more accurate predictions in

specialized fields such as microscopy.

(a) SNEMI raw (b) Lucchi raw (c) PA66 raw

(d) SNEMI mask (e) Lucchi mask (f) PA66 mask

Fig. 1: Example images from three different datasets. The top

row contains raw input images, while the bottom row shows

their corresponding segmentation masks.
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Abstract—Heart sound segmentation from phonocardiogram
signals can be done in multiple ways, but in recent years machine
learning models have shown the best robustness and accuracy.
The state-of-the art is always changing, however, neural networks
are the current leaders. These models are usually trained and
tested on non-fetal data, but with this project we aim to show
their merit to be used with fetal data. We trained a preexisting
model and evaluated it on fetal data. It achieved 10.8 ms and
19.3 ms mean absolute error, 98.7% and 87.9% F1-score for the
first and the second heart sounds, respectively. In the future this
model can be extended with more sophisticated temporal models
and trained on a larger dataset.

I. INTRODUCTION

Segmenting the heart cycle in phonocardiograms (PCG)

into heart sounds (S1-S2) and the systole-diastole regions is

still under research even after the publication of the currently

most widely used method of Springer et al. [1]. In recent

years neural networks have been used to improve this method,

either by replacing it completely or by extending it. Renna

et al. in 2019 [2] published a convolutional neural network

(CNN) model based on the U-net architecture which achieved

better results than the previous best model. We applied their

model for fetal PCG segmentation using an open source

reimplementation [3].

II. METHODS

The CNN architecture was realized as 4 stages of encoding

blocks and 4 stages of decoding blocks, with skip connections

between the encoding and decoding feature maps of the same

level. Each block contained 3 convolutional layers with one-

dimensional filters, ReLU activations and max-pooling. The

final layer uses a softmax activation to output probabilities of

a given time point being in a certain heart cycle state (S1,

systole, S2, diastole). The model was trained on the CirCor

DigiScope dataset, and fine-tuned for a smaller fetal dataset

with a smaller learning rate. These values can be used to model

the heart state and segment the heart sounds from the signal,

either by taking the maximum probability or passing it into a

more complex temporal modelling solution.

III. RESULTS

On Figure 1, an example output of the model is shown

superimposed on the input signal. By visual inspection these

can be considered accurate, but quantitative measurement is

needed. By taking the state with the maximal probability for

each sample, and taking the temporal center of the heart sound

segments, a mean absolute error (MAE) to the manual labels

can be calculated. For our fetal dataset this method showed a

10.8±6.4 ms MAE for S1 and 19.3±12.4 ms MAE for S2.

With the introduction of a tolerance parameter commonly used

Fig. 1. Outputs of the CNN compared to a sample PCG signal

classification accuracy methods can be used, such as F1-score

[4]. Using a 30 ms tolerance interval the F1-score of the CNN

was 98.7% for S1 and 87.9% for S2.

IV. CONCLUSIONS

Based on these results this CNN based segmentation, even

by training on a non-fetal dataset, shows great potential. In the

future training on a larger fetal dataset is planned, as well as

experimenting with other temporal models, such as specialized

hidden Markov models [5]. Experimenting with other neural

network architectures, such as transformers, are also under

consideration.
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Abstract—This study presents a machine learning approach
to classify left and right kayak paddle strokes using combined
surface electromyography (EMG) and inertial measurement unit
(IMU) data. Six skilled right-handed kayakers performed on-
water paddling trials across a range of stroke rates. EMG
sensors recorded activity from key muscles involved in paddling,
while IMUs and accelerometers mounted on the paddle and
boat provided kinematic data and ground truth for stroke
segmentation. A Gradient Boosted Decision Tree (GBDT) model
was developed to segment stroke phases and classify stroke side
with high temporal precision.

Keywords-EMG sensors, IMU sensor, accelerometer, kayak
stroke segmentation, time series segmentation

I. INTRODUCTION

Wearable technologies like IMUs and EMG have revolution-

ized biomechanical analysis in sports, enabling detailed mon-

itoring of complex movements such as kayaking [2]. IMUs

track body segment motion with portability, and EMG reveals

muscle activation patterns, together offering comprehensive

insights into paddling technique [1]. Accurate classification

of paddle strokes by side is critical for detecting asymmetries,

optimizing performance, and reducing injury risk. This work

aims to leverage these sensor modalities to segment kayak

stroke phases and classify strokes in near real-time.

II. METHODS

Six right-handed male kayakers participated, performing

paddling sessions at controlled stroke rates from 80 to 120

strokes per minute (SPM). EMG data were recorded from

seven muscles following SENIAM guidelines and normalized

using on-land maximal voluntary contractions. IMU data were

captured at 60 Hz using an Xsens system, with additional

accelerometers on the paddle and boat to identify stroke

timing and side. Data preprocessing involved filtering EMG

signals [3], smoothing accelerometer data, and removing out-

lier strokes based on stroke timing parameters, resulting in

1384 valid strokes from 24 runs after excluding low-quality

data. Stroke phases were segmented using paddle and boat

accelerometer signals to determine propulsion and recovery

periods. Two classifiers were compared: a baseline Gaussian

Naive Bayes and a Gradient Boosted Decision Tree (GBDT)

model, trained and validated via grouped cross-validation to

prevent data leakage and ensure generalizability across athletes

and intensities.

III. RESULTS

The Gradient Boosted Decision Tree (GBDT) classifier out-

performed the Gaussian Naive Bayes baseline, achieving a test

accuracy of 95.14% compared to 92.86%. This improvement

was statistically significant according to McNemar’s test (p =

Fig. 1. Sample classification accuracy among the 6 subjects and difference
between Naive Bayes classifier and Gradient Boosting Decision Trees

0.00), confirming the robustness of the more complex model in

classifying left and right kayak strokes on a per-sample basis.

The use of grouped cross-validation ensured that data from the

same run were kept separate between training and validation,

enhancing the reliability of the performance estimates and

demonstrating generalizability across different athletes and

stroke intensities. Per-subject results showed variability: the

GBDT improved accuracy by 2–4.5% over Naive Bayes for

four athletes, but for two, differences were minimal or favored

Naive Bayes 1. This suggests GBDT better captures individ-

ual stroke nuances, though simpler models may suffice for

some. Both classifiers performed best between 20–80% of the

stroke cycle, where movements are more consistent. Accuracy

dropped sharply near stroke start, down to 35%, highlighting

the challenge of classifying early stroke phases and the poten-

tial need for enhanced features or sensors. Temporal precision

was assessed by comparing predicted stroke onsets to the

ground truth onsets. The GBDT model achieved a median

onset error of 21 ms, with 90% of predictions within 64 ms,

supporting its use in real-time feedback like coaching systems.

It tended to predict stroke onset slightly late in about 69% of

cases, reflecting a conservative bias. Subject-level accuracy

varied, with the best athlete averaging an 8.5 ms error and the

worst at 54.7 ms. This suggests personalized models could

improve performance. Overall, the GBDT classifier reliably

segments kayak strokes with high accuracy and temporal

precision, making it suitable for performance monitoring and

technique analysis where timely detection is critical.

REFERENCES

[1] L. Liu, H. Wang, S. Qiu, Y. Zhang, and Z.-D. Hao, Paddle Stroke Analysis
for Kayakers Using Wearable Technologies Sensors, vol. 21, no. 3, 2021.

[2] McDevitt, S., Hernandez, H., Hicks, J., Lowell, R., Bentahaikt, H., Burch,
R., Ball, J., Chander, H., Freeman, C., Taylor, C., Anderson, B. Wearables
for Biomechanical Performance Optimization and Risk Assessment in
Industrial and Sports Applications Bioengineering (Basel, Switzerland),
9(1), 33. (2022)

[3] Reaz M.B.I., Hussain M.S., Mohd-Yasin F. Techniques of EMG signal
analysis: detection, processing, classification and applications Biological
Procedures Online volume 8, 11–35 (2006).

.

G. NAGY, “Machine learning-based stroke segmentation in kayaking using integrated IMU and EMG data” in PhD Proceedings – Annual Issues of the
Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2025. G. Prószéky, G. Szederkényi Eds. Budapest:
Pázmány University ePress, 2025, pp. 38–38.

38



The role of extracellular vesicles in BRAF and

MEK inhibitor resistance

Afrodité NÉMETH

(Supervisor: Tamás Márton GARAY)
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Abstract—Extracellular vesicles (EVs) are nanosized, lipid
bilayer-enclosed particles secreted by basically all cell types
under both physiological and pathological conditions. They play
pivotal role in intercellular communication and are increasingly
recognized as key modulators of cancer progression. Based on
our previous findings, EVs can enhance melanoma cell migration
even under BRAF inhibitor (BRAFi) treatment. However, this
effect appears attenuated when BRAF and MEK inhibitors are
administered in combination. A limitation of the previous model
was the absence of MEK inhibitor resistance. In this study, we
established a melanoma cell line resistant to both encorafenib
(BRAFi) and binimetinib (MEKi) and examined the contribution
of EVs to therapy resistance in this novel model system. The
resistant clone exhibited phenotypic alterations consistent with
epithelial-to-mesenchymal transition (EMT), including a more
elongated morphology and reduced circularity. Compared to the
parental line, resistant cells displayed decraseased proliferative
and migratory capacity, while EV production—particularly lipid
content—was markedly increased. Although direct transfer of
resistance via EVs could not be demonstrated in proliferation
assays, pretreatment with EVs prior to BRAFi-MEKi adminis-
tration led to enhanced cell migration. These findings suggest that
EVs may mediate therapy resistance not solely by encapsulating
drugs or drug efflux transporters, but by transferring complex,
time-dependent molecular signals to drug-sensitive cells.

Keywords-extracellular vesicles, melanoma, vemurafenib,
dabrafenib, trametinib, single cell migration

Fig. 1. Graphical Abstract. A) Comparison of parental and
enco–bini–resistant cell line characteristics. Resistant clones display
an elongated morphology, reduced proliferation and migration capacities, and
increased extracellular vesicle (EV) production.; B) Simultaneous treatment
with EVs and BRAF–MEK inhibitors did not enhance migration, whereas
EV pretreatment prior to drug exposure partially restored migratory capacity.

I. INTRODUCTION

Melanoma is the most aggressive form of skin cancer,

with a five-year survival rate dropping from over 90% in

localized disease to around 16% in metastatic cases. Activating

BRAF mutations occur in approximately 50% of melanomas

and are targeted by selective inhibitors such as vemurafenib,

dabrafenib, or encorafenib, often combined with MEK in-

hibitors like binimetinib to delay resistance. Despite improved

outcomes with dual therapy, resistance inevitably develops [1].

Extracellular vesicles (EVs) have been implicated in tumor

progression and drug resistance [2]. Here, we investigated

whether EVs from resistant melanoma cells promote ther-

apy resistance in a model generated through long-term dual

BRAF–MEK inhibition.

II. METHODS

The characteristics of enco–bini–resistant clones, including

proliferation, migration, cell size, and morphology, were as-

sessed. EVs isolated from parental and resistant cells were

quantified for protein, lipid, and particle content using Qubit

fluorometry, SPV assay, and NTA. To evaluate EV function

in therapy resistance, cells were either co-treated with EVs

and drugs or pretreated with EVs before drug exposure.

Proliferation and migration assays were performed to deter-

mine whether EVs enhanced survival or motility under drug

pressure.

III. RESULTS AND SUMMARY

The encorafenib-binimetinib-resistant clone exhibited dis-

tinct phenotypic alterations, including elongated morphology

accompanied by decreased cell proliferation and migration,

and elevated EV production. While EV-mediated transfer of

resistance was not evident in proliferation-based assays, pre-

treatment with EVs prior to dual inhibitor administration led

to a marked increase in cell migration. These findings indicate

that EVs may contribute to resistance through mechanisms that

extend beyond passive drug sequestration. Instead, EVs may

convey biologically active molecules that prime sensitive cells

for a resistant phenotype, though this requires time for uptake

and downstream signaling.

IV. ACKNOWLEDGEMENTS

This research was supported by the EKÖP-24-3-II-PPKE-85
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Abstract—This study evaluates the correlation between hemi-
spheric cerebral blood flow (CBF) derived from dynamic suscep-
tibility contrast (DSC) perfusion MRI and phase contrast (PC)
MRI using NOVA. Eighteen patients with ischemic stroke un-
derwent both modalities. CBF maps were processed using oSVD
deconvolution and FreeSurfer-based hemisphere segmentation.
NOVA-derived flow values were calculated in ACA, MCA, and
PCA arteries per hemisphere.

Perfusion-based CBF averaged 218 mL/min, while NOVA val-
ues averaged 273 mL/min. A moderate but significant correlation
was observed (Pearson r = 0.546, p < 0.0001). Results suggest
that although NOVA overestimates CBF and shows greater vari-
ability, it provides complementary macrocirculatory information.
The combination of microvascular (DSC) and macrovascular
(PC-MRI) techniques may improve cerebrovascular assessment.

Keywords-phase contrast MRI, MR perfusion imaging, , quan-
titative MRI, NOVA, ischemic stroke, cerebral blood flow

I. INTRODUCTION

Accurate cerebral blood flow (CBF) assessment is critical

in stroke. DSC perfusion estimates microvascular flow, while

PC-MRI with NOVA measures arterial flow macroscopically.

This study compares hemispheric CBF from both methods in

stroke patients.

II. METHODS

Eighteen stroke patients underwent 3T MRI with both DSC

perfusion and PC-MRI. Perfusion maps were processed using

oSVD (Olea Sphere), and hemispheric ROIs were extracted

via FreeSurfer segmentation.

PC-MRI was acquired using NOVA (VasSol Inc.), which

uses ECG-gated 2D phase contrast sequences aligned to TOF

angiograms. Flow was measured in ACA, MCA, and PCA

segments per hemisphere. Total hemispheric flow was com-

puted by summing these values. CBF maps were coregistered

to anatomical space for voxel-wise analysis. Pearson corre-

lation was used to compare perfusion- and NOVA-derived

hemispheric CBF.

III. RESULTS

Of the 18 enrolled patients, 16 provided usable datasets.

Mean perfusion CBF was 218 mL/min (SD: 106), and NOVA-

derived CBF was 273 mL/min (SD: 162). Pearson correlation

between the methods was moderate but significant (r = 0.546,

p < 0.0001), indicating a physiological relationship between

micro- and macrovascular flow.

NOVA values were higher in all patients but varied indi-

vidually. The difference appeared greater on infarcted sides.

Fig. 1. Left: Flow measurements in major intracranial arteries. Right: Phase
contrast image.

Notably, in cases with large infarcts, both modalities showed

reduced ipsilateral flow, while smaller infarcts showed sym-

metry.

Intra-individual comparison between infarcted and con-

tralateral hemispheres revealed high symmetry in perfusion-

derived CBF (Pearson r = 0.956), but only moderate cor-

relation in NOVA (Pearson r = 0.587), suggesting greater

variability in large-vessel flow, particularly after stroke.

IV. CONCLUSION

PC-MRI using NOVA moderately correlates with DSC-

derived CBF and offers a contrast-free option for assessing

cerebral hemodynamics. Complementary use is recommended.

V. DISCUSSION

These findings suggest that NOVA may be particularly

useful in cases where contrast administration is contraindicated

or longitudinal non-invasive monitoring is needed. Addition-

ally, inter-hemispheric asymmetries in NOVA-derived flow

may serve as a surrogate marker for large-vessel pathology,

warranting further investigation in chronic stroke and vascular

dementia populations.
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Abstract—Visual acuity is a fundamental measure of visual
system function, yet traditional assessment methods are limited
in scope and applicability, especially in non-verbal subjects.
Here, I use functional ultrasound imaging (fUSI) to map spatial
frequency tuning across early visual cortex in the anesthetized
cat, providing high-resolution, cortical-level acuity profiles. My
results reveal a systematic reduction in cortical activation with
increasing spatial frequency, offering a novel approach to assess
both central and peripheral visual processing.
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I. INTRODUCTION

Visual acuity, the spatial resolution of the visual system, is

a key indicator of visual health. As such, its measurement is a

fundamental tool in the diagnosis and monitoring of conditions

affecting vision. The standard approach for assessing acuity in

humans involves the Snellen chart, a method favored for its

simplicity and widespread availability. However, its reliance on

verbal or symbolic responses limits its applicability in non-

verbal populations, such as young children and animals. In

these cases, visual evoked potentials (VEPs) offer an alterna-

tive, as they do not depend on active subject participation.

While traditional measures focus on the highest spatial fre-

quency discernible by the visual system, often corresponding

to foveal acuity, they provide limited insight into the broader

spatial resolution profile across the visual cortex. A more

comprehensive approach would involve mapping visual acuity

across cortical areas, enabling assessment of peripheral as well

as central visual processing.

I apply functional ultrasound imaging (fUSI) to map visual

acuity in early visual cortex of the cat at high resolution [1].

II. METHODS

The functional mapping experiment was carried out using

fUSI in an anesthetised cat. In preparation for the imaging

experiment, a cranial window was created in the animal’s skull

to aid the propagation of the ultrasound waves to the target

brain tissue. A 12 MHz ultrasound transducer was mounted

on the head of the animal using a custom motorized holder.

Imaging framerate was 2 Hz throughout the experiment.

Visual stimuli were presented on a large screen in front of

the animal. They consisted of a flickering checkerboard pattern

with different spatial frequencies, as illustrated in Figure 1,

inverting at 5 Hz. Each spatial frequency was presented 10

times, with each repetition consisting of a 5 second pre-

baseline period, when the screen was grey, then 4 seconds

of stimulation, lastly 10 seconds of post-baseline.

The analysis steps of the created recording are the following.

First, a baseline correction is applied on each repetition, then

the 5 second periods before and after stimulation onset are

sampled, and a Mann-Whitney U test is used to determine

significant activation for a given pixel.

Fig. 1. Activation of the visual cortex to flickering checkerboards with
different spatial frequencies given in cycles/visual degrees. Scale bars 2 mm.
A: Anterior, P: Posterior

III. RESULTS AND DISCUSSION

The data presented in Figure 1 shows that as the spatial

frequency of the stimulation increases, the activated area of

the visual cortex becomes smaller. As expected, the activation

recedes toward the posterior edge of the field of view, which

corresponds to the area centralis in the visual field, based on

our retinotopy mapping data (not shown).

The mapping of visual acuity throughout the visual cortex

will help in understanding the effects of visual conditions.

ACKNOWLEDGEMENTS

Supported by grants 2019-2.1.7-ERA-NET-2021-00047,

ELKH-POC-2021-026, the Lendület (“Momentum”) Pro-
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This study explores the use of Sample Entropy (Sam-

pEn) as a scalar metric to quantify the regularity of surface

electromyography (EMG) signals, aiming to assess muscle

activation quality during gait rehabilitation. The outcomes are

compared with clinical measures. The novelty of the work lies

in applying SampEn to EMG data from two individuals with

incomplete spinal cord injury (iSCI) who underwent conven-

tional gait rehabilitation combined with a hybrid Functional

Electrical Stimulation (FES) cycling training.

The two participats, P3 and P7 (ages P3: 63 and P7: 46)

received 2 × 30-minute hybrid FES cycling sessions per week

in addition to standard therapy. Five lower limb muscles:

Rectus Femoris (RF), Vastus Lateralis (VL), Vastus Medi-

alis (VM), Semitendinosus (Smt), Biceps Femoris (BF) were

recorded by electromyogrphy and processed through standard

filtering, rectification, and smoothing techniques. Gait cycles

were identified using heel marker data from a VICON motion

capture system. SampEn was computed on time-normalized

EMG envelopes using optimized parameters (m = 2, r = 0.4).

Clinical assessments (ASIA, SCIM III, WISCI, and 10-

meter walk test) showed substantial functional improvement in

P3, including a transition from walker-assisted to independent

walking. P7 had a better baseline condition, exhibited mod-

erate gains, primarily in walking speed. See Table I. These

outcomes were reflected in the SampEn results: P3 showed

a consistent decrease in entropy values, indicating improved

regularity in muscle activation. See Fig. 1. In contrast, P7’s

entropy values remained low and stable, with no clear trend.

See Fig. 2.

This case study supports the feasibility of using Sample

Entropy as a biomechanical marker for muscle activation reg-

ularity in SCI rehabilitation. While promising, further research

with larger cohorts and control groups is needed to validate

its clinical utility.

TABLE I
CLINICAL SCORES AND VALUES OF CLINICAL TESTS BEFORE AND AFTER

THE HYBRID FES CYCLING TRAINING

P3 P7
Clinical Assessments week 0. week 12. week 0. week 12.

ASIA C D D D
SCIM III. 9 20 20 20

WISCI 25 39 39 40
10-m walking [cm] 15 103 90 136
Supplementary tool walker none none none
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Fig. 1. Sample Entropy values of P3 participants before and after the training.
For each muscle, the entropy of the average EMG envelopes decreased, so
the regularity of the signals increased.

Fig. 2. Sample Entropy values of P7 participants before and after the training.
There was not any general trend in his sample entropy values. Its must to note,
that his entropy values stayed low during the whole training.

.

B. RADELECZKI, “Characterization of electromyogram regularity by entropy-based approach” in PhD Proceedings – Annual Issues of the Doctoral
School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2025. G. Prószéky, G. Szederkényi Eds. Budapest: Pázmány
University ePress, 2025, pp. 42–42.

42



Preliminary case study: comparing

psychophysiological responses of a borderline and

an OCD patient during the Rorschach inkblot test
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(Supervisors: Katalin CSIGÓ, György CSEREY)
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50/a Práter street, 1083 Budapest, Hungary

szabo.peter@itk.ppke.hu

Abstract—This preliminary report compares psychophysiolog-
ical responses during the Rorschach inkblot test between two pa-
tients: one with Borderline Personality Disorder (BPD), and one
with Obsessive-Compulsive Disorder (OCD). Skin conductance
(GSR) and eye-tracking (ET) were recorded during testing. The
findings reveal distinct patterns of physiological and attentional
responses between the two diagnostic groups.
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I. INTRODUCTION

The Rorschach inkblot test has long been used to explore

underlying cognitive and emotional processes in psychiatric

populations. Despite ongoing debates about its diagnostic

validity, recent advances in psychophysiological tools offer

new ways to quantify subjective responses [1] [2] [3] [4]. This

study explores how two distinct psychiatric profiles - Border-

line Personality Disorder (BPD) and Obsessive-Compulsive

Disorder (OCD) - differ in their physiological and attentional

engagement during the Rorschach test.

II. METHODS

Two female patients were assessed: BPD (30 y/o) and

OCD (23 y/o). The Rorschach test was digitally administered

while GSR (Shimmer 3 GSR+) and ET (SmartEye AI-X)

data were collected via iMotions 10.1. Baseline and recovery

rest periods bracketed the test. Due to small ample, only

descriptive statistics could stated.

III. RESULTS

GSR: BPD showed markedly elevated electrodermal activity

across all phases (e.g., avg. amplitude: 0.23 vs. 0.04 OCD,

measured in microsiemens). Even in rest phases, BPD patient

displayed higher arousal (e.g., Rest 1: 0.16 BPD vs. 0.02 OCD,

measured in microsiemens).

Eye Tracking: OCD patient made more fixations and sac-

cades per minute, consistent with over-controlled scanning.

BPD showed fewer but longer fixations on chromatic (emo-

tionally charged) cards, reflecting sustained emotional atten-

tion.

Rorschach Content: BPD provided more color-based and

white-space answers, reflecting affective intensity and im-

pulsivity. OCD responses reflected detail-focus and cognitive

rigidity.

Fig. 1. Figure 1. presents GSR charts for the two participants. The upper
image belongs to the patient with OCD, the lower to the patient with BPD.

IV. DISCUSSION

These results align with existing literature: BPD patients

exhibit affective hyper-reactivity and heightened autonomic

responses, while OCD individuals display hypervigilance with

minimal physiological arousal. Eye-tracking data further sup-

port attentional divergence—OCD shows fragmented scan-

ning, BPD shows emotional dwell.
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50/a Práter street, 1083 Budapest, Hungary

janos.szalma@itk.ppke.hu

Abstract—Accurate prediction of protein–ligand interactions
is essential for drug discovery, but traditional simulation-based
methods remain too slow and structure-dependent for large-scale
applications. Recent advances in protein language models (PLMs)
offer an efficient alternative by generating high-dimensional
embeddings directly from amino acid sequences. In this study,
we compare two such models: ESM-2 (650M parameters) and
the newer, more compact ESM-C (600M parameters) to under-
stand how compression affects protein representations. Using
a dataset of 7,400 druggable human proteins, we generated
sequence embeddings from both models and evaluated their
similarity, structure, and variance. Principal component analysis
showed that ESM-C compresses the embedding space signifi-
cantly, concentrating variance in fewer dimensions. These results
suggest that ESM-C trades off some of the nuanced structural
information captured by ESM-2 in exchange for efficiency, which
may be beneficial for broad screening tasks but limiting for
fine-grained functional predictions. This comparison highlights
the importance of understanding embedding geometry when
choosing or deploying PLMs in drug-target prediction pipelines.

Keywords-deep-learning; protein embeddings; drug discovery

I. INTRODUCTION

Predicting how small molecules bind to proteins is a funda-

mental challenge in drug discovery. Traditional computational

methods, such as molecular docking and molecular dynamics,

can model protein-ligand interactions in detail but are often

limited by their high computational cost and dependency on

accurate 3D structures, which are not always available for all

targets.

In recent years, deep learning–based approaches have

emerged as a powerful alternative. In particular, protein lan-

guage models (PLMs) trained on massive datasets of protein

sequences have shown the ability to learn biologically mean-

ingful representations without the need for structural input.

Among PLMs ESM-2 [1] has become a popular choice due

to its strong performance across multiple biological tasks. A

more recent variant, ESM-C [1], offers similar capabilities

in a more compact model, optimized for speed and resource

efficiency. However, it remains unclear to what extent this

efficiency affects the quality of the learned embeddings. In

this work, we directly compare the embeddings produced by

ESM-2 and ESM-C to evaluate their structural complexity and

information content.

II. METHODS

We analyzed 7,400 proteins from the human druggable

proteome, selected to reflect relevant targets in biomedical

research. Sequences and protein family information were

retrieved from UniProt. We generated fixed-length embeddings

for each protein using frozen versions of ESM-2 (650M pa-

rameters) and ESM-C (600M parameters), with mean pooling

Fig. 1. Cumulative variance explained by the top 100 PCA components.

applied over residue-level outputs. To compare the geometric

structure of the resulting embedding spaces, we performed

principal component analysis (PCA) separately on the ESM-2

and ESM-C embeddings. We then computed the cumulative

variance explained by the top 100 components to assess the

effective dimensionality of each space.

III. RESULTS

The results indicate a clear difference in how the two models

distribute information in embedding space. As shown in Figure

1, ESM-C embeddings concentrate their variance more heavily

in fewer components. The first 10 principal components of

ESM-C account for approximately 80% of the total variance,

while ESM-2’s top 10 components explain only around 70%,

suggesting that ESM-C creates a more compact, lower-rank

representation of proteins. The gap between the two models

remains consistent, ESM-2 continues to retain more tail vari-

ance, pointing to a richer, more complex representation space.

IV. DISCUSSION

While ESM-C offers a more efficient representation, the

higher variance retained by ESM-2 suggests it may be better

suited for tasks that rely on fine-grained biological detail.
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Abstract—While bacterial models have provided insights in
growth physiology and cellular resource allocation, limited re-
search exists for eukaryotic cells. This study proposes a combi-
nation of mathematical modelling and experimental approaches
for enabling a quantitative description of cellular growth and its
regulation. Preliminary results shows that budding yeast sets cell
growth by jointly increasing protein synthesis rates and ribosome
content and this could be due to the TOR pathway sensing and
regulation.
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I. BACKGROUND

In bacteria, recent work has shown how growth physiology

[1], [2] can be described by simple mathematical relationships

(sometimes termed “growth laws”) which formalize complex

emerging principles that connect environmental cues to growth

and cell composition. These models are based on a broad

description of cells, typically organizing proteins into groups

based on their function (e.g., ribosomal proteins grouped as

the “R class” or “R sector”) or shared regulation [3].

These models have been instrumental in explaining how

cells optimize the allocation of cellular resources to phys-

iological processes and pathways, thereby influencing the

molecular composition of the cell in response to environmental

conditions, such as bacterial response to antibiotics, and how

they respond such as to minimize disruption [1].

While there is a wealth of literature on bacterial growth

laws [1], [2], [4], the available body of research on eukaryotic

cells is comparatively small. However, some seminal studies

have shown clear evidence of growth laws in both yeast and

cancer cells [5], [6], [7] but at the same time, these studies

often lack the experimental data required to validate their

quantitative models or are more phenomenologically oriented.

My PhD project aim at performing ”knowledge transfer” of

powerful tools that emerged from previous work in bacteria

to eukaryotic cells, in particular using the budding yeast

Saccharomyces cerevisiae as model system.

One of the major breakthroughs in the field of growth laws

was the discovery and mathematical description of the so-

called ”first growth law” [1]. This empirical relation, demon-

strates that the bacterial growth rate is primarily determined by

the ribosome content, independently from the specific details

of the media in which cells are grown or metabolic network

configurations, and budding yeast exhibits a similar linear

relationship between ribosome content and growth rate [5].

However, the underlying mechanisms in yeast remain unclear.

Growth laws have been successful in explaining bacterial

growth physiology using simple mathematical relationships,

and the preliminary findings reported in this manuscript sup-

port that these laws and mathematical frameworks could also

be applied to eukaryotes. In particular, we have shown that

similarly to bacteria, cell growth is jointly set by increasing

the translation elongation rate and the ribosome content. The

applicability of these mathematical frameworks could be rele-

vant also in a cancer context, particularly a robust quantitative

theory that explains how cell growth is controlled and how

it’s disrupted can uncover key trade-offs useful for developing

novel treatments and biomarkers.
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Abstract—This preliminary case study examines the integra-
tion of psychophysiological and projective methods in the assess-
ment of two individuals with differing psychiatric conditions:
one with major depressive disorder (MDD) and the other with
schizo-obsessive psychotic features. Galvanic skin response (GSR)
and eye-tracking were recorded during the administration of
the Rorschach inkblot test to explore patterns of affective and
attentional engagement. The goal was to investigate whether
physiological and perceptual markers align with clinical ob-
servations and projective test responses. Early findings suggest
that such multimodal approaches may offer valuable insights
into emotional reactivity and perceptual organization across
different diagnostic profiles. This case-based approach highlights
the potential utility of combining traditional clinical tools with
objective measures to support differential diagnosis.

Keywords-visual perception; cognitive functions; eye tracking;
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This preliminary case study explores the use of multi-

modal assessment—combining projective techniques with psy-

chophysiological and perceptual data—in the evaluation of

two patients with differing psychiatric diagnoses: one diag-

nosed with major depressive disorder (MDD) and the other

with obsessive-compulsive disorder accompanied by psychotic

features (a schizo-obsessive profile). The aim of the study

was to examine whether real-time physiological responses

and visual-perceptual patterns elicited during the Rorschach

Inkblot Test can reflect underlying emotional and cognitive

processes characteristic of these diagnostic categories[1][2].

To this end, galvanic skin response (GSR) and eye-tracking

measures were recorded during the administration of the digi-

tal Rorschach test. The GSR data were analyzed for stimulus-

related reactivity, while the eye-tracking component provided

insights into attentional dynamics, including fixations, sac-

cades, and gaze stability. The results suggest contrasts between

the two cases which correspond the characteristics of the two

psychiatric conditions and also the test results.

Overall, the study illustrates the potential of integrating

physiological monitoring and perceptual analysis with projec-

tive psychological assessment to yield a richer, more differen-

tiated understanding of individual psychopathology. Although

the findings are based on only two cases and cannot be gener-

alized, they support the value of such multimodal approaches

in clinical research and highlight promising directions for fu-

ture investigation into the psychophysiological underpinnings

of affective and psychotic disorders.

Fig. 1. Comparison of the GSR-pattern of the two patients during the
presentation of Card IX. Top: major depression, bottom: schizo-obsessive,
psychotic spectrum
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This progress report is based on [1].

Abstract—In this report we develop a Neumann-Neumann type
domain decomposition method for elliptic problems on metric
graphs. We describe the iteration in the continuous and discrete
setting and rewrite the latter as a preconditioner for the Schur
complement system. Then we formulate the discrete iteration as
an abstract additive Schwarz iteration and prove that it converges
to the finite element solution with a rate that is independent of
the finite element mesh size. We show that the condition number
of the Schur complement is also independent of the finite element
mesh size. We provide an implementation and test it on various
examples of interest and compare it to other preconditioners.

Keywords-quantum graphs, elliptic partial differential equa-
tions, nonoverlapping domain decomposition methods, finite
element methods

I. INTRODUCTION

In recent decades differential operators on metric graphs

have found a myriad of applications when describing quasi-

one-dimensional phenomena in a broad range of fields, such

as classical wave propagation in wave guide networks [2], cell

differentiation [3].

We consider a quantum graph; that is, a metric graph G =
(V,E) equipped with an elliptic differential operator on each

edge and certain standard vertex conditions. Each edge e ∈ E

is assigned a length ℓe ∈ (0,∞) and a local coordinate x ∈

[0, ℓe]. To define the vertex conditions, let us denote by Ev the

set of edges incident to the vertex v ∈ V, and by dv = |Ev| the

degree of v ∈ V. We denote by int(G) the set of vertices with

degree dv > 1 and by ∂G the set V\int(G). We seek solutions

that are continuous on G and satisfy the Neumann-Kirchhoff

(often called standard) condition, given as
∑

e∈Ev

ce(v)u
′

e
(v) = 0, v ∈ V.

We wish to approximate the solution in the finite element

framework. In [4] a special finite element is assigned to the

vertices that have a star shaped support on the neighbouring

edges ensuring the continuity of solutions, and use standard

finite elements on the edges. However, the size of the cor-

responding stiffness matrix can grow quickly and it loses

its banded (tridiagonal) nature compared to one-dimensional

problems.

To overcome such issues, we investigate a Neumann-

Neumann type nonoverlapping domain decomposition method.

II. NEUMANN-NEUMANN METHOD

We start by decomposing G into arbitrary disjoint (w.r.t. its

edges) subgraphs
{

Gi = (Vi,Ei)
}

i=1,2,...,N
with ni = |Vi|

and mi = |Ei|. We note that each subgraph is itself a metric

graph and that a subgraph may consist of only one edge. The

set of vertices that are shared on the boundary of multiple

subgraphs will be denoted with Γ and called the interface. The

corresponding function values are denoted as uΓ =
(

u(v)
)

v∈Γ
.

Let us consider the linear equation Au = f arising

from the finite element approximation of the quantum graph

G = (V,E), where A is a symmetric, positive definite matrix.

We assume that G is partitioned into two nonoverlapping

subgraphs
{

Gi = (Vi,Ei)
}

i=1,2
; that is, we have that

E = E1 ∪ E2, E1 ∩ E2 = ∅, Γ = V1 ∩ V2.

The Neumann-Neumann method can be written as a pre-

conditioned Richardson iteration on the Schur-complement of

the stiffness matrix as follows:

uk+1
Γ − uk

Γ = ¹
(

S(1)−1
+ S(2)−1

)

(

gΓ − Suk
Γ).

We note that we formulate this Richardson iteration mainly for

historical reasons and to avoid the inconvenience of expressing

the update of uΓ in the case of a more sophisticated iteration.

However, in practice, one should instead use a preconditioned

conjugate gradient (PCG) or minimal residual method. Our

main results are as follows.

Theorem 1: The condition number of the Schur comple-

ment S is a constant that is independent of ĥ and satisfies the

bound »(S) ≤ Cdmax.

Theorem 2: The Neumann-Neumann algorithm converges

to the finite element solution with a geometric rate that is

independent of ĥ.
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Abstract—Single alpha-helices (SAHs) are regions in pro-
teins with unique mechanical properties, forming long stable
monomeric helical structures in solution. To date, only few
naturally occurring SAH regions have been extensively char-
acterized, mostly from myosins, thus, the variability of the
structural and dynamical aspects of SAH regions in proteins
is largely unexplored. Drebrin (developmentally regulated brain
protein) contains a predicted SAH segment with unique sequence
characteristics, including the presence of aromatic residues within
the SAH region and the strong preference of arginine over
lysine residues in its C-terminal half. In this work, using CD
and NMR spectroscopy combined with SAXS measurements,
we prove that the Drebrin SAH is helical and monomeric in
solution. NMR resonance assignment required the use of specific
4D techniques to overcome the severe signal overlap resulting
from the low complexity nature of the sequence and its largely
helical conformation. To characterize its structural properties in
more detail, we have generated a structural ensemble consistent
with Ca, Cb chemical shifts and SAXS data. The ensemble reveals
that while the structure is primarily extended, its helicity is not
uniform along the sequence and it can deviate from the straight
helical conformation. Our results suggest that the dynamic
rearrangement of salt bridges and the presence of potential
transient cation-pi interactions participate in the formation and
stabilization of both helical and non-helical local conformational
states.

Keywords-SAH, NMR Spectroscopy, SAXS, Molecular dynam-
ics

I. INTRODUCTION

Drebrin modulates and regulates several functions of the

nervous system, thereby responsible for a few molecular mech-

anisms involved in learning and memory [1]. Drebrin (Devel-

opmentally Regulated Brain Protein) is an actin-cytoskeleton

organizing protein [2], which has key importance in the

morphogenesis and organization of the dendritic spine. Earlier

studies reported its actin-bundling, actin-binding, and actin-

depolymerizing properties, thereby showcasing its importance

in the PSD (Postsynaptic Density). [3].

My goal was to corroborate the results yielded by earlier

functional investigation of Drebrin, and to extend the available

knowledge with structural information. In addition to the

expression and experimental investigation of protein segments,

my goal was to interpret my results from a holistic perspective

and apply bioinformatic methods, to build an integrative

model from the Single Alpha-Helix (SAH) in Drebrin [4]

that describes the structure and behavior of this non-globular

protein segment in as much detail as possible.

II. METHODS

After molecular cloning and protein purification, NMR

experiments were performed on a 800 MHz Bruker Avance

spectrometer equipped with a cryoprobe. SAXS measurements

were measured at the EMBL-P12 bioSAXS beam line (DESY,

Hamburg Germany ).

III. RESULTS

Driven by NMR and SAXS data, further aided by molecular

dynamics simulations, I constructed an ensemble-based model

of the single alpha-helix, which reflects both the local and

global structural parameters revealed by experiments and high-

lights the formation of a transient network of salt bridges and

cation-pi interactions that provide the extraordinary stability

of the helical motif.

Fig. 1. Simplified representation of the integrative modeling methodology.
A model consisting of 60 conformers was created using a selection procedure
driven by SAXS and NMR experimental data and aided by MD simulations.
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“Detection of single alpha-helices in large protein sequence sets using
hardware acceleration,” Journal of Structural Biology, vol. 204, pp. 109–
116, Oct. 2018.

.

S. VARGA, “Complementary application of NMR and SAXS to study the non-globular regions in the postsynaptic Drebrin protein” in PhD Proceed-
ings – Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2025. G. Prószéky,
G. Szederkényi Eds. Budapest: Pázmány University ePress, 2025, pp. 48–48.

48



In vitro and in vivo characterization of long and

flexible, flip chip bonded, polymer neural probes

Levente VÍG
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Abstract—Flexible neural probes are increasingly used in
chronic brain implants due to their improved biocompatibility
and ability to better match the mechanical properties of neu-
ral tissue, which helps minimize long-term signal degradation.
However, many current designs lack the structural features
needed to access deeper brain regions, limiting their versatility.
This work presents a polymer-based neural probe platform
that integrates flip chip bonded components to enhance both
flexibility and structural integrity. The design enables reliable
insertion and stable performance across various brain depths.
Validation through in vitro testing and in vivo recordings in
rodents highlights the platform’s potential for long-term neural
interfacing with consistent signal quality.

Keywords-neural implant; flexible polymer probe; electrophys-
iology; deep brain recording

I. INTRODUCTION

The high prevalence of neurological disorders such as

epilepsy and Parkinson’s disease underscores the urgent need

for improved diagnostic and therapeutic technologies. In the

pursuit of effective interventions, the limitations of tradi-

tional rigid micro-electromechanical system (MEMS) elec-

trodes—such as their mechanical mismatch (e.g., Young’s

modulus) with brain tissue and potential for long-term dam-

age—have prompted interest in alternative approaches [1]. One

promising direction is the use of flexible depth electrodes,

which offer less invasive means to access subcortical regions

with reduced tissue disruption, hence reduced immune re-

sponse. Exploring the integration of such polymer-metal elec-

trode technologies may open new avenues for both research

and clinical applications in neural signal recording and even

the modulation of neurons.

II. METHODS

Neural probes were fabricated on standard-sized silicon

wafers using ordinary cleanroom processes (photolithography,

metal deposition etc.), and they consist of multiple polymer-

based components assembled through precious metal bond-

ing. The modular design enables the construction of highly

elongated (10-30 cm) probes suitable for deep brain access.

Each probe features a cone-shaped, flexible shank with lin-

early arranged microelectrodes composed of Iridium Oxide.

Variations in probe architecture include differences in metal

layer configurations and electrode placements [2]. In vitro

characterization of the mentioned probes was conducted using

electrochemical impedance spectroscopy in saline solution to

assess electrode performance before implantation. Later on,

acute in vivo implantation (followed by data collection and

analysis) of the probes into rat cortical, hippocampal, and

thalamic regions under anesthesia was done to refine surgical

handling and test recording feasibility. Figure 1 shows an

example of this recording, where the channels with low and

high impedance magnitude are also marked.

Fig. 1. In vivo recording from an anesthetized rat

III. RESULTS AND DISCUSSION

Impedance measurements revealed that the microelectrodes

maintained a stable and acceptable magnitude level, averag-

ing around 200 kΩ at 1 kHz. This indicates proper elec-

trode–electrolyte coupling under physiological conditions. In

anesthetized rats, we successfully recorded high-quality local

field potentials and robust multi-unit activity from functional

microelectrodes (Figure 1), demonstrating the reliability and

sensitivity of our data acquisition system in capturing both

low- and high-frequency neural signals.

Since the tested extended probes were functional in short

term, our future plans include chronic implantation of them in

rodents and large animal models (e.g., cats) to evaluate their

long-run electrophysiological performance, as well as testing

the stimulation capabilities of the devices.
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Áron WEBER

(Supervisors: Attila CSIKÁSZ-NAGY, Erzsébet FICHÓ)
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50/a Práter street, 1083 Budapest, Hungary
weber.aron@itk.ppke.hu

Abstract—Proteins usually function by forming complexes
through dynamic interactions with other proteins in the cell.
While several databases catalog known protein complexes, these
resources remain incomplete due to the labor-intensive nature of
in vitro validation. This provides opportunity for in silico methods
to be employed, either based on cell simulation, machine learning
or network-based approach, among others.
We present a novel approach that employs the CYTOCAST
DIGITAL TWIN Cell™, a stochastic spatial simulator driven
by multiomics data, to model the complexome of Saccharomyces
cerevisiae. Predicted complexes were filtered to exclude those
resembling known references and were pruned of non-essential,
peripheral proteins, to obtain their functional core part.
Several of our predicted complexes closely resembled those gener-
ated by ClusterOne on the same interaction network. The spatial
structures of predicted complexes were further validated using
AlphaFold3, and the pDockQ score for evaluating the fidelity
of these structures. If verified in vitro, these predictions could
enhance our understanding of cellular processes and uncover
new potential drug targets.

Keywords-protein complex prediction; complexomics; compu-
tational simulation

SUMMARY

Understanding the functional architecture of the cell re-
quires comprehensive mapping of the complexome—the full
set of protein complexes within a cell. While experimental
databases like ComplexPortal and CORUM provide valu-
able insights, they remain incomplete due to the laborious
nature of in vitro validation. Computational methods, in-
cluding network-based clustering and machine learning, have
emerged to bridge this gap. This study introduces a novel
simulation-based approach using the CYTOCAST DIGITAL
TWIN Cell™, a stochastic, spatial simulator driven by multi-
omics data, to predict protein complexes in Saccharomyces

cerevisiae.
The simulation integrates protein-protein interactions,

domain-domain interactions, and protein abundance data to
model dynamic complex formation in a 3D cellular envi-
ronment. Simulations were run 100 times to reduce noise
stemming from stochasticity. Predicted complexes were clus-
tered, then pruned, isolating core functional units by removing
peripheral, low-importance proteins. Two strategies were em-
ployed during clustering. First, we performed an uninformed
clustering where no reference data was used. In the second
strategy, simulated complexes were first matched to known
complexes using cosine similarity, followed by clustering of
the unmatched results.

Predicted complexes were compared to those generated by
ClusterONE, a gold standard clustering algorithm. Structural
validation was performed using AlphaFold3, and complex
fidelity was assessed via pDockQ scores. One of the key
results we obtained is the prediction of a six-subunit pyridoxal
5’-phosphate synthase complex, matching both ClusterONE

predictions and subcomplex dimers present in ComplexPortal.
The predicted structure showed biologically plausible pDockQ
scores, significantly outperforming random protein sets.

This simulation-based approach demonstrates potential for
uncovering novel protein complexes, complementing existing
computational and experimental methods. In our future work,
we plan on focusing mostly on refining clustering techniques.
Additionally, we will also explore the possibility of in vitro

validation.

Fig. 1. pDockQ score distributions for the putative six-subunit pyridoxal
5’-phosphate synthase complex, two reference complexes, and two random
protein sets
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I. INTRODUCTION

Detect and Avoid (DAA) algorithms are crucial for UAVs

(Unmanned Aerial Vehicles) to avoid mid-air and near mid-

air collisions. Pilots of medium to large airborne systems

are, in most cases, unable to recognize and avoid smaller,

non-cooperative aircraft (e.g. drones, balloons, light aircraft).

Classical approaches of vision-based DAA include commonly

used computer vision techniques with the following steps:

frame stabilization, background-foreground separation, filter-

ing, detection, and tracking. A vision-based closed-loop Sense

and Avoid System (SAA) was proposed by Zsedrovits et al.

in [1]. Modern visual DAA algorithms, such as AirTrack

[2] rely on deep neural network-based object detection and

tracking methods. The goal of the author is to further develop

DAA/SAA methods in the ways detailed later. As a starting

point, two modern methods were examined: AirTrack [2] and

NEFELI [3].

II. STATE-OF-THE-ART DAA METHODS

The detection and tracking module of AirTrack is based on

CenterNet [4] and CenterTrack [5]. CenterNet simply extracts

a single center point per object without the need for grouping

or post-processing. Objects are represented by a single point

at their bounding box center. Other properties, such as object

size and dimension are then regressed directly from image

features at the center location. Object detection becomes a

standard keypoint estimation problem this way. CenterTrack

is a point-based algorithm for joint detection and tracking.

CenterNet detector is adopted to localize center points which

are then tracked through time. Specifically, the detector is

conditioned on two consecutive frames as well as a heatmap

of prior tracklets. This algorithm is end-to-end differentiable

and can be trained on static image datasets too [5].

NEFELI is also a vision-only onboard deep learning frame-

work used for object detection and tracking, but its detection

module is based on a former version of YOLO (v5) [7].

Detection capabilities were enhanced by a sliced inference

method which improves detection accuracy for distant and

small objects while maintaining real-time performance [3].

III. IMPROVING THE PERFORMANCE OF DAA

The improvement is planned using the following techniques

(described later in detail and shown in Figure 1.):

• Pre-processing/filtering with additional methods

• Enhanced detection: Using different methods in different

steps/situations

• More accurate calculation of Closest Point of Approach

(CPA) and tCPA using additional input data (e.g. from

IMU)

Fig. 1. DAA architecture with the proposed enhancements

• Generating training samples with image captioning to

improve closed-set accuracy [6]

The improved DAA algorithm should be built based on

the key components described above. The enhancement will

include a multi-level detection method and a more accurate

and effective CPA/tCPA calculation using additional flight

data available. This requires the creation of a new dataset

containing images and videos of various airborne objects,

captured from a UAV, with available IMU data and range

information of aircrafts.
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Abstract—We compare recent Intel and AMD x86 processors
on representative memory-bound HPC workloads to assess both
raw throughput and power efficiency. Our results show that next-
generation CPUs deliver notable performance-per-watt gains and
that cache-blocking tiling can yield improvements on par with
those from hardware upgrades.

INTRODUCTION

HPC workloads increasingly face memory-bound bottle-
necks alongside growing power-cost pressures, yet modern x86
CPU generations lack unified performance-per-watt compar-
isons. This study benchmarks Intel (Sapphire Rapids, Emerald
Rapids, Granite Rapids, Sierra Forest) and AMD (Milan,
Genoa) processors on representative memory-bound kernels
to guide architecture selection.

I. METHODS

We describe eight test platforms spanning Intel’s Sapphire
Rapids (with and without HBM), Emerald Rapids, Granite
Rapids, Sierra Forest (96 and 192 core) and AMD’s Milan
and Genoa CPUs - deployed on the Intel Developer Cloud,
the Komondor supercomputer, and a Google Cloud VM.

We evaluated seven proxy applications (CloverLeaf[1],
OpenSBLI[2], RTM, Acoustic[3], MG-CFD[4], Volna[5],
miniBUDE[6]) implemented in the OPS[7] and OP2[8] DSLs,
running in pure MPI and hybrid MPI+OpenMP modes.

Each configuration runs four iterations (first excluded for
cache warm-up), reporting average wall clock time and band-
width (normalized to peak DDR/HBM). RAPL counters (In-
tel/Milan) and external instrumentation provide power data for
perf-per-watt metrics.

II. RESULTS

A. Overall Performance

Figure 1a shows GNR leading at a 2.7× speedup over SPR
DDR, with SPR+HBM at 2.4×, SRF 192c at 1.9×, EMR at
1.4×, and SRF 96c at 1.1×. Latency-sensitive kernels saturate
nearly 100% of peak bandwidth, while higher-order stencils
and unstructured codes achieve only 45–65%, revealing resid-
ual memory-latency limits.

B. Energy Efficiency

Figure 1b shows GNR and SRF 192c reach about 1.9×
perf-per-watt versus SPR DDR, with EMR at 1.5× and SRF
96c at 1.8×. This demonstrates that both high-bandwidth and
many-core designs deliver significant energy savings alongside
performance gains.
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Fig. 1: (a) Raw performance across architectures. (b) Energy
efficiency across architectures.
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Abstract—Due to limited human resources there is a need for
automatization of postpartum anamnesis and patient records.
The medical terminology, abbreviations and their many pronun-
ciations require a specialized fine-tuning of existing speech-to-text
transcription models. In this research, we are heavily enriching
the available, very small dataset with synthetic text and synthetic
voices for the model training.

Keywords-transcription, TTS, STT, medical, anamnesis

I. INTRODUCTION

The need for automated postpartum anamnesis transcription

was identified meeting with doctors from Semmelweis Uni-

versity, Budapest. The requirements for such a system include

ease of operation, accurate transcription of spoken postpartum

anamnesis and medical records, immediate feedback with the

option for correction, and automatic generation of a digital

record conforming to a predefined structure and format. While

similar tools exist with varying degrees of accuracy [1],

the specialized medical terminology of specific fields limits

the universal applicability of even high-performing AI-based

solutions. These systems typically require separate training or

fine-tuning for each field.

II. METHODS

OpenAI’s Whisper [2] is a state-of-the-art text-to-speech

architecture, and it includes a pretrained model for the Hun-

garian language. Although it was not originally designed

for real-time use, Whisper.cpp [3], a fast, community-driven

C++ implementation, allowed us to achieve near-real-time

continuous transcription of Hungarian speech with acceptable

accuracy in everyday language. However, a specialized dataset

was needed to fine-tune the model for postpartum anamnesis

transcription. We requested a set of anonymized anamneses

from doctors at Semmelweis University (SU). The provided

text encompassed approximately 3500 words across 20 cases.

Due to limited human resources, a significantly larger dataset

was not feasible. Therefore, we employed various generative

language models to create artificial, synthetic anamnesis texts.

These synthetic texts were subsequently reviewed and vali-

dated by a medical resident and PhD candidate specializing in

the field. Next, we are using the resulting text data to create

a corresponding voice dataset. To achieve this, we augmented

the text with all the different pronunciations of each critical

term and abbreviation. This approach may guide the AI during

fine-tuning, enabling it to transcribe different pronunciations to

the same written word. Aside from human participants reading

this text, we are generating synthetic voice data using text-

to-speech (TTS) AI solutions. XTTS-v2 [4], a suitable and

convincing model supporting the Hungarian language.

Fig. 1. Flowchart of the database creation and fine-tuning of Whisper for
anamnesis transcription at a Hungarian neonatalogy.
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Abstract—This study aims to develop a soft resistive sensor
for continuous noninvasive measurement of respiratory activity.
The designed sensor is tested on the abdomen and chest circum-
ferences to detect body movements related to the respiratory
process. The measurement results of the designed sensor were
evaluated and validated with the results obtained from the
OptoForce sensor. The test results demonstrate a high correlation
between the measurements from both sensors, as seen by the
similar amplitude and frequency characteristics of the signals
recorded during various respiratory types.
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I. SUMMARY

The respiratory rate is an essential vital sign that requires

continuous monitoring. This continuous monitoring is cru-

cial for preventive efforts aimed at the early detection of

serious respiratory diseases, including asthma, sleep apnea,

and chronic obstructive pulmonary disease (COPD) [1]. A

common symptom of these three conditions is a sudden change

in respiratory rate. The normal respiratory rate in a state of

rest is between 12 and 20 breaths per minute. Deviations in

respiratory rate from this range may indicate a compromised

respiratory system.

The traditional methods for evaluating respiratory function

are spirometry and lung plethysmography. Spirometry involves

utilizing a mouthpiece to measure the volume of air inhaled

and exhaled from the lungs, assess airflow speed during respi-

ration, and indirectly evaluate the respiratory rate. Meanwhile,

lung plethysmography employs an airtight chamber with a

specified air volume, where the variations in gas pressure

within the chamber during the testing period are analysed to

evaluate respiratory function parameters [2]. Although capable

of providing accurate results, these two instruments rely on

bulky instruments, and the measurement procedures require

supervision by medical staff. Therefore, they are impractical

for the continuous and independent monitoring of respiratory

activity. These limitations highlight the need for an advanced

instrument to monitor respiratory function continuously, espe-

cially during daily activities.

Numerous studies have explored the continuous noninvasive

measurement of respiratory activity, particularly those employ-

ing sensors utilizing capacitive and piezoelectric transduction

mechanisms. However, these sensors are highly susceptible to

noise in the measurement environment [3]. In this research,

we present the implementation of a soft resistive sensor based

on resistive yarn for continuous noninvasive measurement of

respiratory activity. Resistive yarn is a type of yarn that varies

its resistance value when subjected to mechanical stress on its

surface. The evaluation of respiratory activity is based on body

movements that occurred during the inhalation and exhalation

Fig. 1. Frequency spectra of measurement using resistive yarn.

periods of breathing. The test was conducted on the abdomen

and chest circumference. To validate the measurement results

of the designed sensor, they were compared with the measure-

ment results of the OptoForce sensor. The OptoForce sensor

was previously employed by Foldi et al. [4] in their study

for the continuous noninvasive measurement of arterial blood

pressure waveforms.

This study conducted respiratory tests on three types of

breathing: normal, deep, and rapid. The objective was to

evaluate the sensor’s ability to detect respiration through a

wide range of amplitudes and frequencies. Fig. 1 illustrates the

frequency spectra obtained from measurements using resistive

yarn on the abdomen for these different respiratory patterns.

The dominant frequency captured by the resistive yarn cor-

responds identically to the measurement obtained from the

OptoForce. The thorough signal analysis indicates that the

amplitude of the resistive yarns is comparable to that of the

OptoForce for all three evaluated respiratory patterns.
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Abstract—The literature of Electrical Load Classification is di-
vided into Intrusive and Non-intrusive methods, both having their
own benefits and limitations. By combining these approaches, it
is possible to create a load classification system that resolves
these limitations. We show how a smart plug-based system can
be extended to detect multiple electrical loads that are connected
to the same plug in parallel. With this capability, the installation
cost of a smart plug-based system can be significantly reduced.

Keywords-Electrical Load Classification; Smart Plugs; Home
Energy Management

I. INTRODUCTION

With the spread of renewable, non-controllable energy re-

sources, balancing the production and demand-side of the

electrical grid becomes even more challenging. To best utilize

renewables, grid load composition data and Demand-Side

Management are needed.

Electrical Load Classification is generally divided into Non-

Intrusive and Intrusive Load Monitoring (NILM and ILM).

NILM is an inexpensive way to collect aggregated consump-

tion data utilizing smart meters, but additional disaggregation

steps are required to infer appliance-level power consumption.

With ILM, each appliance is measured separately using Smart

Plugs, which offer accurate, appliance-level consumption data

and load control capabilities but at much higher installation

costs.

II. MOTIVATION

With smart plugs, it is assumed that at most one load

is connected at a time. The system is not prepared for the

scenario in which multiple appliances are connected to one

plug via an extension cord (Figure 1). The detection algorithm

may incorrectly classify a sample as a different load. This

presents a serious problem, since incorrect scheduling may be

applied to the connected loads.

III. METHODOLOGY

Using our previously built smart plug [1], [2], a large dataset

of 32000 measurements was collected. A Convolutional Neural

Network (CNN) was used to classify the samples. To enable

multi-label output in neural networks, we can select the top N

neurons with the highest output. By training the neurons to fire

if their corresponding electrical load is present in the input,

the top N neurons by their output can be considered as the

connected loads. To determine N, we opted to use the same

CNN. By adding three neurons to the output, these can be

trained to recognize one-, two-, and three-load combinations.

This way, the output of the CNN is divided into two parts.

The first part, each load class has its corresponding neuron,

while the second part of the network predicts the number of

loads. The output of both parts of the network is normalized

separately.

Fig. 1. Smart Plug system with multiple loads connected to one plug

IV. RESULTS

The distribution-part of the network achieved an average of

98.17% accuracy rate, while the load count estimation part

achieved 99.13%. Using a combined accuracy measure, the

rate was 97.39%.

The scalability of the method was also explored. By reduc-

ing the number of training samples for multi-load combina-

tions, we could achieve a 7-fold reduction of measurement

time with an accuracy rate of 88.44%.

V. CONCLUSIONS

We presented a novel load classification method, enabling a

trade-off between the smart plug system’s installation cost and

the control granularity for the connected appliances, as well

as providing a more robust load detection method, capable

of correctly detecting multiple electrical loads connected in

parallel to the same smart plug.
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Abstract—We present recent sensor integration advancements
in a soft wrist exosuit that uses fabric pneumatic artificial
muscles (fPAMs) for assistive and rehabilitative applications.
Key improvements include higher-accuracy inertial measurement
units (IMUs) for joint angle sensing, a force-sensitive resistor
(FSR)-based pressure anchoring system for user comfort, and
preliminary implementation of electromyography (EMG) sen-
sors for user-intent detection. In preparation for user testing,
we developed a graphical user interface (GUI) to streamline
interaction. The GUI allows real-time monitoring, trajectory
selection, and system control through an intuitive display. These
improvements enhance the system’s reliability and usability,
moving the exosuit closer to clinical readiness.

Keywords-Soft robotics, exosuit, wearable sensors, EMG, IMU,
graphical interface, pneumatic actuators.

I. OVERVIEW

Soft exosuits offer a lightweight and compliant alternative

to rigid robotic exoskeletons, particularly for applications in

stroke rehabilitation and daily activity assistance. Building on

our prior design that uses fPAMs [1] to actuate the wrist [2],

this work focused on improving the sensing infrastructure and

interface usability.

First, we evaluated the sensing accuracy of the BNO085

IMU (inertial measurement unit) against its predecessor, the

currently applied BNO055 model, using a hinged test setup.

Results indicated significantly improved stability and reduced

drift with the newer model, motivating its integration into the

wearable system.

Second, we implemented an FSR (force sensitive resistor)

sensor in the pneumatic anchoring sleeve’s [3] inner layer

to monitor surface pressure and regulate inflation through

a closed-loop proportional integral feedback controller. This

provides a more comfortable and safe user experience, ac-

commodating arm motion and potential air leakage.

Third, we demonstrated intent-based actuation by integrat-

ing a reusable EMG (electromiography) sensor. Muscle signals

from the forearm were used to trigger real-time inflation

and deflation of the corresponding fPAM on a dummy arm.

Figure 1 shows an example test with distinguishable signals

from short and sustained contractions that triggered actuator

response in the exosuit.

Finally, we implemented improvements to the controller

and user interface. The current, pressure-based antagonistic

feedback controller was updated using our previously derived

exosuit torque model. This work includes the refinement of the

fPAM force model and testing the controller in simulation.

To support the clinical applicability of the exosuit, a custom

GUI (graphical user interface) was created in Processing. It

enables live joint angle plots, IMU calibration feedback and

data recording control to ensure easy-to-access operation.

Fig. 1: EMG-triggered exosuit control: muscle activation

(right) actuates the corresponding fPAM of the exosuit on the

a dummy-hand (left).

II. CONCLUSION

Sensor integration enhancements and interface development

have significantly improved the functionality and usability

of our wrist exosuit. These upgrades enable more precise

tracking, safe use, and early-stage intention recognition. Future

work will focus on embedding these technologies into a

compact prototype and conducting pilot user studies to assess

performance in clinical contexts.
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50/a Práter street, 1083 Budapest, Hungary

somogyi.david@itk.ppke.hu

Abstract—Actuator dynamics significantly impact mechatronic
control systems, especially in cost-optimized industrial setups
where motors operate near their limits. The nonlinear behavior of
Permanent Magnet Synchronous Motors (PMSMs), particularly
at high speeds, can degrade control performance. To address
this, a feedback linearization approach is proposed for torque
control, using a derived rotor speed reference to maintain linear
behavior and handle sudden load changes. Integrated into an
electromechanical power steering (EPS) system, this method
outperforms standard linear control by improving consistency
and stability across the operating range.

Keywords-Feedback linearization, Actuator dynamics, Nonlin-
ear control

I. INTRODUCTION

Permanent Magnet Synchronous Motors (PMSMs) are

widely used in mechatronic systems due to their high per-

formance, cost-effectiveness, and adaptability. Standard con-

trol methods include Field-Oriented Control (FOC) [1] and

Direct Torque Control (DTC) [2]. While FOC uses coor-

dinate transformations to simplify control, it still relies on

linear PI controllers, resulting in nonlinear motor behavior

across varying operating conditions. Similarly, DTC avoids

transformations but still exhibits nonlinear dynamics. These

nonlinearities, especially when combined with field-weakening

techniques [3], can degrade performance in high-level systems

by introducing oscillations or instability.

To address this, nonlinear control strategies such as feed-

back linearization and Active Disturbance Rejection Control

(ADRC) have been explored for PMSMs [4]–[6]. However,

actuator control is often treated in isolation rather than as part

of an interconnected system.

The main contribution is a feedback linearization method for

PMSMs with a torque control objective, capable of handling

arbitrary load variations within the limits of estimation band-

width. This method is embedded into an electromechanical

power steering (EPS) system, demonstrating improved linear-

ity and enhanced stability across the operating range.

II. PMSM CONTROL VIA FEEDBACK LINEARIZATION

For the steering application, the primary control objective is

reference tracking, where the actuation signal corresponds to

the required motor torque. As a result, the reference input to

the motor controller is typically expressed in terms of either

torque or current. The role of the controller is therefore to

accurately regulate the torque output of the motor.

Fig. 1. Time constant of the motor in different operating regions.

Fig. 1 presents the motor’s time constant across various

operating points as a function of rotor speed and requested

torque. A key benefit of the PI-controlled, feedback-linearized

motor is its consistent dynamic behavior throughout the entire

operating range. In contrast, the conventional PI-controlled

motor displays significant variation in its dynamic response.

Although both control strategies are tuned to deliver compara-

ble performance under nominal conditions, the feedback lin-

earization approach demonstrates superior performance under

extreme operating scenarios.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—In recent decades, researchers have explored

various physical phenomena for computing and signal

processing. One promising path is micromagnetics, spin-

wave computing in particular, which offers the potential

for reduced device size, low power consumption, and

high operational speed. Minimizing size and energy con-

sumption is critical in numerous application domains.

A viable approach involves developing hybrid systems,

where specialized non-digital technologies replace and

outperform specific components of conventional computing

architectures.

The proposed stripe convolver is a spin-wave-based de-

vice capable of high-speed convolution of temporal signals,

which utilizes the inherent nonlinearities of micromagnetic

systems, while consuming a low amount of energy. Possible

applications are in the fields of neuromporh computing

[1], RF systems, and, in general, any application that uses

convolution or cross-correlation operations in any way.

Keywords-spin-wave, magnon, signal processing, ma-

chine learning

I. INTRODUCTION

The stripe convolver can be introduced as the magnonic

cousin of the three-port elastic SAW convolver [2]. This

rectangular device measures between a few and a few hundred

microns on its sides, is stretched along the wave propagation

axis, and usually has a thickness of up to 30 nm. This stripe is

made out of yttrium iron garnet and is exposed to a constant,

uniform bias field that sets the direction of magnetization

and the axis of precession, and two additional time-varying

external magnetic fields at the opposite short ends. These input

fields are induced by the current flowing in thin wires over

the film at the ports. Both current signals are modulated with

the frequency of the carrier ωc. As the waves generated by

the external fields propagate in opposite directions, a standing

wave will emerge in the region where the waves overlap.

Taking the spatial average of the standing wave results in

the convolution of the two input signals. The appearance of

the frequency 2ωc is the result of the nonlinear nature of the

system 1.

II. CONSIDERATIONS ABOUT THE STRIPE CONVOLVER

Amplitude Nonlinear waves are a requirement for the

convolver to work. However, it is also important to keep the

excitation amplitude under control, as magnetization dynamics

tend to get chaotic when reaching certain amplitude levels.

These amplitude ranges are non-trivial and depend heavily on

the device dimension, and geometry of wave propagation. In

fact, the relative direction of propagation and bias field dictate

Fig. 1. The source of nonlinear nature of spin waves comes from the
non-identical precession in different directions. In linear case, assuming a
sinusoidal pulsing external field, and steady-state, the magnetization moves
on a circle-like manifold. Here, on the other hand, we can see this saddle-like
trajectory. This shape is the reason, why different components have different
precession frequencies.

the optimal measurement alignment, which is crucial in device

design [3].

Frequency It is known that the carrier frequency of an

amplitude-modulated signal must be substantially higher than

the maximum frequency of the baseline signal, which sets

some restrictions on the set of possible inputs. In practice,

this might not be a serious limitation as very high frequencies

can be easily handled by the convolver.

Validity The main limitation of the device is the finite

length convolution window. Both signals must be entirely

under the readout device; otherwise, the result is truncated.
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(Supervisors: Ádám PAPP, György CSABA)
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Abstract—Recently, several publications have emerged in

the field of magnonics, presenting machine-learned spin-

wave scatterers for wave interference–based neuromorphic

computing. Although these devices demonstrate promising

computational performance, they often function as black

boxes, providing limited insight into the underlying mech-

anisms of their operation. Here, I present a theoretical

investigation to examine the functioning of a spin-wave

interference–based network, drawing comparisons with

the principles of optical holography. The study reveals

the differences between optical and linear spin-wave prop-

agation, and provides an overview of how the linear

holographic phenomena capture linear dependencies of

the encoded patterns. Furthermore, it introduces machine-

learned templates to enhance the performance of holo-

graphic image processing.

Keywords-spin-wave, machine-learning, holography

I. INTRODUCTION

Interest in unconventional neuromorphic hardware has

surged in recent decade for several reasons. As the fundamen-

tal goal of neuromorphic computing is to emulate the brain’s

approach to perform computations, traditional CMOS-based

devices, optimized primarily for Boolean logic operations, are

limited in replicating the brain’s parallel, analog, and energy-

efficient mechanisms [1].

Various physical phenomena have been examined to develop

a hardware, capable of efficiently performing such computa-

tions. One promising approach is to utilize wave interference.

In wave-based systems, each point can interact with every

other point of the medium, realizing complex interconnections

directly through the physics of the wave propagation, making

wave interference an efficient candidate for neuromorphic

computing tasks.

The optical implementation of neuromorphic computing

is not a novel concept, initial studies in this area appeared

during the early stage of neuromorphic research [2]. However,

despite the promising results of optical interference based

computing, a central challenge of the field is that optical

wave propagation is linear, thus passive optical systems does

not containing nonlinearity. Neural networks rely strongly on

nonlinear activation functions to model complex, nontrivial

patterns in the data. However, light waves propagate linearly

through conventional optical media, making it difficult to

implement the nonlinear transformations that would be a key

feature for neuromorphic computations.

Spin-wave interference–based computing has the potential

to overcome this challenge. Unlike light, spin-waves can ex-

hibit intrinsic nonlinear behavior, enabling the implementation

of nonlinear operations without the need for complex external

components. This opens the door to more compact, energy-

efficient neuromorphic systems capable of performing both

linear and nonlinear operations within the same medium.

Papp et al. (2021) [4] published a theoretical study, in which

they used an inverse-designed nonlinear spin-wave scatterer to

perform vowel recognition. Using their system, they achieved

over 90% classification accuracy on 44 vowel sounds from 3

classes. In Kiechle et. al. [5], we designed and experimentally

demonstrated a system able to separate two wavelength. In

this work, the magnonic index of refraction was modified

by Focused Ion Beam Irradiation (FIB) instead of permanent

magnets[6], allowed us greater resolution, and more precise

control on the magnetic parameters of the YIG.

II. METHODS

To gain a deeper understanding of the behavior of spin-

wave–based systems, it is useful to draw parallels with op-

tical holography. To simulate the optical phenomena, a two-

dimensional finite element discretization was applied based on

the Huygens–Fresnel principle:

U(P ) = −

i

λ
U(r0)

∫

S

eikr

r
K(χ)dS

To simulate the magnonic domain, we employed our custom

micromagnetic solver, SpinTorch, which numerically solves

the Landau–Lifshitz–Gilbert equation:

∂
−→
M

∂t
= −→γ

LL

1

1 + α2
(
−→
M×

−→
B eff +

α

Msat

(
−→
M× (

−→
M×

−→
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Abstract—Oscillatory Neural Networks (ONNs) provide a
compelling neuromorphic computing approach, leveraging phase
relationships of coupled oscillators for low-power, parallel pro-
cessing. This study investigates a phase-based binary classification
model using a single-layer, fully connected ONN to recognize
real-world image patterns. The input dataset comprises two
distinct 9x9 binary patterns derived from real-world sources,
preprocessed into binary vectors and trained via Hebbian learn-
ing. Network dynamics, modeled through differential equations,
ensure robust pattern recognition via phase synchronization. By
optimizing frequency and simulation time, the model generates
clear sinusoidal waveforms, validating strong oscillator align-
ment. Experiments on real-world datasets achieve an exceptional
99% accuracy on test sets. Drawing inspiration from oscillatory
Hopfield networks, this work highlights the potential of ONNs
for scalable and energy-efficient pattern recognition. The findings
position ONNs as ideal for edge computing applications, and pave
the way for future research into multi-layer ONN architectures
and advanced real-world classification tasks, enhancing their
applicability in low-power AI systems.

Keywords—-Classification by ONN, ONN, oscillatory neural
networks, oscillator-based computing, VO2.

I. DISCUSSION

This study employs a single-layer ONN with VO2 oscilla-

tors to achieve up to 99.66% accuracy in binary classification

of 9x9 motion gesture patterns, such as swipe up,swipe right

and circle. The network’s dynamics are governed by the

Kuramoto model, where the phase φi of each oscillator evolves

according to:

dφi

dt
= 2πf +

n
∑

j=1

Cij sin(φj − φi) (1)

Here, f is the uniform natural frequency, and Cij repre-

sents the coupling strength between oscillators i and j. The

phase differences between oscillators, critical for classifica-

tion, initially scatter but converge to stable states (e.g., in-

phase or anti-phase locking) over time, as visualized in phase

difference plots for the 81-oscillator network [1]. figure 1-

a show phases aligning horizontally with time, indicating

robust pattern recognition driven by Hebbian learning [2]. The

synaptic weights Cij are updated using:

Cij =
1

N

P
∑

µ=1

ξ
µ
i ξ

µ
j (2)

where ξ
µ
i and ξ

µ
j are the activities of oscillators i and j for

pattern µ, and P is the number of patterns. These equations

enable synchronization, mapping input patterns to stable at-

tractors, though complex inputs may extend convergence time.

Figure 1-b illustrates the ONN architecture as a Hopfield

Neural Network, showing a fully connected network of 81

oscillators, each mapped to a pixel in a 9x9 grid. Nodes

represent VO2 oscillators, and edges denote synaptic weights,

capturing the parallel processing that drives energy-efficient

computation. The low power consumption of VO2 oscillators

enhances suitability for edge computing [3]. However, the 9x9

resolution limits scalability. Future work should test hardware

VO2 prototypes and multi-class tasks to enhance adaptability,

mimicking biological systems.

(a) Phase differences model with Hebbian learning rule (81
oscillators)

(b) ONN architecture as Hopfield Network

Fig. 1: Network dynamics and architecture. (a) Phase synchro-

nization patterns. (b) Network topology representation.
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Abstract—Sign language synthesis requires precise handshapes
that carry critical linguistic information. While diffusion models
have revolutionized image generation, accurately rendering sign
language hand configurations remains challenging. We investigate
how region-specific conditioning enhances handshape fidelity in
diffusion-based synthesis. Our experiments show that our opti-
mal triple-controller configuration achieves significantly higher
acceptance rates than conventional approaches. Our findings
provide practical guidance for implementing diffusion-based sign
language synthesis with improved handshape fidelity.

Keywords-Diffusion Model, Sign Language, ControlNet

I. INTRODUCTION

Sign language production is crucial for Deaf accessibility,

as text-based content creates comprehension barriers [1]. Syn-

thetic sign language videos address this need by providing

content in the natural language of Deaf users. Sign language

synthesis typically follows a pipeline from text to gloss nota-

tion, then to skeletal poses, and finally to visual representation.

The final Pose-to-Sign (P2S) stage is challenging due to the

importance of precise hand articulations in conveying lin-

guistic meaning. Recent diffusion models [2] offer promising

approaches for image generation but still struggle with the

accurate rendering of handshapes required for sign language.

Conditioning Input
Image

Extracted
Features

Pose-conditioned
Output

Multi-conditioned
Output

Fig. 1. Pose-only versus multi-controller conditioning for sign language
image synthesis. This visual comparison demonstrates how our region-specific
multi-conditioning approach achieves superior hand shape fidelity.

II. METHODS

We investigate how region-specific conditioning enhances

handshape fidelity in diffusion-based sign language synthe-

sis using Stable Diffusion 1.5 [2] with the Cyberrealistic

checkpoint. Our approach implements three parallel Con-

trolNet modules [3]: unmasked OpenPose for global con-

straints, masked edge detection for hand morphology, and

masked depth estimation for spatial hand configuration. For

evaluation, we used MediaPipe hand landmark detection to

calculate RMSE between keypoints in generated and ground

TABLE I
PERFORMANCE OF DIFFERENT CONTROLNET CONFIGURATIONS. P =

POSE, Dm = MASKED DEPTH, Em = MASKED EDGE; RMSE =
HANDPOSE METRIC, VALID = HANDPOSE VALID RATE, ACCEPT =

MANUAL ACCEPTANCE RATE.

P Dm Em RMSE Valid Accept

✓ 119.30 0.00 0.00

✓ 26.71 0.11 0.02

✓ 20.78 0.43 0.15

✓ ✓ 37.60 0.18 0.04

✓ ✓ 22.29 0.49 0.38

✓ ✓ 14.34 0.54 0.26

✓ ✓ ✓ 8.58 0.67 0.63

truth images, while manual evaluation assessed photorealism,

anatomical correctness, and handshape reproduction.

III. RESULTS AND CONCLUSION

We evaluated various controller combinations for sign lan-

guage image generation, as shown in Table I. The optimal

triple-controller configuration achieved (63%) acceptance rate

while the baseline pose-only method produced no accept-

able outputs, highlighting the limitations of conventional ap-

proaches for sign language imagery.

Combining global pose conditioning with targeted edge and

depth masking significantly improves handshape fidelity in

diffusion-based sign language synthesis. Future work should

focus on extending these techniques to video generation and

fine-tuning models on sign language datasets.
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50/a Práter street, 1083 Budapest, Hungary

kegl.marcell@itk.ppke.hu

I. INTRODUCTION

Modern autonomous systems rely heavily on multi-sensor

setups to understand their surroundings accurately and ro-

bustly. Cameras, lidars, and radars are among the most widely

used sensors, each contributing distinct advantages: cameras

capture rich visual detail, lidars provide precise 3D geometry,

and radars offer resilience in adverse weather conditions and

the ability to measure motion through Doppler data [1].

However, to successfully merge information from these diverse

modalities, one must precisely determine the spatial relation-

ships—i.e., the extrinsic parameters—between the sensors.

While traditional target based calibration techniques employ

physical targets or markers, these methods can be impractical

in dynamic or unstructured environments and may require

laborious setup procedures. Consequently, automated target-

less calibration methods that do not rely on such targets are

gaining importance [2]. Among them, deep learning (DL)-

based approaches are particularly promising for their ability

to infer complex spatial relationships directly from raw sen-

sor data [3]. Still, accurate calibration—especially involving

radar—remains challenging due to its sparse and noisy output,

limited spatial resolution, and lack of shared features with

vision sensors [4].

In this work, we address the problem of targetless extrinsic

calibration involving camera, lidar, and 3D radar sensors. Our

approach is designed to generalize across a variety of operating

conditions, including both rigid and non-rigid sensor plat-

forms, without the need for manual intervention or handcrafted

feature engineering.

II. THE PROPOSED METHOD

We propose a novel deep learning framework, for end-to-

end extrinsic calibration involving camera, lidar, and radar.

The model processes synchronized data from all three sensors

and learns to predict the six-degree-of-freedom transformation

between them. By projecting radar and lidar point clouds into

the depth domain using an equirectangular projection, the net-

work aligns them more effectively with the camera view, since

information from the whole point cloud input is considered

regardless the large difference in the field of view of the

sensor modalities. Feature representations are extracted using

modality-specific encoders, fused into a shared latent space,

and passed through a regression head to estimate translations

and rotations. To improve robustness and consistency, we in-

troduce a joint loop closure loss that enforces alignment across

all sensor pairs. Our network also incorporates auxiliary radar

information—such as Doppler velocity and RCS—alongside

depth cues from monocular images. For rigid sensor setups,

a multi-frame variant further enhances accuracy by leveraging

temporal consistency. Extensive evaluation on the VoD dataset

[1] shows that our approach significantly outperforms state-

of-the-art methods, reducing camera - radar calibration errors

by more than 50%. An overview of our proposed calibration

pipeline is depicted in Figure 1.

Fig. 1. The proposed work is about the extrinsic calibration of 3 different
perception based sensor modalities. The Deep Neural Network get mis-
calibrated inputs (data with improper extrinsics) and the end-to-end network
predicts the true extrinsic parameters.
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Abstract—Due to their operational efficiency and versatility,
UAVs are increasingly integrated into routine workflows across
diverse industrial sectors. However, their onboard computational
capacity remains limited, making it practical to offload complex
processing tasks to high-performance cloud infrastructures. This
study explores scalable solutions for remote data processing and
management using cloud computing and containerized environ-
ments.
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I. INRODUCTION

Testing in aviation is both costly and dangerous, this implies

the development of simulation-based techniques for validating

onboard hardware and software systems. One such method

is Vehicle-in-the-Loop (VIL) [1], where the UAV executes

real physical movements while simulated sensor data replaces

actual mission sensor inputs. Given the limitations in UAV

payload and processing capacity, the simulation environment

is hosted on a high-performance cloud server. To mitigate the

effects of communication latency, the digital twin is temporally

advanced using predictive estimation of the UAV’s future

position and orientation.

II. CLOUD AND DOCKER

Containerization has become a foundational technology in

recent years for the development and deployment of modern

applications. Docker, one of the most widely adopted con-

tainerization platforms, enables the encapsulation of appli-

cations along with their runtime environment, dependencies,

and configurations into portable, self-contained units. This ap-

proach eliminates inconsistencies across development, testing,

and production environments, ensuring reproducible behavior

regardless of the underlying infrastructure.

One of the key advantages of containerization is the ability

to execute different system components independently, while

enabling standardized network communication between them.

This architecture facilitates the simulation of interactions

between the Carla [2] simulation and a remote drone within

a local environment. Through Docker-based containerization,

each component of the system operates in isolated containers,

communicating via standard network protocols such as TCP

and UDP. These connections are established over Docker’s

virtual network, internal to the host machine. However, certain

real-world conditions cannot be fully replicated in this local

setup. Network latency is negligible in a local environment,

whereas in real deployments, latency can significantly impact

real-time performance. On the other hand, data loss does

not occur locally, while in actual wireless communication

scenarios packet loss is a common issue that can affect system

reliability.

These limitations underscore the need for further validation

under real-world network conditions to ensure robust system

performance.
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Abstract—Generative modeling of uniquely structured set data,
such as point clouds, requires capturing local and global geo-
metric features. Utilization of multi-scale frameworks which are
based on ordinary, grid-structured structured data is nontrivial.
Feature extraction from set-structure demands a process that
considers both local and global geometric signatures while
accounting for the lack of structure. Motivated by recent progress
in irregular and unordered set-encoding we built PCD-VAE, a
Point-Cloud Variational Auto-Encoder based on attention and
convolution that processes the input set derived from geometric
localities within the spatial and the latent domain. Exploiting
these modules our generative model learns a smaller, latent
representation of the input point cloud. We evaluate our model
on point cloud generation tasks and achieve competitive results.

Keywords-Point cloud, variational auto-encoder, deep learning,
generative neural network

I. INTRODUCTION

Point clouds are a key 3D shape representation due to their

direct acquisition from laser scans, versatility as mesh com-

ponents, and ease of manipulation via affine transformations.

These advantages make them essential in real-world applica-

tions like SLAM [1], object detection, building and terrain

digitization, and immersive technologies such as AR, VR,

XR, and MR. Recently, generative models for set-structured

data like point clouds have gained traction in fields from

robotics to healthcare . Unlike 2D images with grid-like

pixel arrangements, 3D point clouds are unstructured, making

conventional CNN-based feature extraction challenging. Given

the cost and complexity of acquiring 3D data, there is a

strong need for efficient architectures tailored to point cloud

generation.

II. PROPOSED METHOD

We propose PCD-VAE (Figure 1), which builds on bidirec-

tional inference [2], combining a bottom-up encoder with a

top-down generator in a shared hierarchical framework. The

encoder merges bottom-up features from input data with top-

down priors to form the approximate posterior. It leverages

PointConv for capturing local geometry and Induced Set

Attention Blocks (ISAB) for modeling global context, enabling

effective extraction of both local and global features during

encoding.

III. RESULTS

We quantitatively evaluate our model on the ShapeNet air-

plane category, outperforming previous state-of-the-art meth-

ods, as shown in Table I.
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Fig. 1: PCD-VAE network with bidirectional architecture. The

right side is the bottom-up encoder and the left side is the top-

down decoder

1-NNA(%, → 50%)

Category Method CD EMD

Airplane

r-GAN 93.58 99.51

l-GAN(CD) 86.30 97.28

l-GAN(EMD) 87.65 85.68

PC-GAN 94.35 92.32

PCD-VAE (ours) 81.23 87.28

TABLE I: Generation results. The closer to 50% the better.

Best scores are highlighted in bold.
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Abstract—Perception systems for robots and vehicles must
balance performance with cost, often relying on affordable Lidars
that produce sparse data. To address this, MV-DepthFormer is
proposed, a single-frame depth completion method for dynamic
environments. It reconstructs dense, accurate depth maps from
sparse point clouds using a multi-view transformer that processes
both camera and bird’s-eye views. To align these views, the
Linking Map was introduced, a module that enables unified
multi-view representation and improves depth estimation. MV-
DepthFormer is pre-trained on synthetic data and fine-tuned on
real-world datasets for better generalization. Experiments show
it outperforms state-of-the-art methods in depth accuracy, point
cloud quality, and perceptual similarity.

I. INTRODUCTION

Lidars are highly accurate sensors used in fields like

robotics, autonomous driving and 3D mapping. They vary

in cost from thousands to hundreds of thousands of dollars.

Despite their accuracy, Lidars produce sparse depth maps

compared to RGB cameras which affects the efficiency of

subsequent algorithms. To address these challenges, purely

lidar-based, single-frame depth completion method is proposed

tailored for low-cost sensors. The transformer-based network,

MV-DepthFormer, uses a dual-branch architecture: one branch

processes 2D camera-view data with encoded 3D coordinates,

while the other operates in the bird’s-eye view using a pillar-

based grid. A novel Linking map module aligns these views,

enabling an accurate multi-view depth representation. An

overview is shown in Figure 1.

II. PROPOSED METHOD

The approach is pre-trained on synthetic data and fine-tuned

on real-world lidar data to improve generalization. The model

is tested on both datasets and benchmarked against several

state-of-the-art lidar-only methods [1], [2], showing that MV-

DepthFormer achieves top performance.

• MV-DepthFormer, a transformer-based depth completion

model is introduced that processes sparse lidar in both

camera and bird’s-eye views. A novel Linking map mod-

ule aligns these views via pixel-to-pillar mapping.

• Extensive experiments on a synthetic multi-sensor dataset

[3] and the real-world HeLiPR [4] dataset were con-

ducted, demonstrating superior accuracy and robustness

over existing methods.

III. CONCLUSION

With the proposed lidar-based, single-frame, depth image

completion method was able to complete incoming lidar data,

achieving accurate and dense depth images as output. The

model is able to outperform the baseline methods as presented

in Table I.
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Fig. 1. Overview of the proposed method. The sparse input point cloud
is projected onto both the camera view and Bird’s-Eye-View to generate
complementary, orthogonal representations. The Linking map ensures precise
alignment between these perspectives. The high-resolution and accurate depth
image output of MV-DepthFormer is visualized as reconstructed point cloud.

TABLE I
RESULTS FOR THE SYNTHETIC AND REAL-LIFE DATASETS. LET S STAND

FOR PRE-TRAINED ON SYNTHETIC DATASET.

Method RMSE MAE CD LPIPS FID

S
y
n
th

et
h
ic Livox Avia

St-DepthNet [1] 7.57 1.81 1.22 0.27 2.82

Tulip [2] 7.09 1.43 0.42 0.25 1.40

MV-DepthFormer 6.85 1.30 0.42 0.19 1.31

H
eL

iP
R

Livox Avia

St-DepthNet [1] 11.10 2.27 3.05 0.15 4.53

Tulip [2] 10.58 2.56 2.12 0.14 1.95

MV-DepthFormer 8.05 1.86 1.07 0.14 1.82

MV-DepthFormer (S) 6.38 1.18 0.95 0.12 1.67
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Abstract—Despite the complexity of human vision, the eye does
not process an image in a single step. Instead, we perform rapid,
small eye movements called saccades to scan the visual field.
Recurrent neural networks and transformers which use attention
mechanisms have achieved promising results when trying to
create a neural network that processes images in a way similar
to the human eye.
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I. INTRODUCTION

The central fovea is the small part of the retina responsible

for sharp central vision. To be able to see all relevant parts

of the image sharply, we need to move this spot very rapidly

with eye movements are called saccades.

When it comes to image processing with neural networks,

the drawbacks of most methods have been high computational

complexity, non-scalability and the need for a large amount

of training data [1]. Non-convolutional models using self-

attention and transformer networks have also been proposed

and used for such tasks, with promising results [1][2].

II. METHODS FOR IMAGE PROCESSING

Vaswani et al.[3] introduced the so-called Transformer net-

work architecture to perform tasks in natural language process-

ing and computer vision. To combat traditional models’ finite

memory, scaled dot-product self-attention was introduced to

the Transformer architecture.

Each word is mapped to three different vectors: Query, Key-

Value pairs. Then, out of these the attention score is computed,

which depends on which words in a sentence are relevant to

each other.

The use of the model has proven to significantly reduce

training costs and the architecture has outperformed all previ-

ous models in the WMT 2014 English-to-German and English-

to-French translation tasks.

Dosovitskiy et al.[1] have created the Vision Transformer

(ViT), which applies the Transformer directly to images. These

images are processed in smaller, linearly embedded, fix-sized

patches analogous to word-tokens, with positional and class

embeddings applied as well.

The inductive bias of the ViT is singificantly less than that of

the convolutional networks and the scalability of the network

has also proven to be excellent.

The considerable data requirement and the computational

complexity are the main drawbacks of the model.

Kumari et al.[2] have experimented with neural networks

that process images in a way similar to the human eye.

Their model has an attentional input (part of the image

under an attentional window at multiple scales) and and an

eye-position input (in the form of a heat map).

The architecture consists of the Classifier Network, the

Saccade Network and the Eye-position Network. Their outputs

are concatenated and processed to produce the next saccade

and the class of the image.

Flip-flop neurons, Elman and Jordan connections serve as

the recurrent elements of the model, providing both local and

global connections.

The network outperformed state-of-the-art architectures in

some cases (e.g. DenseNet’s testing accuray is 99.39% for

the Medical-MNIST dataset, ViT’s 99.54%). The architecture

usually needs less steps to correctly classify images and

requires less computational resources than RAM.

As for saccadic patterns, most of the time, the attention

window is either fixated on the eyes, nose or mouth and

the model mostly draws conclusions from these parts of the

images, as it can be seen in figure 1.

Figure 1. The movement of the attention window during classification (the
green line shows the center of the window). The plot below shows the desired
(blue) and predicted (green) probabilites for the classes [2].
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