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Introduction 

 
Computer-assisted observation of human or vehicular traffic movements, natural 

reserves or any kind of activities using multiple cameras constitutes a great 

interest in many applications. Examples are semi-mobile traffic control using 

automatic calibration, or tracking of objects in a surveillance system. The use of 

single camera limits the number of possible applications – even simplest 

applications need multiple cameras. Typical scenarios of multiple camera 

surveillance could be found in banks, airports, parking lots, stations. Here, the 

observation with a single camera is not possible because of occlusions and 

cameras’ limited field of view. Such systems/algorithms should work robustly and 

real-time. In computer vision the development of fast and/or robust algorithms is 

still a great challenge. Typical multi camera system performs the following steps: 

1. change or motion detection; 

2. object detection; 

3. classification of objects – position, class, features etc. 

4. tracking of objects; 

5. event detection. 

During my work I tried to answer some of the above problems. On the one hand, I 

have developed real-time algorithms for the analysis of face images and on the 

other hand, I have developed robust algorithms for the matching of images. 

Object detection and tracking is a well defined problem for single images and 

image sequences. The detected object must be found in the later frames, which is 

a correspondence problem between the current frame and next frames. Multiple 

camera tracking means finding the same object in different views. To exploit 

information exchange between different cameras a correspondence must be 

established between them. A possible solution is the matching of different views 

of the same scene.  
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Matching different images of a single scene may be difficult, because of 

occlusion, aspect changes and lighting changes that occur in different views. Still-

image matching algorithms [21][22][23][24] search for still features in images 

such as: edges, corners, contours, color, shape etc. They are useful for image pairs 

with small differences; however they may fail at occlusion boundaries, within 

featureless regions and may fail if the chosen primitives or features cannot be 

reliably detected. The views of the scene from the various cameras may be very 

different, so we cannot base the decision solely on the color or shape of objects in 

the scene. In a multi-camera observation system the video sequences recorded by 

cameras can be used for estimating matching correspondences between different 

views. Video sequences in fact also contain information about the scene 

dynamics, besides the static frame data. Scene dynamics is an inherent property of 

the scene independently of the camera positions, the different zoom-lens settings 

and lighting conditions. References [25] and [26] present approaches in which 

motion-tracks of the observed objects are aligned. In practice, the existing 

algorithms can be used only in restricted situations. In case of scenes including 

several objects in random motion, successful registration of images from separate 

cameras conventionally requires some a priori object definition or human 

interaction. But in most cases the extra information of a priori object models or 

human interaction is not available. During my work I focused on approaches that 

can establish a correspondence between different views without a priori defined 

object models and scene structures in fully automatic way. 

Fast algorithms must be developed to be able to integrate several algorithms, e.g. 

object detection, tracking, classification, into a single system. The most natural 

way of identification of human in images or videos is the analysis of their faces’ 

image. Humans’ face is a non-intrusive biometric feature, which means that the 

identification can be done without disturbing the observed human. 

In the literature of the computer vision many examples about how the face images 

can be analysed are described. Usually a face detection of face recognition 

algorithm [29][30] is built up from the follwing steps: i) detection of face like 

images (face candidates); ii) verification of face candidates; iii) identifiaction. In 

 5



the verification step about each face candidate the decision of being a face or not 

must be made. A possible solution when the face candidate is compared to an 

average face or to a face model [28]. Another possible solution is when facial 

features are extracted and their geometrical relationship verifies the face candidate 

[27]. Such algorithms need a fast facial feature extractor method. During my work 

I have developed a real-time facial feature extraction algorithm, which was 

implemented on ACE4K Cellular Visual Microprocessor, a real-hardware for real 

time image processing. 
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Methods used in experiments 
 
In the course of my work, theorems and assertions from the field of ordinary and 

partial differential equations, mathematical statistics, numerical geometry, 

optimization, reported results of image and video processing were explored.  

The experiments for camera registration were performed by using the MDICAM 

multi-camera software system that was designed in the Analogical and Neural 

Computing Laboratory. For unique experiments I have also designed simulation 

systems in Matlab. Testing of the proposed algorithms was performed on various 

video sequences from personal experiments and from publicly available video 

databases.  

For the design and testing of analogic algorithms I have used a software-hardware 

system developed in the Analogical and Neural Computing Laboratory. Designed 

CNN templates and algorithms were tested on software simulators, such as 

Aladdin System and on Cellular Visual Microprocessors: ACE4k and ACE16k. 

The simulating system was developed in the Analogical and Neural Computing 

Laboratory. The implementation of different methods was completed in different 

CNN languages (Alpha, AMC, UMF) ensuring their applicability on different 

platforms. The proposed methods were tested on images from a publicly available 

image database [31]. 
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Theses of the dissertation 
First Thesis 

Accumulated motion statistics for automatic camera registration. 

a. I gave a new camera registration method based on the use of co-

motion statistics. 

I defined the notion of co-motion statistics that is based on the 

accumulation of motion statistics for different camera views. I have 

shown experimentally that co-motion statistics can be used for camera 

registration without any a priori knowledge about the objects’ 

appearance or motion and without human interaction. The method’s 

accuracy is in the subpixel range.  

Published in [2][6][16] 

b. I showed that temporal alignment of image sequences in the case 

of co-motion statistics based camera registration is possible 

through the minimization of the estimated alignment error. 

In camera registration, it is usually assumed that the cameras are 

synchronized. I have solved the problem of temporal alignment of 

image sequences during camera registration for unsynchronized 

cameras. The proposed method aligns the camera views for different 

time offsets and then searches for offset with minimum alignment 

error. 

Published in [2][6] 
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Second Thesis 

Automatic Bayesian method for camera registration without human 

interaction and assuming any a priori information about scene structure, 

appearance of objects or movement. 

 

a. I showed that the extraction of cameras’ overlapping field of views 

can be done by a new automatic Bayesian iterative algorithm. 

The knowledge of cameras’ overlapping field of view is a prerequisite 

of the fast and robust matching of wide baseline stereo images. I 

worked out a Bayesian model for modelling concurrent changes in 

different camera views. I have shown that the solution of this model is 

equivalent to a solution of a periodic Markov chain. The developed 

method provides an automatic solution to the problem without any 

human interaction and a priori object model. 

Published in [1][8] 

b. I showed that an entropy based analysis can be applied for the 

extraction of pixels of significant non-continuous changes. 

I worked out an entropy based method for the classification of motion 

histories into two classes: (i) significant non-continuous changes; (ii) 

significant continuous changes or camera noise. 

Published in [1][8] 
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Figure 1. Result of aligmnent of two images of the same scene captured by different cameras. 

In practice, the existing algorithms can be used only in restricted situations. The 

reported methods focus on the solution of the view-registration problem in respect 

of outdoor scenes, and neglect the additional difficulties, which tend to arise for 

indoor scenes. In the case of indoor cameras, the still-image based methods may 

fail due to the variability of conditions: occlusions, changing illumination etc. Due 

to the larger size of the moving objects, the existing motion-based methods also 

fail; the observed motions are not necessarily on the ground-plane – while for 

outdoor scenes, such an assumption can safely be made. But if we could detect 

feature points that are on the groundplane then the motion based methods still can 

be applied for the matching of two views.  

c. I introduced shadow as salient features on the ground and I have 

shown experimentally that shadows efficiently can be used for 

camera registration. 

Shadows are excellent features for indoor scenes, because they are 

mainly on the ground plane. I have experimentally shown that if we 

could detect shadows of moving objects then we have a lot of 

concurrently moving points in the cameras. By extracting them, the 

matching of the views can be done. 

Published in [7] 
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Third Thesis 

Working out robust feature extraction algorithms by using spatio-
temporal dynamics. 
 

a. I did show that basic face features can be extracted by a set of 

procedures which can run on the reduced set of parallel operations 

in the CNN UM.   

I have developed new analogic algorithms for the extraction of main, 

eyes, nose and mouth, facial features. The extraction of primary facial 

features such as eyes, nose and mouth relies on the fact that the 

distance between the eyes is proportional to the distances between the 

facial features. All the algorithms run on the ACE4K CNN chip, and 

the achieved speed of the algorithms is equivalent to 50 frames per 

second. 

Published in [14] 

 

Figure 2. The defined geometry of the face model 

 11



 
Figure 3. The UMF diagram of the proposed eye detection algorithm 
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Figure 4. Sample results of facial feature extraction on CNN-UM 
 

b. I worked out an analogic algorithm for the identification of rotated 

faces by using CNN. 

I have designed and implemented the algorithm in the CNN-UM 

framework. The algorithm is based on the estimation of face position 

by using analogic facial feature extraction algorithms. The steps of the 

algorithm are as follows: extraction of facial features, estimation of 

face position, transforming back the face to the frontal position and 

comparing to images in the database. 

Published in [19] 

 
Figure 5. Results of identification of rotated faces. The rows are the training classes and the 

columns are the test classes in the table. Example images from each class are also shown. 
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Possible applications 
 
All the developed methods and implementations offer solutions for real 

applications problems.  

Methods of First and Second Theses provide general solutions for camera 

registration in real circumstances. They can be used in any multi-camera 

surveillance system where automatic functioning is needed.  

Algorithms of the Third Thesis provide solutions for computer systems where 

real-time face analysis is needed, e.g. face detection, identification. 
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