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1. Introduction 

Designing and building a machine that helps people, is the most important 

challenge and achievement of our civilization. For thousands of years by the 

development of tools used for moving and handling, one had to bear less and less 

burden on its shoulder and could devote more time to art and thinking. As a 

result, new, better machines were created giving aid to people in the field of 

arithmetic, logic, and even making inferences. Nowadays the primary indicator 

of the development of our civilization is not just the capability of the human 

family, but the capabilities of the machines made and taught by the people. 

Today state-of-the-art engineering aims to understand and reproduce the 

process of the human thought, recognition, and learning – to mimic everything 

that has put us to the top of the evolution. Meanwhile, the scientific community 

will meet again and again with the recognition that life and patterns of 

organizations in nature, the excellent work of God is the perfect inspiration for 

creating the simplest and most complex devices and alike. 

 

Sight is the most fundamental way of human perception. Therefore, any 

machine that aims to interact with humans and the human world is required not 

only to be capable of sensing physical light but also to be able to interpret the 

image. 

Artificial vision or computer vision is employed in a number of 

applications that make the daily life easier for millions. Artificial vision provides 

more accurate and faster healthcare, automated industry and quality checking, 

safe unmanned vehicles, and exploration of places where humans cannot enter. 



 

 

 

 

 

The quality of life of visually impaired can be improved by orders of magnitude 

by devices using reliable artificial vision.  

Automated image understanding utilizes methods of several different 

disciplines. Image or image flow is first preprocessed, and mathematical 

descriptions are generated, composing an object representation. If given a 

specific task regarding the image, descriptions are used for analysis, modeling or 

comparison. Thus, the key of an effective image understanding is encapsulated in 

the choice of the features: the representation must highlight those modalities of 

the image that are discriminative for the given task and neglect other irrelevant 

aspects. 

In a mathematical interpretation, object recognition is a mapping from an 

image to a few dimensional output vector. The output is an answer to the actual 

visual query regarding the presence, the position, the category or a numerical 

feature of the object. To give an answer, a decision machine is required that has 

the appropriate a priori knowledge gained by learning from already known 

examples. 

Methods and architectures employed in computer vision applications are 

consciously getting closer to the known mechanisms of the human vision system 

and perception. Classical architectures and concepts are universal, although in 

several special cases dedicated architectures are significantly faster and provide 

lower power consumption by employing multiple processing cores and utilizing 

the precedence of locality. For that very reason, the computational schemes of 

the available devices should be considered during the design of any algorithm. 

In my research, I have been striving to create general methods. However, a 

particular area of usage, the design and the implementation of algorithms 

employed in the Bionic Eyeglass was the primary source of my motivation. The 

Bionic Eyeglass is an application collection for visually impaired, realized as a 



 

 

 

 

 

part of a research project of the Hungarian Bionic Vision Center. Functions asked 

by the potential users of the applications and the limitations of hardware 

available defined the requirements, aims, and constraints concerning the 

algorithms. Objects to be recognized – pictograms, banknotes – are all two-

dimensional and rigid patches, thereby in my research, I focused on algorithms 

that describe and recognize shapes this kind of nature. 

The shape is the most meaningful visual aspect of an object, more than the 

color, material or texture. Usually, the two-dimensional image is a projection of a 

three-dimensional object. The two-dimensional projection of a flat patch depends 

only on the mutual position of the camera and the subject, and the patches from 

different angular viewports can be transformed to each other. In contrast, the 

projection of 3D objects depends on the actual positioning of the object – a 

sculpture or a mug has a completely different shape viewed from different sides, 

not necesseraly transformable to each other. 

In my thesis I focus on flat, rigid shape patches obtained from an image 

taken by a standard camera or a cell phone, that has an extent only in 2D, such as 

pictograms, road signs, patches of banknotes. The challenge in recognition of 

such shapes lies in the high variety of objects, resulted by various lighting 

conditions, unambiguous segmentation and uncontrolled camera handling. 

The basic mathematical features of a shape, as perimeter, area, eccentricity 

consist of only one or few scalar values, though by which they express the 

feature of the shape in a very compressed way. Complex shape descriptors 

belong to two groups. Edge-based features describe the contour of the shape; the 

region-based descriptors describe the shape based on every point of the shape. In 

my thesis I describe the most important shape descriptors.  

Shapes of objects seen in our everyday life are compound, Thereby no 

unified aspect can be found that can categorize all the shapes unambiguously and 



 

 

 

 

 

clear. In my research, I aimed to create a compound shape descriptor, in which 

several modalities of the shape are described, and are suitable for fast, robust and 

reliable recognition.  

Learning is essential to an intelligent agent as the capability of improving 

its behavior based on experience. In the supervised learning approach, the goal is 

to predict the decision mapping from inputs to output labels, when a certain 

number of elements of the mapping are given. The set of these a priori known 

mappings is called training set. 

Depending on the output type, the label can be a qualitative or a 

quantitative variable. According to the naming convention, predictions of 

continuous, quantitative outputs are called regression, and the inference is called 

classification if the output label is discrete qualitative variable. 

If the class labels take more than two values, we speak about multiclass 

classification. In specific tasks the number of the classes is not necessarily 

limited. In this case, we distinguish relevant and not relevant classes from the 

aspect of the actual task. The classification process is different if it is known that 

the input belongs to some of the relevant classes (i.e., boy or a girl), or if the 

input may be the member of any other classes (voices of birds are recognized, but 

other noises also may appear on the input record). Real-world objects and their 

representation often belong to an unbounded number of classes. Depending on 

the task, out of these classes, the number of relevant ones may be orders of 

magnitude smaller than the number of irrelevant classes, thus representing each 

irrelevant class is not efficient, if at all feasible.  

The most important distinction of classifiers is based on the relationship 

between the input data size and the number of the prediction model parameters. 

If the model size changes with the amount of training data, we speak about non-

parametric models, and the models having fixed number of parameters for a 



 

 

 

 

 

fixed task, independently from the training set, are called parametric models. In 

my thesis I will show some examples of both type of models, that are later 

mentioned or compared. 

In the second part of my thesis I propose an extension to the standard 

nearest neighborhood method that makes the model capable to handle 

classification problems with non-relevant classes as well, and by a two-level 

decision model provide faster classification. 

The efficient implementation on dedicated architecture was one of the 

main motivations during the design of both the descriptor and the classifier. Due 

to the requirements of the applications I aimed to design algorithms that are able 

to run on kiloprocessor architectures with low power consumption, and at the 

same time, on standard architectures of a computer or phone, provide reasonable 

processing time.  

The speed of the digital computing blocks used in processors is 

approaching their physical borders. Following Moore's Law about the 

development of architectures, the innovation of multi-core processors using 

parallel architectures began in the last decade. Meanwhile, the interest has 

increased for alternative technologies as well, breaking out of the Neumann’s 

paradigm. One of these principal branches of research is the development of non-

Boolean-based, non-digital computing units implemented in a network of 

interacting nanomagnets called Spin Torque Oscillators. The basic principle of 

the architecture is to use current to excite the magnets that, depending on the 

current and the topology, synchronize with a pattern of phases on each oscillator.  

In my work, I defined the terms of data and program on oscillatory 

networks and showed how to use them as computing units. I conducted 

experiments aiming to find the class of problems that are effectively computed 

on oscillatory networks.  



 

 

 

 

 

2. Methods 

The designed algorithms, tests and experiments were mostly implemented 

in Matlab1 environment. On lower levels of visual processing (matrix operations, 

convolution, morphology - propgen, torque computing) I employed the built-in 

functions of Matlab, but on higher levels I created my own implementations for 

better understanding and to allow higher flexibility to the methods. 

The WEKA2 and RapidMiner3 machine learning implementation 

collections helped me a lot in exploring the basic applicability of methods. Based 

on these results I made my own implementations of the nearest neighborhood 

and neural network model, and also implemented a framework for genetic 

algorithms. 

I tested the banknote recognition application of the Bionic Eyeglass with 

people with visual impairments. At the beginning of the tests, the participants 

were given detailed information about the operation of the device. After that, 

they had to identify banknotes without any external help, relying on the device 

only. During the tests, we stored every processed frame with the corresponding 

decisions, so the experiments can be completely reproduced later in a simulation 

environment. With these steps, the team was able to track the development of the 

algorithms. During the live tests we have written records and notes to collect all 

remarks according to the behavior of the algorithms, the usability of the device or 

to other environmental circumstances. Test sets presented in this thesis are 

compound of these live tests.  

 

1 http://www.mathworks.com/products/matlab/ 
2 http://www.cs.waikato.ac.nz/ml/weka/ 
3 https://rapidminer.com/ 



 

 

 

 

 

3. New Scientific Results 

Thesis I. 

I designed a new general shape descriptor called the Global Statistical 

and Projected Principal Edge Distribution descriptor that is based on 

different modalities. It combines the advantages of the global statistical and 

local edge-based descriptors. I implemented the descriptor and verified its 

efficiency through experiments. 

Related publications: [A1][A3][A4][A7] 

The descriptor consists of global mathematical shape features, and an edge 

based local feature set. The method of assembling more shape descriptors into 

one aims to describe different modalities independently from each other, and to 

speed up the recognition process. 

The first part of the descriptor contains statistical shape features that 

describe the shape as whole. Employing these features resulted in a higher cover 

ratio, and accelerated decision accuracy in case of a comparison-based 

classification. 

The first property is the eccentricity of the shape, which characterizes the 

elongation of the shape with one scalar value. The second property is the ratio of 

the shape area and the area of its bounding box. The following eight features are 

the first four statistical moments of the vertical and horizontal histograms.  

The edge-based shape description part (Extended Projected Principal 

Shape Edge Distribution, EPPSED) characterizes the local properties of the 

shape. The algorithm was inspired by the PPED image descriptor, which selects 

and projects principal edge values. (see Figure 1.) 



 

 

 

 

 

 

Figure 1. Construction of the EPPSED feature vector. Edges are detected in four directions; then 

thresholding and maxima selection are applied; finally, projections are concatenated and normalized. 

Edges are detected in four directions, resulting in four edge maps. For 

every pixel location in the four edge maps, the principal value is highlighted, and 

the other values are weakened or totally neglected. Highlighting is performed by 

a soft-thresholding function, which decreases the effect of overfitting and 

provides the ability to use the algorithm on different architectures with different 

number representations. I measured the efficiency of the soft-thresholding, and it 

improves the performance of the shape description. 

The rotation invariance can be ensured at two points of the recognition 

process. The first approach incorporates the invariance in the description directly 

or by a preprocessing including an angular normalization. The second point is at 

the classification phase, on the employing an invariant metric or by storing (all) 

the different rotations of one instance in the training set. 

Descriptors of the family of the PPED are not rotation invariant. Therefore 

the rotation invariance is ensured by rotationally redundant training set. Although 

     

     

         

             



 

 

 

 

 

this is closer to the human sense, it would result in a vast database. From this 

consideration, I normalize the shape angularly, based on the orientation of the 

shape. The blob is rotated to have its major axis parallel to the horizontal axis. 

Finally, the shape is rotated by 180 degrees if its center of gravity is on its right 

side. 

The scale-invariance is ensured by normalization, by resizing the blob to 

fit into a 64 × 64 pixel window. The position-invariance in the vertical 

dimension is ensured by moving the shape in the middle, thus in the other 

dimension, the shape touches both sides of the frame edge.   

The shape descriptor algorithm I designed is feasible for implementing 

and using on dedicated VLSI architecture and on a Cellular Wave Computer. 

 

Figure 2. The GSPPED shape description compared to other shape features 

I compared the GSPPED shape descriptor with the most widely used 

shape descriptors on a shape set containing patches from the Hungarian Forint 

Banknotes. Results show that the performance of the GSPPED is higher than the 

performance of the Complex Zernike Moments and the Generic Fourier 

Descriptor. (Figure 2.) 

                 

        

  

  

  

  

   

 
  
 
  
  
 
  

           

   

    

           



 

 

 

 

 

Thesis II. 

I designed and implemented a reliable and robust, two-level, 

parametric, memory-based classification method. The classifier is able to 

handle multiple classes, it has the ability to reject distant inputs, and can 

handle compound features. 

Related publications: [A1][A3][A4] 

The two-level decision adapts to the semantics of the descriptor and to the 

discriminative power of each descriptor parts. First, the mathematical and 

statistical shape-descriptors are being compared for fast filtering, then by 

employing the Adaptive Limited Nearest Neighborhood algorithm, the edge-

based properties are being compared. 

The essence of the method is a multi-level application of the compound 

descriptor that speeds up the decision and increases the cover of the recognition. 

When comparing with representative instances, first only simple mathematical 

properties are analyzed to examine the presence of a basic similarity. Although 

the final decision cannot be expected from this primary comparison, it is proven 

to be efficient to filter and reject elements that obviously differ from the 

instances of the representative set. 

II.1 I demonstrated that in a two-level, comparison-based 

classification, filtering based on simple but highly expressive features can 

both speed up the classification and can significantly increase the recall, if 

the goal of the second level is to maximize the precision. 

In case of a comparison-based classification, the complexity of the 

decision increases with the size of the training set. Thus, if the difference exceeds 

a certain threshold level during the comparison, the input can be rejected without 



 

 

 

 

 

continuing the evaluation. The first properties of the GSPPED descriptor contain 

highly expressive features, that are suitable for rejection. 

 

Figure 3. Recall depending on the usage of the filtering preprocessor. 

Applying the proposed filtering, the average decision time decreases to 

12% compared to the decision time without filtering. Besides the significant 

acceleration, filtering has a secondary effect, namely that the cover of the 

recognition increases by 17% in average in case when filtering is applied. This 

seemingly paradox phenomenon can be explained as follows: features applied for 

filtering are orthogonal to those applied in the second phase of comparison in 

information theoretical sense. To maximize the precision in the second phase, the 

acceptance radius is set as a function of the distance of the closest element of 

other classes. As a result, acceptance regions increase since instances closer to 

the representative elements might be rejected. The explanation is verified through 

measurements, where acceptance regions are 25% larger with filtering. Since the 

second phase focuses on maximizing the precision, the precision remains 

independent of the filtering. (Figure 3.) 
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II.2 I designed and implemented the Adaptive Limited Nearest-

Neighbor (AL-NN) classifier. The presented method is capable of rejecting 

non-relevant (zero class) instances, that is one of the main benefits against 

standard KNN methods.  

Nearest-neighbor classifiers compare inputs to already known, labeled 

instances of representative sets. To overcome the one of the main drawbacks of 

the traditional nearest-neighbor classifiers - namely the lack of rejecting non-

relevant elements - I extended the algorithm by introducing limits to each stored 

instance. 

Limits are set individually to each element of the representative set based 

on the irrelevant and out-of-class instances included in the training set. For this 

very reason I introduced a combined training set including not only relevant 

instances but non-relevant ones as well. Although it is not discussed in the 

present thesis, the model is capable of making decisions in case of overlapping 

classes on the instance-level. 

The model is built up as follows: The training set contains labeled 

instances, including non-relevant (also called as zero class) elements as well. To 

all relevant instances of the training set a limit is defined based on the 

surrounding instances. In case of having only non-relevant neighbors, the limit is 

set to the half of the distance between the closest neighbor and the current 

trainable element. When only an instance from a different class is within the 

current filter region, the limit is set to the distance of the nearest outlier and the 

current example. 

 

 

 



 

 

 

 

 

 

Figure 4. Definition of the acceptance range. 𝒙𝟎 and 𝒚𝟎 represent relevant elements 

from different classes, 𝒛𝟎 the closest irrelevant element. Acceptance threshold for 

𝒚𝟎 (𝒓(𝒚𝟎)) is set to the half of the distance to the closest irrelevant element 

(𝒓𝑵
𝒎𝒊𝒏(𝒚𝟎)). Acceptance threshold for 𝒙𝟎 (𝒓(𝒙𝟎)) is chosen as the distance to the 

closest element of another class (𝒓𝑶𝑷
𝒎𝒊𝒏(𝒙𝟎)). Since 𝒛𝟎 is an irrelevant template, it is 

not included in the representative set, thus no acceptance region is defined for it. 

If all elements within the filter region are of the same class, the limit is 

defined as the distance of the farthest instance of the class. However, in the most 

cases more instances of more classes fall close to the example, thus the limit will 

be the minima of the limits defined above. (Figure 4.) Finally, if the 

corresponding filter region of the current training instance is empty, we reject the 

instance due to the lack of information about its surrounding. The result of the 

training is the representative set, containing only relevant class instances. The 

limit can be fine-tuned with a vigilance parameter, that can adjust the recall-

precision relation as well. 

 



 

 

 

 

 

 

Figure 5. The performance of the ALNN algorithm compared to other 

classifiers. 

I compared the classifier with other widely used methods, like KNNs, 

AutoMLPs, FFNNs and SVMs. The AL-NN shows higher performance 

compared to the other methods. (Figure 5.) 

II.3 I designed a representative set optimizer and an adaptive online 

update method for the AL-NN classifier. By using the optimizer, the size of 

the representative set can be decreased without a significant decrease of the 

cover. The online update of the representative set provides the ability to 

include new instances from test sets automatically. 

The usability of the decision methods is significantly better if the model 

can be automatically or semi-automatically updated and optimized during tests or 

measurements. A special scenario of such use cases is when the initial training 

set contains only a few instances at the beginning of the first test, and the model 

continuously increases by performing tests. 

 

                 

        

  

  

  

  

  

  

  

   
 
  
 
  
  
 
  

    

       

    



 

 

 

 

 

 

Figure 6. The recall and the size of the representative set depending ont he 

optimization. 

During Adaptive Limited Nearest-Neighborhood classification not only the 

output class of each input can be determined but also the confidence of the 

output, based on the ratio of the measured distance and the acceptance radius. In 

case a new instance that is classified is located at the border of a class, it can be 

added to the representative set to extend the cover of the current class, or to 

increase the precision of the borderline between classes. To ensure that the 

representative set is extended with proper instances, I used the temporal order to 

verify the classification result. 

By estimating the size of the intersections of acceptance regions of the 

instances in the representative set, redundant elements can be dropped. I 

suggested an iterative optimizer, where representative instances are ordered 

based on the number of other instances they cover, and in each step the instance 

with the larger cover is kept, and other instances covered by it are removed. By 

employing the optimizer, the representative set can be reduced to the 30-50% of 

the original size, while the cover decreases only by 5-15%. (Figure 6.) 

 

   

   

   

   

   

   

   

   

   

   

    

   

    

   

    

   

             
                    

                    

                                        



 

 

 

 

 

Thesis III. 

I formalized the network of weakly coupled oscillators as a 

computational unit, and I defined the concepts of a program: the data, the 

input and the output on the system. I provided an experimental proof that 

the oscillator networks are capable of resulting in a desired signature on 

response to a given input excitation, thus the unit is suitable to be used as a 

computational unit. 

Related publications: [A2][A3][A8] 

Two or more oscillators are interacting and form a coupled oscillator 

network. The Spin Torque Oscillators and the networks built from STOs are the 

subjects of recent researches of non-Boolean computational units on several 

levels. 

The main emphasis today is on investigating the feasibility of using the 

STOs and other non-Boolean units by simulations. In my research an STO 

network model is used, where the interaction is determined only by the topology 

of the network. The atomic operation is considered as a synchronization, where 

the individual oscillators might be in a different phase. I formalized the program 

as the topology and the oscillator dynamics. The data is implemented as a phase-

difference array, the input is the excitation, and the output is represented as the 

data of the output nodes. 

I designed and implemented a method that creates an OCNN topology 

with a genetic algorithm, that, as an OCNN, transforms an input to a 

separable output space. The applicability of the method is proven through 

experiments. 

In classical, two level object detection models the multidimensional input 

is first reduced in dimensionalities through special descriptors, and the final 



 

 

 

 

 

decisions are made through these compressed representations. Trainability and 

correctness of the decision highly depends on both compactness and 

discriminative power of the descriptors according to the output classes. 

I proved the OCNN’s capability of performing the desired transformation 

with a learning example. I proposed a new classification method by inserting an 

OCNN array between the feature extractor and the classifier, thus the desired 

function of the array was to transform the feature to improve the final 

classification results. To design the proper topology of the OCNN array, I used a 

genetic algorithm that maximized the classification performance. I tested the 

proposed system with the classification of EPPSED data and verified the results 

with H-MAX vectors. 

During the experiment I succeeded in improving classification 

performance on all the test sets. I also proved by measurement that the 

compactness of the classes in the feature space increases significantly. 

I designed and implemented a method that based on input-output 

pairs, defines the topology of a pyramidal oscillator network built up of 

STOs, performing the desired classification. The applicability of the method 

for classification of spatio-temporal signals is proven through experiments. 

I proved the feasibility of using a STO network as a computational unit by 

building a classifier. Classification encompasses not only a transformation but 

also separation, thus the task is more complex. I tested the classifier on static and 

spatiotemporal data as well. 

I proposed a multi-layer topology for classification. The number of the 

oscillators in the top layer equals the dimension of the output. In the next layers 

the number of the oscillators is decreasing until the last layer with only two 

oscillators. 



 

 

 

 

 

The topology had been tested for static and spatio-temporal inputs. A 

static sample performing a summation and a XOR was examined with a success. 

A moving signal function was used as a dynamic input with changing directions 

and noise. In each of the experiments the capability of teaching topology was 

proved. 

  



 

 

 

 

 

4. Application of the results in practice 

The first and second thesis was developed in the framework of the Bionic 

Eyeglass project, actively utilizing experiences collected from the live tests. By 

employing the shape description and classification I proposed, a complex 

classifier has been created that is suitable for the recognition of Hungarian Forint 

banknotes. The application identifies the banknote based on more classifiers, 

resulting in a robust, reliable device. 

Beyond banknotes, the system might be used for other visual tasks as well, 

which require the classification of rigid, flat shapes. Within the Bionic Eyeglass 

project algorithms might be used for recognition of other banknotes and 

pictograms, reading of LED displays and identification of information boards. 

The developed descriptor and classifier are already implemented on FPGA 

as well, providing faster processing compared to standard CPUs. (The 

implementation on FPGA was not the part of my research.)  

In the future, oscillator networks may exchange the part of present-day 

classic CMOS components. Application areas are examined in many research 

institutes, this thesis is also part of this process. 
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