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Abstract- Gonadotropin-releasing hormone (GnRH) neurons 

regulate reproduction centrally.  In  vivo  17β-estradiol  (E2)  

controls  GnRH  release  in  concentration  and  estrus  cycle 

dependent  manner.  In  vitro  patch-clamp  electrophysiological  

data  on  GnRH  neurons  of  ovariectomized  female  mice  

demonstrated  that low  concentration  (10 pM)  of  E2 decreased  

spontaneous  firing  rate  which  was  eliminated  by  blocking  

fast  synaptic  neurotransmission  [1].  In  the  present  study,  we 

examined  the  effect  of  low  concentration  of  E2  on  

GABAergic  postsynaptic  currents  (PSCs)  in  GnRH  neurons  

of  acute  brain  slices  obtained  from  metestrous  female mice.  

It has been demonstrated that activation  of  the  retrograde  

endocannabinoid  machinery  inhibits  the  GABAergic  synaptic  

neurotransmission  in  GnRH  neurons  [2], therefore, we 

analyzed the putative involvement of endocannabinoid signaling 

mechanisms in the evoked effect of E2. Our results indicate that 

an interaction exists between estradiol and endocannabinoid 

signaling, which represents novel regulatory machinery in the 

execution of the negative estrogen feedback to GnRH neurons. 

Keywords- GnRH, endocannabinoid, electrophysiology, 

estradiol 

I.  INTRODUCTION  

Gonadotropin-releasing hormone (GnRH) neurons form the 

final common pathway for the central regulation of 

reproduction. These neurons are located in a scattered pattern 

in the preoptic area (POA) of the hypothalamus. The axons of 

GnRH cells secrete the GnRH into the hypophysial portal 

circulation at the hypothalamic median eminence (ME). Here, 

the hormone enters into the bloodstream and regulates the 

synthesis and secretion of the gonadotropins, such as follicle-

stimulating hormone (FSH) and luteinizing hormone (LH). 

FSH and LH are released into the systemic circulation and act 

on the gonads to stimulate gonadal steroid secretion. These 

sexual steroid hormones, such as estrogen, also have an effect 

on the hypothalamic hormone secretion via classical feedback 

loops. Both negative and positive feedback mechanisms are 

controlled by the classical genomic and the non-classical 

actions of estrogen. Nevertheless, the mechanisms underlying 

the feedback events are not entirely clear, especially in the case 

of the negative feedback. Thus our goal was to examine the 

effects of E2 on GnRH neurons. 

17β-estradiol (E2) controls GnRH release in a concentration 

and estrus cycle dependent manner. In vitro patch-clamp 

electrophysiological studies on GnRH neurons of 

ovariectomized female mice showed that low concentration (10 

pM) of E2 decreased spontaneous firing rate which could be 

eliminated by blocking fast synaptic neurotransmission [1]. The 

retrograde endocannabinoid system was suggested to be 

involved in evoking the effects of E2. Endocannabinoids are 

synthesized in neurons and control the neurotransmitter release 

from the presynaptic cells. It was previously shown that 

GABAergic terminals could also be under the control of the 

endocannabinoid system as endocannabinoids were shown to 

be able to decrease the frequency of the GABAergic 

postsynaptic currents in GnRH neurons [2]. Therefore, our 

other aim was to investigate the possible interaction between 

the non-classical effect of the E2 and endocannabinoid 

signalings. 

 

II. MATERIALS AND METHODS 

A. Animals 

Adult, gonadally intact female mice were used from local 

colonies bred at the Medical Gene Technology Unit of the 

Institute of Experimental Medicine (IEM). They were 

maintained in 12h light/dark cycle (lights on at 06:00h) and 

temperature controlled environment (22±2°C), with standard 

rodent chow and tap water available ad libitum. All mice were 

housed in the same room under same environmental conditions. 

GnRH-green-fluorescent protein (GnRH-GFP) transgenic mice 

were used for electrophysiological experiments. In this animal 

model, a GnRH promoter segment drives selective GFP 

expression in the majority of GnRH neurons. Phase of the 

estrous cycle was checked by both evaluating vaginal smear 

and visual observation of the vaginal opening. All studies were 

carried out with permissions from the Animal Welfare 

Committee of the Institute of Experimental Medicine 

Hungarian Academy of Sciences and in accordance with legal 

requirements of the European Community. 

 

The present work was supported by grants from the National Science 
Foundation of Hungary (OTKA K100722), the European Union FP7 funding 

(FP7/2007-2013) under grant agreement No. 245009. 

F. BÁLINT, “Role of endocannabinoids in the effect of 17beta-estradiol (E2) on the synaptic inputs of gonadotropin-releasing hormone (GnRH)
neurons” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic

University – 2015. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2015, pp 13– 15.
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B. Brain slice preparation and recording 

Mice were deeply anesthetized by Isoflurane inhalation. 

After decapitation brain was removed rapidly and immersed in 

ice-cold cutting solution which had been extensively bubbled 

with a mixture of 95% O2 and 5% CO2. Hypothalamic blocks 

were dissected, and 250μm-thick coronal slices were prepared 

from the medial septum/preoptic area (POA) with a VT-1000S 

vibratome in the ice-cold Na-free oxygenated cutting solution. 

The slices containing POA were transferred into artificial 

cerebrospinal fluid (aCSF) saturated with O2/CO2 and kept in 

it for 1 h to equilibrate. Equilibration started at 33°C and was 

allowed to cool to room temperature.  

Electrophysiological recordings were carried out at 33°C, 

during which the brain slices were oxygenated by bubbling the 

aCSF with O2/CO2. Axopatch 200B patchclamp amplifier, 

Digidata-1322A data acquisition system, and pCLAMP 10.4 

software were used for recording. Cells were visualized with a 

BX51WI IR-DIC microscope located on an antivibration table. 

The patch electrodes (OD=1.5 mm, thin wall) were pulled 

with a Flaming-Brown P-97 puller and polished with an MF-

830 microforge. GnRH-GFP neurons were identified by brief 

illumination at 470 nm using an epifluorescent filter set, based 

on their green fluorescence, typical fusiform shape, and 

topographic location in the POA. After control recording (5 

min), the slices were treated with various drugs and the 

recording continued for a subsequent 10 min. Each neuron 

served as its own control when drug effects were evaluated. 

C. Whole-cell patch clamp experiments 

The cells were voltage clamped at -70mV holding 

potential. Pipette offset potential, series resistance (Rs) and 

capacitance were compensated before recording. Only cells 

with low holding current (<50 pA) and stable baseline were 

used. Input resistance (Rin), Rs, and membrane capacity (Cm) 

were also measured before each recording by using 5-mV 

hyperpolarizing pulses. To ensure consistent recording 

qualities, only cells with Rs<20 MΩ, Rin>500MΩ, and Cm 

>10 pF were accepted. The resistance of the patch electrodes 

was 2–3 MΩ. 

D. Statistical analysis 

Each experimental group contained 10–18 recorded cells 

from six to seven animals. Recordings were stored and 

analyzed off-line. Event detection was performed using the 

Clampfit module of the PClamp 10.4 software. Group data 

were expressed as mean ± SEM. The percentage change in the 

frequency of the PSCs resulted from the application of various 

drugs was calculated. Statistical significance was analyzed 

using ANOVA followed by Newman-Keuls (NK) test and 

considered at P < 0.05. 

III. RESULTS 

First the effect of the estradiol at low concentration was 

tested. Measurements were carried out with an initial control 

recording (5 min), then E2 (10pM) was administered onto the 

brain slices (n=18) and the recording continued for a 

subsequent 10 min. The whole-cell patch clamp recordings 

revealed that E2 significantly diminished frequency of the 

PSCs (49±7% of the control) (Fig. 1). As this effect occurred 

within minutes, we can conclude that the inhibition of PSCs 

was a result of the non-classical effects of the hormone. 

In order to investigate the role of the endocannabinoid 

signaling in this mechanism, the endocannabinoid receptors 

were blocked by the cannabinoid receptor type-1 (CB1) 

antagonist, AM251 (1 μM) which was added to the aCSF 10 

min before starting the recording.  After 5 min control 

recording, E2 (10pM) was added onto the brain slices (n=12) 

and the recording continued for a subsequent 10 min. 

Pretreatment of the brain slices with AM251 significantly 

attenuated the effect of E2 on the PSCs (86±4%), (Fig. 2). This 

confirms that the endocannabinoids are involved in execution 

of gonadal hormone effect.  

There are two main types of endocannabinoids in the 

central nervous system: the anandamide (AEA) and the 2-

arachidonoylglycerol (2-AG). We used tetrahydrolipstatin 

(THL, 10µM) to determine which endocannabinoid takes part 

in this mechanism and which cell synthesizes it. The 

diacylglycerol (DAG) lipase is an important component in the 

synthesis of 2-AG and since THL is a DAG lipase inhibitor, it 

was added into the intracellular solution in order to block 2-AG 

synthesis exclusively in the measured GnRH neuron. THL was 

allowed to enter into the intracellular milieu of the measured 

cell for 15 min before control recording. After 5 min control 

recording E2 (10pM) was administered onto the brain slices 

(n=13) and the recording continued for a subsequent 10 min. 

This intracellular application of THL into the GnRH neurons 

eliminated the action of E2 (67±5%) (Fig. 3). These results 

suggest that the 2-AG is involved in this mechanism and is 

synthesized by GnRH neurons. 

Most of the hormones execute their effects on neuron 

directly and/or indirectly. The direct effects can be detected by 

using tetrodotoxin (TTX). TTX inhibits the firing of action 

potentials in all neurons by binding to the voltage sensitive 

sodium channels in cell membranes and therefore, the spike-

mediated transmitter release is blocked. Thus only miniature 

postsynaptic currents (mPSCs) can be measured, since the 

measured cell can no longer receive any action potential related 

input signal. For mPSC recordings TTX (650 nM) was added 

to the aCSF 10 minutes before start. After 5 min control 

recording E2 (10 pM) was administered onto the brain slices 

(n=12) and the recording continued for a subsequent 10 min. 

The estradiol significantly decreased the frequency of the 

mPSCs (50 ± 9%), (Fig. 4) indicating that the effect of the E2 

is direct on the GnRH neurons. 

The estradiol can take its effects via classical estrogen 

receptors (ERs). These classical receptors are ERα and ERβ. 

To examine which receptor type is involved in the non-

classical action of the estradiol on the GnRH neurons, subtype 

selective ER agonists were used in the presence of TTX. After 

5 min control recording, the agonists were administered onto 

the brain slices and the recording continued for a subsequent 10 

min. First ERα agonist PPT (10 pM) was administered (n=10), 

but it had no significant effect on mPSCs (78 ± 6%). Next ERβ 
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agonist DPN (10 pM) was used (n=10) and we observed a 

decrease in the frequency of the mPSCs (60±5%) (Fig. 5). 

These results indicate that ERβ is required for the effect of the 

estradiol on the GnRH neurons. 

Finally the effect of estradiol was tested in the presence of 

cannabinoid type-1 (CB1) antagonist AM251 (1 μM) and TTX 

(660 nM) in order to confirm our previous results showing that 

endocannabinoid signaling is involved in the mediation of the 

effect of E2 on suppression of fast neurotransmission onto 

GnRH neurons. After 5 min control recording the E2 was 

administered onto the brain slices (n=12) and the recording 

continued for a subsequent 10 min.  The CB1 receptor 

antagonist attenuated the effect of E2 on the mPSCs (86±9%) 

(Fig. 6), supporting our results. 

IV. CONCLUSIONS 

Endocannabinoid system is involved in the mediation of the 

effect of E2 on suppression of fast neurotransmission onto 

GnRH neurons (Fig. 7).In this effect, 2-AG plays a 

fundamental role. The interaction of estradiol and 

endocannabinoid signaling mechanisms represents novel 

regulatory machinery in the execution of the negative estrogen 

feedback to GnRH neurons. 
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Abstract—Cortical electrical stimulation (CES) and 

electrically evoked potentials (EP) are widely used investigational 

methods to study neural connections and networks both in rodent 

and human brain. High frequency oscillations (HFO) (ripples 

and fast ripples) participate in memory consolidation and 

epileptogenic processes predominantly in and around the 

hippocampal formation (HcF). We examined the effect of CES 

under general anaesthesia in the HcF of eight temporal lobe 

epilepsy (TLE) patients. 

 Keywords— epilepsy, in vivo, human, hippocampus, cortical 

electrical stimulation, high frequency oscillations 

I.  INTRODUCTION  

Epilepsies are the most frequent primary neurological 

diseases. About 60% of all types of the epilepsies are 

localization related epilepsies where the seizures rise from a 

focal alteration of the brain. The largest subgroup of the focal 

epilepsies is the mesial temporal lobe epilepsy (mTLE), where 

the hippocampus is often affected and this is the seizure onset 

zone. Patients with mesial temporal lobe epilepsy may benefit 

from the surgical removal of the epileptogenic zone.  

 In these patients, the area responsible for seizure 

generation is difficult to define precisely. This definition are 

helped several preoperative techniques, for example interictal 

and ictal EEG, PET, MRI, CT, these are still time consuming 

and only partly accurate. [1] Other biomarkers for the 

epileptogenic zone have been suggested, such as interictal 

spike and spontaneous high-frequency oscillations.  

The most characteristic electrical patterns are the interictal 

spikes (IIS), which can be measured in epileptic patients. 

Recent studies resulted that beside the IISs high frequency 

oscillations (HFO) are also present within the epileptic focus. 

[2] 

The high frequency oscillations are local, oscillatory field 

potential activities with 80-500 Hz central frequency. [3] Two 

distinct HFO frequency range was reported in humans, the 

slow ripples (80-150 Hz), and the fast ripple (150-500 Hz). [4] 

The cut-off frequency between the two groups has been 

uncleared yet.  

It has been unknown also, that the slow and fast ripples are 

considered as overlapping or distinct categories. Not only in 

animal but also in human studies fast ripples (FR) showed 

higher association to the epileptogenesis. FRs were 

demonstrated in epileptically transformed rats in several brain 

regions, where even slow ripples, associated with 

physiological processes, were also missing. [5] Based on 

studies using invasive electrodes, FRs were present in the 

hippocampus and entorhinal cortex of TLE patients ipsilateral 

to the seizure onset zone. [2] Human epilepsy studies shown, 

that total removal of HFOs generating area correlates with a 

good surgical outcome. [6] 

Pharmacological and electric stimulation methods have 

been used to evoke responses both animal and human brain in 

vitro and in vivo. In human epilepsy patients, electrical 

stimulation can evoke cortical, delayed responses with single 

pulse stimulation, which are similar to EEG spikes, and their 

locations are related to the seizure onset zone. [7] In in vivo, 

animal model – tetanus toxin injected rats – were found, that 

single pulse electrical stimulation can also evoke epileptic 

high-frequency oscillations. [8] Van’t Klooster et al. 

investigated the distribution of frequency of simulation evoked 

spikes showing slow and fast ripples in human cortex. [1] 

The main advantage of the electrical stimulation technique 

is that it can be scheduled and the monitoring is not necessary 

for a long time, which has risks of complications and patients 

discomfort. 

Our aim is to characterize the stimulus-evoked high 

frequency oscillations (evHFO) with small latency in the 

human hippocampus in temporal lobe epilepsy patients.  

II. METHODS 

A. Clinical electrodes and recordings 

The electrode implantations, recordings and stimulation 

took place at established epilepsy surgical center in Budapest 

(National Institute of Clinical Neuroscience). The experiments 

were performed under general anaesthesia, under surgery, just 

before the seizure onset zone – in this case it is the 

hippocampus – was removed. Patients were implanted with 

subdural strip electrodes in order to stimulation in the 

temporal-basal area, and laminar multi-electrode in the 

hippocampus, where the evoked potentials (EPs) have 

occurred. For the recordings we used one or two laminar 

electrodes. This 24 contact multi-electrode has been described 

previously [9, 10]. 

V. BOKODI, “Evoked high frequency oscillations in human hippocampus” in PhD Proceedings Annual Issues of the Doctoral School, Faculty
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ePress, 2015, pp 17– 20.
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B. Cortical electrical stimulation  

Systematic bipolar stimulation of each pair of adjacent 

point of strip electrodes was administered with single pulses of 

electrical current (5,10,15 mA, 0.5 Hz, 0.1 ms pulse width, 

5,10,25 and 50 trials per electrode pair). The sampling rate 

was 2000 Hz for the HFOs and 20000 Hz for the multi-unit 

activity (MUA) investigation. The associated evoked 

responses (EPs) were measured at laminar multi-electrodes. 

The EPs were analysed in 100 ms interval after the stimulus.   

C. Data analysis 

Electrophysiological data analyses were performed using 

NeuroScan 4.5 software, EEGLAB and own developed Matlab 

scripts.  

At first, the movements of electrodes were eliminated to 

define the border of the involved hippocampus subregions. 

Hippocampal regions were reconstructed based on histological 

assessment of the removed HcFs, and subregions were 

determined as follows: Cornu Ammonis (CA), Dentate Gyrus 

(DG), Subiculum (Sub, distal, proximal, pro). 

 The stimulus induced artefacts were cut out and replaced 

with low-frequency section. The data were band-pass filtered 

(80-500 Hz for evHFOs, and 500-5000 Hz for MUAs), 

rectification, baseline correction (-450 ms to -50 ms) and five 

time smoothing (with 6 ms window) was performed. For the 

evoked response amplitude, a statistical z-score value, shown 

in Eq.1., was computed to receive the average EEG amplitude 

deviation.  

 
Eq. 1. Standard z-score, where x is the evoked response amplitude, µ is the 

mean of the data baseline (-450ms to -50 ms), and σ is the standard deviation 
of the data baseline 

 

We seek for the biggest z-score value 100ms after 

stimulation, which we defined the middle point of the evoked 

HFO.  

The frequency of the HFOs was measured after wavelet 

transformation. The analysis was carried out from the detected 

HFO’s peak ± 25 ms interval, and then the middle 20 ms 

section was averaged. The peak frequency values were 

determined, and separated to primary frequencies (with the 

biggest amplitude), and secondary frequencies (with smaller 

amplitude). 

 

III. RESULTS 

A. The detection  

 Based on the above described method, the figure shows the 
result of the HFO detection. 

 

 

Fig 1. One example of the result of detected evoked HFO. First the unfiltered 

data; baseline (-450 - -50 ms) and band-pass (80-500 Hz) filtered with ripples; 

enveloped data (6 ms window, five times). The stimulation was 0 ms, the 

relevant interval 10-100 ms. The zscore was calculated from the enveloped 
data, in the 10-100 ms interval beetween the largest peak and baseline 

(dashed, vertical line).  

B. Distribution of HFOs in subregions 

Significant HFO activity was evoked in 7 cases (87.5%). 

Subregion distribution of evHFO is the following (significant 

HFO / case number): CA2:1/2, CA3: 1/4, DG: 3/6, distal Sub: 

5/6, proximal Sub and proSub: 2/2.  

 

 
Distribution of evHFOs in hippocampus subregions 

Case number Sum evHFO %evHFO 

CA2 2 1 50% 

CA3 4 1 25% 

DG 6 3 50% 

distal Sub 6 6 100% 

proxSub 1 1 100% 

proSub 1 1 100% 

Sub all 8 8 100% 

 

Table 1. Distributions of evHFO in hippocampus subregions. Case number: 

the number of patients, where the subregions was occurred. Sum evHFO: 

cumulative value of evoked high frequency oscillations. Percentage rate of 
evHFO (%evHFO). 

C. Current and location of stimulus 

The aim of this examination was to determine the 

excitability dependences on stimulus strength, stimulus 

distance and the relationship between them. 

We observed that the regional distributions of the evHFO 

vary with the strength of the stimulation current. Sub had a 

lower stimulus amplitude threshold (5 mA) than DG (10 mA). 
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(Fig. 2) The ratio of the evoked activities depended also on the 

stimulation site. Stimulation closer to temporal pole evoked 

HFOs with higher probability. (Fig. 3) 

 

Fig 2. Result of dependeces on stimulus strength. The x axes shows the 

different stimulus strength (5-15 mA), y axes shows the zscore values. 

Different colours denote different Hc regions (CA,DG,distSub, proxSUB).  

Fig 3. Result of dependeces on stimulus distance. The x axes shows the 

different distance from temporal pole (1-7 cm), y axes shows the zscore 

values. Different colours denote different Hc regions (CA,DG,distSub, 
proxSUB).  

D. Frequency 

We observed that the evoked HFO activities have more 

frequency components. During an HFO event we found a first 

order component, which has the biggest power amplitude with 

average 146.95 ± 63.14 Hz frequency and several secondary 

components with smaller power amplitude, but higher 

frequency value, the average is 216.95 ± 89.13 Hz. On 

average event contains two frequency components. 

We found in all hippocampus regions not only HFO with 

averaged 135-150 Hz, but also fast HFOs with 210-235 Hz 

central frequency. However, not only in Sub, but in CA and 

DG regions are observed fast HFOs with 400 Hz. 

 

 

Fig 4. Result of distribution of primary (top figure) and secondary (bottom 

figure) frequencies in the hippocampal regions. The x axes shows the different 

frequency values (80-500 Hz), y axes shows the regoins. Values are 
normalized between 0-1 (blue-red). Note: Outstanding frequencies around 

100, 150, 250 Hz which supposed to be artefacts caused by AC harmonics. 

 

E. Multi unit activity  

As a result we found that in 7 cases (87.5%) there were no 

overlaps between evoked HFO and evoked multiple unit 

activities. So, the detected high frequency activities were not 

comes from cell layers. 

 

 
Fig 5. One example of comparison the MUAs and evHFOs zscore. The x axes 
show the regions, y axes show zscore values. The evHFOs (blue) can be 

detected in hilus and distSub, by contrast MUAs activity (green), which can 

be observed just in deeper layer of distSub. The two detected activities are not 
overlapped. 

 

IV. CONCLUSION 

 In most of the cases were detected evoked HFOs with 
electrical stimulation under general anaesthesia. Based on this, 
it seems that this method can be able to investigate the 
epileptic focus not only awake but also in anesthetized state.  

 The evoked HFOs in DG can sign these oscillation 
pathological nature. 
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 From the result, that evHFOs were detected in Sub with 
lower stimulus strength, we can assume that this region has 
important role of epileptic mechanism evolving.  

 We could detect evHFOs mainly close to the temporal 
lobe, which can be the characteristic of epileptic neural 
network. 

 FURTHER AIMS 

We would like to cluster the detected HFO based on 

waveform and frequency. Furthermore, we would like to 

analyze the long latency evoked high frequency oscillations 

and the spontaneous HFOs also.  

 

REFERENCES 

[1] Van’t Klooster MA, Zijlmans M, Leijten FS, Ferrier CH, Van Putten 
MJ, Huiskamp GJ, “Time-frequency analysis of single pulse electrical 
stimulation to assist delineation of epileptogenic cortex”, Brain, 134(Pt 
10):2855-66, 2011. 

[2] I. Khalilov, M. Le Van Quyen, H. Gozlan, and Y. Ben-Ari, 
“Epileptogenic actions of GABA and fast oscillations in the developing 
hippocampus”, Neuron, vol. 48, pp. 787-96, 2005. 

[3] A. Bragin, J. Engel Jr, R.J.Staba, “High-frequency oscillations in 
epileptic brain”, CurrentOpinion in Neurology, pp. 151-156, 2010. 

[4] D. Fabó, “Properties of spontaneous and evoked discharges in the 
human subiculum”, in Clinical NeuroSciences Doctoral School. 
Budapest, Semmelweis University, 2008. 

[5] A. Bragin, C. L. Wilson, J. Almajano, I. Mody, J. Engel JR, “High-
frequency oscillations after status epilepticus: epileptogenesis and 
seizure genesis”, Epilepsia, vol. 45, pp. 1017-23, 2004. 

[6] Jacobs J, Zijlmans M, Zelmann R, Chatillon CE, Hall J, Olivier A, 
Dubeau F, Gotman J, “High-frequency electroencephalographic 
oscillations coorelate with outcome of epilepsy surgery”, Ann Neurol, 
67(2):209-220, 2010. 

[7] A. Valentín, M. Anderson, G. Alarcón, J. J. García Seoane, R. Selway, 
C. D. Binnie, C. E. Polkey, “Responses to single pulse electrical 
stimulation identify epileptogenesis in the human brain in vivo”, Brain, 
125, 1709-1718, 2002.  

[8] John D. Rolston, Nealen G. Laxpati, Claire-Anne Gutekunst, Steve M. 
Potter, Robert E. Gross, “Spontaneous and evoked high frequency 
oscillations in the tetanus toxin model of epilepsy”, Epilepsia, 
51(11):2289-2296, 2010.  

[9] I. Ulbert, E. Halgren, G. Heit, and G. Karmos, “Multiple microelectrode-
recording system for human intracortical applications.”, J. Neurosci 
Methods, vol. 106, (no. 1), pp. 69-79, Mar 2001 

[10] I. Ulbert, Z. Magloczky, L. Eross, S. Czirjak, J. Vajda, L. Bognar, S. 
Toth, Z. Szabo, P. Halasz, D. Fabo, E. Halgren, T. F. Freund, G. Karmo, 
“In vivo laminar electrophysiology co-registered with histology in the 
hippocampus of patients with temporal lobe epilepsy,” ExpNeurol, vol. 
187, pp. 310-8, 2004. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

20



Analysis of the genetic background of type 2
diabetes mellitus using molecular biological

methods
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Abstract—Type 2 diabetes is a complex disease, caused by com-
plicated interactions between genetic and environmental factors.
Our aim in this PhD project is to identify and analyze some of the
genetic factors (polymorphisms) of type 2 diabetes. Discovering
the risk factors of a disease is of great significance in theoretical
as well as practical (clinical) aspects. On one side, it can shed
light on the accurate function, role and regulation of given genes
and their protein function. On the other hand this knowledge
can be used to elaborate more efficient therapeutic approached
and can contribute to primary and secondary prevention.

Keywords-WFS1, diabetes mellitus, genetics

I. INTRODUCTION

Diabetes mellitus is one of the most serious health problems
world-wide. 382 million people were suggested to suffer from
the disease in 2013 [1], whereas this number was only 285
million in 2010 demonstrating the urgent need of efficient
prevention and therapy of the illness. 90% of the patients
suffer from type 2 diabetes characterized by insulin resistance,
whereas type 1 form of the disease is caused by the lack of
insulin production.

Polymorphisms are genetic variants similar to mutations.
They can affect just one (SNP - single nucleotide polymor-
phism) or several (VNTR - variable number of tandem repeats)
nucleotides. They can be located in the coding and also in the
regulatory regions of the genes. Their minor allele frequency
is usually higher than 5%, and they cause susceptibility to a
certain complex disease or property.

Although the Human Genome Project was completed more
than a decade ago, and the sequence of the whole genome is
available since [2], identification of the genetic background of
complex diseases and traits is still challenging [3]. Two sub-
stantially different approaches are available to detect genetic
risk factors of polygenic diseases. Genome wide association
studies (GWAS) do not require any a priori hypothesis en-
suring the analysis of all biologically significant genetic com-
ponents. However, genome-wide studies always include the
investigation of irrelevant targets, and multiple testing requires
appropriate correction of the statistical analysis. Consequently,
significance threshold is usually defined between 10–8 and
10–6 [4], which is often too stringent for the identification of

biologically relevant genetic variants with statistically small
effect.

Candidate gene studies on the other hand focus on the
investigation of selected polymorphic loci, providing the possi-
bility of more sensitive analysis of the given polymorphisms.
These two complementary techniques possess similar effect
sizes, however, being rather different, thus may often provide
somewhat contradictory results. According to a recent com-
prehensive meta-analysis, 7.1% of candidates were confirmed
by both methods [5].

Candidate gene study and GWAS share one common aspect:
they both require the analysis of large populations necessitat-
ing efficient, high throughput genotyping techniques. Genome
wide association studies identified several loci associated with
diabetes mellitus, which data, however, need verification and
may serve as starting point for further genetic and functional
analyses [6].

The WFS1 gene is often mentioned as a putative com-
ponent of type 2 diabetes [7]. The gene is located in the
4th chromosome (Figure 2) and it encodes a transmembrane
glycoprotein (wolframin) of the endoplasmic reticulum which
is highly expressed in beta cells [8]. On one hand, loss
of function mutations in WFS1 can cause insulin-deficient
diabetes mellitus as a component of Wolfram syndrome, a
rare autosomal recessive disorder [9]. On the other hand,
a growing body of evidence indicates that common genetic
variations in the same gene can increase the risk for type
2 diabetes [10]. In spite of the large amount of empirical
data, the causative relationship between the function of the
protein and beta-cell failure remains unknown. As an ER
resident protein, it can contribute to the proper folding of
insulin, and acts as a regulator of ER stress signaling [11].
These observations clearly suggest that it is crucial to the
maintain proper wolframin level in different compartments of
the cell. Several different ways of protein regulation have been
implicated in disease development in case of WFS1.

II. METHODS

Here we present some of the genotyping methods which are
employed in the PhD project, such as restriction endonucle-
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Fig. 1. Prevalence of diabetes mellitus worldwide in 2000 (per 1000 inhabitants) (source: who.int)

Fig. 2. Location of the WFS1gene

Fig. 3. OpenArray chip

ase based method, allele-specific polymerase chain reaction,
TaqMan OpenArray method and melting curve analysis.

All of the presented methods are PCR (polymerase chain
reaction)-based methods. PCR is based on using the ability of
DNA polymerase enzyme to synthesize new strand of DNA
complementary to the offered template strand. Because DNA
polymerase can add a nucleotide only onto a preexisting 3’-OH
group, it needs a primer to which it can add the first nucleotide.
Usually two 8-12 nucleotide-long primers are designed. Since
changing the temperature is a crutial criterion during the
process the melting point of the two primers required to
be equal. This requirement makes it possible to delineate
a specific region of template sequence that the researcher

wants to amplify. At the end of the PCR reaction, the specific
sequence will be accumulated in billions of copies.

Restriction fragment length polymorphism or RFLP can be
used to investigate a SNP if the polymorphism is located in the
recognition site of a restriction endonuclease. These enzymes
are able to recognize a certain nucleotide sequence and cut the
DNA. The experiment should be designed in a way that the
enzyme would cut in the presence of one allele, but not the
other. The next step is to visualize the DNA products.

Gel electrophoresis is the standard lab procedure for sepa-
rating DNA by size for visualization and purification. Elec-
trophoresis uses an electrical field to move the negatively
charged DNA toward a positive electrode through an agarose
gel matrix. The gel matrix allows shorter DNA fragments
to migrate more quickly than larger ones. Thus, you can
accurately determine the length of a DNA segment by running
it on an agarose gel alongside a DNA ladder. In that wa,
subsequent submarine agarose gel electrophoresis is readily
applicable to separate the digested and non-digested fragments
thus to determine the genotype of each sample.

Finally, including a control digestion site into the PCR-
product increases reliability, because it confirms the efficiency
of DNA digestion and proves that lack of digestion is not the
consequence of any technical issues.

Allele-specific amplification is an alternative of RFLP, if no
restriction endonuclease is available for the analysis of a given
locus. Four primers should be designed for the experiment, two
of them are outer primers and the other two are allele-specific,
which means, that their 3’ end is located exactly on the SNP
site. Each individual is genotyped in two parallel reactions
employing the two outer and one of the allele-specific primers.
This latter primers form a PCR-product only if the appropriate
allelic variant is present in the investigated sample. We can
evaluate the genotype based on the presence or the absence of
the allele-specific product using gel electrophoresis.

The TaqMan Openarray technique is a miniaturized real-
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time PCR method. As the name suggests, real-time PCR is a
technique used to monitor the progress of a PCR reaction in
real time. Unlike the traditional methods, which requires gel
electrophoresis, it is based on the detection of the fluorescence
produced by a reporter molecule which produces increasing
signal, as the reaction proceeds. Two allele-specific fluorescent
probes labeled with different dyes (e.g. VIC, FAM) are applied
to determine the genotype of the samples. The OpenArray
technique is a robust method and it employs a low-density
array: one OpenArray slide (Figure 3) offers the analysis of
32 SNPs of 96 samples. The primers are designed and fixed
on the surface of the slide. It is very fast and sensitive, but
also expensive compared to traditional methods.

VNTR-s can usually be investigated by a PCR in combi-
nation with a gel electrophoresis. However analysis of short
repeats is challenging in this way. Thus, we elaborated a
novel melting curve analysis based technique for genotyping
a 6 bp insertion / deletion polymorphism. PCR-products with
different length possess different melting point, as the longer
sequences contain more hydrogen bonds. A fluorescent DNA-
intercalator dye (e.g. SybrGreen) can be used for detection,
as it can be bound only to double stranded DNA. This
offers the possibility of melting point determination: briefly,
if fluorescent signal is continuously detected while slowly
heating up a DNA fragment, a drop of fluorescence can be
detected at the melting point, as DNA is denatured, and
amount of dsDNA decreases.

III. CONCLUSIONS

Here we presented a few genotyping techniques, which are
planned to be use in this PhD project. With these techniques,
genotypes of diabetic and control samples can be determined
and used for further statistical analysis. Besides genotyping,
further plans include protein-modelling, examining putative
biological function with luciferase reporter assay and network-
based modeling of the selected variants. Our aim at the end
of the PhD project is to get closer to the deeper understanding
of the genetics of type 2 diabetes mellitus.
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Abstract—To unfold the functional mechanism of proteins, it
is essential to describe their internal dynamics at the atomic
level. The analysis of dynamics can be done with theoretical and
practical methods, of the latter only NMR spectroscopy provides
the required information at multiple time scales. However, the
parameters obtained from the measurements reveal only specific
aspects of the actual atomic motions and it is necessary to put a
physical picture behind them. The approach, which is considered
to be the most fruitful is the combination of experiments and cal-
culations, where the parameters derived from the measurements,
with proper spatial interpretation, can be used as restraints in
molecular dynamics calculations. This approach is highly similar
to the traditional structure determination methods, the difference
lies in the use of the experimental results.

In such simulations, experimentally-derived parameters are
represented in an ensembles-based manner. Thus, instead of
requiring the compliance of each conformer with all of the
experimental data, the compliance is interpreted and expected
on the ensemble. However, each parameter reflects motions at a
given time scale. In order to simulatenously describe protein
motions at different time scales, simulations were performed
where parameters describing fast motions were applied to
subpopulations and those representing slower ones to the full
ensemble. After processing the output of the simulations, the
applied restraints were compared to corresponding parameters
back-calculated from the ensemble. To facilitate the process of
back-calculations, the existing CoNSEnsX [1] code base was
completely rewritten and restructured, novel functionalities were
added.

Keywords-protein dynamics; protein ensembles; ubiquitin en-
sembles

I. INTRODUCTION

Biological macromolecules – like proteins – are typically
present as an ensemble of the possible conformations of
the given structures. The states and the energy barriers sep-
arating these states show great variability among various
proteins. These conformations are responsible for the various
and specific tasks the protein achieves, which represent the
physiological function of the protein. The movements of the
structures occur on a timescale of 14 magnitudes and currently
there is no experimental method with which these movements
could be examined simultaneously. [2] Through the spatial
changes of the structure, the molecules show different affinity
toward various ligands. Thus, the presence of a specific ligand
can cause changes to the systems dynamic equilibrium towards
to the conformers with higher affinity for the ligand, even if

these conformations are only represent as a small fraction in
the absence of the ligand.

For a long time, proteins were represented as single, rigid
structures and most of the experimental structure determi-
nation methods were not capable to deliver detailed infor-
mation about the possible movements of the protein. With
the advances in NMR technology, the examination of these
movements became available even on multiple timescales.
NMR spectroscopy is the most suited experimental method
for examining these molecular movements on an atomic level,
although because of physical limitations of the measurements
the movements of different timescales can not be examined
simultaneously. The deliberate combination of molecular dy-
namic simulations and experiments tends to give the the best
results for describing atomic level movements of biomolecules.

NMR measurements deliver numerous parameters, which
describe dynamical properties of the ensemble in an averaged
manner. [3] The usage of these parameters in molecular
dynamic simulations requires a suitable and correct underlying
physical interpretation. To describe the dynamics of protein
ensembles, the following NMR derived parameters are used:

• Nuclear Overhauser Effect (NOE)
• Residual Dipolar Couplings (RDC)
• Lipari-Szabó order parameters (S2LS

)
Parameters describing internal dynamics are often provided
as supplementary information to papers or appended to static
structural models. It is important to keep in mind, that models
created with the usage of NMR derived parameters, that
the experimentally determined parameters describe the whole
ensemble, rather that a single structure. In such dynamical
ensembles the internal movements can in theory be represented
on multiple timescales and they are conducive to deeper
understanding the physiological functions of such motions.

Another motivation for representing protein structures in
an ensemble-based manner is that in several systems models
built upon a single conformer do not represent adequately
the actual structure of the given protein. A good example is
the group of intrinsically disordered proteins (IDPs), in their
case the high flexibility of the structures requires ensemble-
based representation. The highly dynamical nature of such
proteins has proved to be important and was key in describing
numerous biochemical mechanisms, although the atomic level
description of such features are often difficult.
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To evaluate structural ensembles created with molecular
dynamic simulations, it has to be taken into account, which
parameters were used during the simulation process and what
timescale these parameters represent movements on. At the
assessment of these ensembles overfitting should be avoided,
because the average of the possible conformations has more
degrees of freedom than a single structure, and thus it is easier
to find correspondence with the experimental data. It is useful
to check the ensemble with cross-validation, for example
calculating correspondence with experimental data not used in
the MD simulations, calculating the variance from the native
structure (if present) or using other validated ensembles.

II. MOLECULAR DYNAMICS SIMULATION

Although the methods of molecular dynamic simulations
are under constant development, the models provided by the
simulations do not necessarily – and in fact, the often do not –
exhibit adequate correspondence with the experimentally de-
rived dynamical parameters. Most simulation programs use an
empirical forcefield, in which the molecules are free to move in
the presence of water (or implicit solvent, to reduce computa-
tional cost). Since the applied forcefield is empirical, adequate
correspondence is hard to achieve without other restrictions
to the simulation process. One opportunity for decreasing
the difference between experimental parameters and the ones
back-calculated from the molecular dynamic simulations is to
restraining the simulation with the experimental data. With
the growing size of the ensemble it becomes more difficult
to correctly average the parameters and to avoid under- or
overfitting. An alternative approach is to apply stochastic op-
timization on the conformers created with molecular dynamic
simulation and iteratively select conformers, until the newly
created sub-ensemble corresponds to the desired parameters.
The method is mostly applied on intrinsically disordered
proteins, where the conformational space to be considered is
large, so the iterative optimization process can be carried out
efficiently.

The purpose of the simulations is to generate ensembles
that reflect the internal dynamics of the structures: on one
hand, the residual dipolar couplings (RDC) derived restraints,
which describe movement on the slower timescale would
result better correspondence to the whole ensemble; the order
parameter (S2) on the other hand, describes movement on the
faster timescale, thus showing better correspondence to the
subpopulations of the ensemble. The simulations were carried
out involving different setups with reflect to the size of the
full ensemble and the subpopulations. A single S2 parameter
set was used to restrain all subpopulations independently of
each other and a number of experimentally-derived amide N-H
RDC sets were applied on the full ensemble.

III. MOTIVATION

A. The role of dynamical ensembles representing multiple
timescales in the process of molecular recognition

Molecular recognition plays an important role in every
biological process, in fact, the specific interactions between

biological macromolecules are one of the most basic steps in
physiological processes. Thus, getting acquainted with mole-
cular recognition is a key for deeper understanding of such
processes at a molecular level. One of the current hypotheses
state that the molecule undergoes specific conformational
changes in the presence of a ligand. This scenario is called
induced fit. Newer results suggest that there is an alternative
mechanism: the theory of conformational selection states that
there are many conformers in the ensemble at the same time
and the ligand selects the most suitable conformer to bind
to causing a population shift in the direction of the favored
conformer. The mechanism of induced fit as well as conformer
selection plays a role during the real interaction: after the
binding initially binds via conformer selection, additional con-
fomational adjustments involving side-chains and backbone
segments optimizations happen similar to those predicted by
the induced fit mechanism.

B. New models of protein interactions

Prior to the recognition of conformer selection, the lock-
and-key model was the accepted theory behind protein-protein
and protein-ligand interactions, along with the induced fit
model considered as a special case. The lock-and-key model
assumes that there is no significant difference in structures re-
gardless of binding state, the ligand (the key) finds the binding
site on the protein (lock). Unlike the lock-and-key model, the
hypothesis of induced fit suggests that the differences between
the bound an unbound states are caused by the interaction with
the binding ligands, in which the ligand causes conformational
changes to the protein. Both models handles protein structures
as a single, stable conformer in the free state, which is a clear
oversimplification.

Proteins, however, are dynamic in their nature and exist in
numerous conformations at the same time. Beside the native
structure – the one with the lowest energy – there are many
other conformers which could play a role in the process of
conformational selection. The alternative model of conformer
selection emphasises the conformational heterogeneity of pro-
tein structures and assumes, that the conformers with higher
energy state are responsible for the recognition and binding of
ligands, causing a population shift in the ensemble in favor of
the bound-like conformational state.

IV. SIMULATION AND ANALYSIS OF OWN UBIQUITIN
ENSEMBLES

The dynamics of biomolecules covers multiple timescales
and this behavior can in principle be modeled in molecular dy-
namics simulations. The changes between energy states occur
on the ns timescale, so residual dipolar coupling (RDC) param-
eters are a good choice to distinguish ensemble subpopulations
by conformational state, because RDC parameter sets, if a
suitable number of independent experiments can be perormed,
carry information about movements on this timescale. The
Lipari-Szabó model-free parameters on the other hand deliver
dynamical information on the ps-ns timescale. A plausible
combination is that there are different subpopulations that
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interchange on the slower time scale while the subpopulations
themselves can be described by parameters reporting on the
faster time-scale.

During the analysis of the ubiquitin ensembles calulated
using the subpopulation-based setup, the compliance of ex-
perimental data and from the simulation back-calculated dy-
namical parameters. According to the dynamical information
content of the used and back-calculated order parameters, we
expected a higher compliance of RDC data sets on the full
ensemble and a lower compliance in the subpopulations. Con-
versely, we expected a lower compliance of order parameters
on the full ensemble and a higher in the subpopulations. If
our assumption is correct, the calculated compliances should
fulfill our expectations: the movements on the slower timescale
(RDC) characterize the full population better, while the ones
on the faster timescale (order parameters) correspond to the
subpopulations.

To verify our hypothesis, I performed a number of molecular
dynamical simulations with different setups. We used 25
experimentally delivered N-H RDC sets as restraints on the
6 ns long simulation, from different experimental setups, to
ensure a satisfying coverage of motions on the ns timescale.
An experimentally measured N-H S2 parameter set was also
included as restraint. In accord with the literature, our expe-
rience showed that to keep amide bond planarity (especially
to avoid the out-of-plane motions of amide hydrogens), I put
additional restraints on all amide bonds to keep them planar.

To simplify and speed up the analysis of such ensembles, the
CoNSEnsX software was overhauled and completely rewritten
in Python 3. Additionally, some new features were imple-
mented, such as:

• handling RDC sets from different experiments (i.e. adif-
ferent alignments) separately

• option on aligning of the input structures using a user-
specified range of residues

• option on selecting Karplus equation parameters used for
back-calculation of scalar couplings

• option to directly fetch input structures from pdb.org
• support for accepting NOE distance data in STAR-NMR

format (the new standard at rcsb.org)
• redesigned client-side
• vector graphic output of graphs

Other new functions, currently under implementation:

• side-chain S2 back-calculation
• selection algorithm on ensembles to obtain sub-ensembles

with better correspondence to input data
• various server-side enhancements

After the successful simulation, the created ensemble was
organized into subpopulations according to the applied re-
straining scheme. Each RDC set and the order parameter
set were back-calculated on the full ensemble and on each
subpopulation as well.

Ensemble 
(PDB file)

NOE restrains
(BMRB format)

Chemical shifts, RDCs,
S2 values, 
J-couplings

(BMRB format)

CoNSEnsX

On-demand fitting
of models

Back-calculating
parameters as an

ensemble
average

NOE deviations

Correlations & Q-
Factors

Shifts: SHIFTX

RDCs: steric PALES

J-couplings:
Karplus equation

INPUT SERVER OUTPUT

Fig. 1. Schematic on the usage of CoNSEnsX

Fig. 2. Redesigned client-side of CoNSEnsX showing off new features

Some calculated results expressed with correlation as a mea-
sure of compliance, without attempting to be comprehensive:

CORRELATION FULL ENSEMBLE SUBPOPULATION

RDC list 1 0.990 0.894

RDC list 2 0.992 0.927

RDC list 3 0.986 0.909

RDC list 4 0.991 0.951

RDC list 5 0.982 0.942

RDC list 6 0.984 0.946

RDC list 7 0.983 0.943

RDC list 8 0.983 0.943

RDC list 9 0.981 0.942

RDC list 10 0.978 0.944

RDC list 11 0.983 0.941

order parameters 0.695 0.828

From the proportions of the compliance of the experimental
and the back-calculated values we can assume that our as-
sumption was right: in the back-calculated RDC correspon-

27



dences each and every RDC set had a higher correlation
value on the whole ensemble and on the other hand, the
correspondence of the order parameters was higher on the
subpopulation than on the whole population. The other mea-
sures of correspondence (Q-value, root mean square deviation)
also confirm this relation between the parameters representing
movements of different timescales and their correspondence
to the (sub)population(s).

Among these measures of correspondence CoNSEnsX also
provides three graphs for each back-calculated parameter sets
(when all the three graphs make sense):

• correlation of the experimental and the back-calculated
values

• experimental and the back-calculated values visualized
per residue

• option on selecting Karplus equation parameters used for
back-calculate scalar coupling constants

• correlation of the ensemble, average correlation of the
models and per model correlation

Fig. 3. Example correlation graph (CoNSEnsX output)

All the back-calculated RDC sets yielded a satisfactorily
high correlation with the experimental data indicating, that
the restraining and the basic configuration of the molecular
dynamic simulation was successful. Due to the number of used
RDC sets and their different origin, singular value decompo-
sition (SVD) was used by back-calculation of RDC datasets
to ensure the best orientation for each molecular structure.

Fig. 4. Example per model correlation graph (CoNSEnsX output)

It must be noted that the models as an ensemble have a
much higher compliance with the experimental data than the
average of the per model compliances. The correspondence of
the ensemble can be even higher that the best available models
correspondence, supporting the idea that protein structures
should be represented as ensembles of conformers instead of
a single/few structure(s).

V. CONCLUSION

After several attempts, I have managed to create dynamical
structural ensembles of ubiquitin where the observed internal
dynamics at multiple timescales is satisfactorily represented
in a simultaneous manner. Further improvements to the sim-
ulation are still possible, with adding additional restraints but
without over-restraining the model. I will continue the fine-
tuning of the parameters of the simulation but due to the
extreme runtime of the simulations at a significant length, rapid
experimenting with the physical parameters are not always
possible. I have implemented impotant novel features into
the rewritten CoNSEnsX software, with other interesting im-
provements to come, further simplifying the process of back-
calculation and basic structure analysis. When the planned
improvements and the server-side features are implemented,
we expect the rewritten CoNSEnsX software to be ready for
publication and available for on-line use.
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Abstract—Nitric oxide (NO) is a gaseous transmitter. In the 

hypothalamic paraventricular nucleus (PVN), it has been 

implicated in the regulation of energy homeostasis and 

neuroendocrine control. However, little information is known 

about the subcellular localization of the components of the NO 

system in the PVN and whether NO is utilized as an anterograde 

and/or retrograde messenger by the parvocellular neurons of this 

nucleus. Neuronal nitric oxide synthase (nNOS) is the enzyme 

responsible for the NO production of neurons, and the primary 

mechanism mediating the effects of NO on target neurons is the 

soluble guanylate cyclase-facilitated production of cGMP. Soluble 

guanylate cyclase is a heterodimer composed of α (α1 and α2) and 

β (β1 and β2) subunits, the most prevalent form being the α1/β1 

heterodimer. Using antisera against nNOS and the soluble 

guanylate cyclase α1 and β1 subunits, immuno-electron 

microscopy was performed to determine the subcellular 

localization of these proteins in the parvocellular part of the PVN 

in mice. nNOS was abundantly present in neuronal perikarya 

and dendrites and also in axon varicosities. In perikarya and 

dendrites, nNOS-immunoreactivity was widely distributed in the 

cytoplasm, primarily associated with the endoplasmatic 

reticulum. nNOS-immunoreacivity was also found to be 

associated with the perikaryal plasma membrane in close 

proximity to both symmetric and asymmetric synapses, as well as 

within axon varicosities forming both symmetric and asymmetric 

synapses. The soluble guanylate cyclase α1 subunit was found in 

dendrites and axon varicosities and associated with both the pre- 

and postsynaptic densities of the synapses. The α1 subunit was 

associated with both symmetric and asymmetric types of 

synapses, whereas the β1 subunit was primarily observed in 

dendrites and frequently associated with the postsynaptic density 

of synapses. On rare occasions when the β1 subunit was observed 

in axon varicosities, the immunoreactive varicosities formed 

symmetric type synapses. 

In summary, these data indicate that nitric oxide may be 

utilized as both an anterograde and retrograde transmitter in the 

parvocellular part of the PVN.  

Keywords-nitric oxide; paraventricular nucleus; electron 

microscopy 

I.  INTRODUCTION  

Nitric oxide (NO) is a gaseous transmitter that has 

extremely short half-life in biological systems.  It is 

synthesized by the nitric oxide synthase (NOS) enzymes from 

the amino acid L-arginine. There are three NOS isoforms: 

endothelial NOS (eNOS), inducible NOS (iNOS) and neuronal 

NOS (nNOS). All are present in the nervous system, however, 

nNOS is the principal isoform that is utilized by neurons.  NO 

primarily exerts its effect through the soluble guanylyl cyclase 

enzyme (sGC). Soluble GC is a heterodimer molecule. Four 

sGC subunits, α1, α2, ß1 and ß2, have been identified. The 

most common form in mammalian tissues is the α1/ß1 

heterodimer. The activity of sGC results in an increase of 

intracellular cyclic GMP (cGMP) levels. This way, NO causes 

accumulation of cGMP in cells leading to activation of multiple 

downstream targets, including kinases, ion channels and 

phosphodiesterases. NO can be utilized as both anterograde and 

retrograde transmitter.  

The hypothalamic paraventricular nucleus (PVN) has been 

implicated in the regulation of energy homeostasis and the 

neuroendocrine systems. NO has been shown to play important 

role in the regulation of these functions including the regulation 

of food intake, TRH gene expression and CRH release, 

suggesting that NO may influence the parvocellular neurons of 

the PVN. However, little information is available about the 

localization and function of this transmitter system in the PVN.  

Therefore, we performed ultrastructural studies to 

determine the precise localization of the components of the NO 

transmitter system in the parvocellular part of the PVN and to 

E. FARKAS, “Subcellular localization of the components of the nitric oxide system in the hypothalamic paraventricular nucleus of mice” in PhD

Proceedings Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2015.
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understand whether NO can be utilized as an anterograde 

and/or retrograde transmitter in this nucleus.  

 

II. MATERIAL AND METHODES 

The experiments were carried out on ten adult, male, CD1 

mice, weighing 30–35 g, housed under standard environmental 

conditions (light between 06:00 and 18:00 h, temperature 22±1 
o
C, mouse chow and water ad libitum).  All experimental 

protocols were reviewed and approved by the Animal Welfare 

Committee at the Institute of Experimental Medicine of the 

Hungarian Academy of Sciences.  

Animals were deeply anesthetized with ketamine/xylazine 

(ketamine 50 mg/kg, xylazine 10 mg/kg body weight, ip). Five 

minutes later, the animals were perfused transcardially with 10 

ml 0.01 M phosphate-buffered saline (PBS), pH 7.4, followed 

sequentially by 10 ml of 4% paraformaldehyde in Na-acetate 

buffer, pH 6.0, and then by 50 ml of 4% paraformaldehyde in 

Borax buffer, pH 8.5. The brains were rapidly removed and 

stored in 4% paraformaldehyde in 0.1 M phosphate buffer 

(PB), pH 7.4, for 24 h at 4 ºC. 

 

Serial, 25µm thick coronal sections were cut on a Leica VT 

1000S vibratome (Leica Microsystems, Wetzlar, Germany). 

The sections were treated with 0.5% H2O2 in PBS for 15 min.  

The sections were cryoprotected in 15% sucrose in PBS for 15 

min at room temperature and in 30% sucrose in PBS overnight 

at 4
o
C and then, quickly frozen over liquid nitrogen to improve 

antibody penetration into the tissue. To detect the nNOS-

immunoreactivity, pretreated sections were then placed into 

rabbit anti-nNOS serum (1:200) for 4 days at 4 
o
C and after 

rinsing in PBS and 0.1% cold water fish gelatin/1% bovine 

serum albumin (BSA) in PBS, incubated in donkey anti-rabbit 

IgG conjugated with 0.8 nm colloidal gold (Electron 

Microscopy Sciences, Fort Washington, PA) diluted at 1:100 in 

PBS containing 0.1% cold water fish gelatin and 1% BSA. 

After rinsing in 0.2 M sodium citrate, pH 7.5, the gold particles 

were silver intensified with the Aurion R-Gent SE-LM Kit. 

(Amersham–Pharmacia Biotech UK, Buckinghamshire, UK).  

Sections were osmicated, and then treated with 2% uranyl 

acetate in 70% ethanol for 30 min. Following dehydration in an 

ascending series of ethanol and propylene oxide, the sections 

were flat embedded in Durcupan ACM epoxy resin (Fluka) on 

liquid release agent (Electron Microscopy Sciences)-coated 

slides, and polymerized at 56 oC for 2 days.   

To detect the localization of the sGC subunits, sections were 

incubated in rabbit antiserum against sGC α1 or ß1 (1:4000) for 

4 days at 4 ºC, followed by biotinylated anti-rabbit IgG (1:500) 

and avidin-biotin-peroxidase complex (ABC Elite 1:1000).  

Immunoreactivity was detected in 0.05% DAB/0.15%Ni-

ammonium-sulfate/0.005% H2O2 in 0.05 M Tris buffer, pH 7.6. 

The immunoreaction product was silver-intensified by using 

the Gallyas method. After immunostaining, the sections were 

embedded in Durcupan ACM epoxy resin (Fluka) and then 60–

70 nm thick utlrasections were cut with Leica ultracut UCT 

ultramicrotome (Leica Microsystems, Wetzlar, Germany). The 

ultrathin sections were mounted onto Formvar-coated single 

slot grids, contrasted with 2% lead citrate and examined with a 

Jeol-100 C transmission electron microscope. 

Primary antisera Dilution 

rabbit antiserum against nNOS (rabbit 

polyclonal antibody, Zymed Laboratories, San 

Francisco, CA) 

1:200 

rabbit antiserum against soluble guanylyl 

cyclase α1 (rabbit polyclonal antibody; catalog 

number G4280, lot number 011K4888; Sigma) 

1:4000 

rabbit antiserum against soluble guanylyl 

cyclase ß1 (rabbit polyclonal antibody; catalog 

number 160897, lot number 134521,Cayman 

Chemical, Ann Arbor, MI) 

1:4000 

 

Specificity of antisera  

The specificity of nNOS, sGC α1 and ß1 antisera was 

reported previously (Szabadits et al., J Neurosci, 2007).  
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III. RESULTS 

Neuronal NOS-immunoreactivity was abundantly present 

in neuronal perikarya and dendrites and also in axon 

varicosities in the parvocellular part of the PVN. In perikarya 

and dendrites, nNOS-immunoreactivity was widely distributed 

in the cytoplasm, primarily associated with the endoplasmatic 

reticulum. nNOS-immunoreacivity was also found to be 

associated with the perikaryal plasma membrane in close 

proximity to both symmetric and asymmetric synapses, as well 

as within axon varicosities forming both symmetric and 

asymmetric synapses. The soluble guanylate cyclase α1 subunit 

was found in dendrites and also in axon varicosities, and was 

closely located to both the pre- and postsynaptic sides of 

synapses in many instances. The α1 subunit was associated 

with both symmetric and asymmetric types of synapses. The 

soluble guanylate cyclase α1 subunit was found in dendrites 

and also in axon varicosities, and was closely located to both 

the pre- and postsynaptic sides of synapses in many instances. 

The α1 subunit was associated with both symmetric and 

asymmetric types of synapses.  

Figure 1. Electron micrographs illustrate the localization of 

nNOS-immunoreactivity in dendrites (A-D) axons (E, F) and a 

neuronal perikaryon (G) in the parvocellular part of the 

paraventricular nucleus in mice. The nNOS-immunoreactivity 

is labeled with highly electron dense gold–silver granules.  

nNOS-immunoreactivity can be observed in dendrites in the 

proximity of the postsynaptic density of both asymmetric (A, 

B, D) and symmetric (C) synapses. nNOS-immunoreactivity 

can also be observed in axon varicosities forming asymmetric 

(E) or symmetric synapses (F). A low-power magnification 

image shows a nNOS-IR perikaryon (G). In perikarya, nNOS 

immunoreactivity was widely distributed in the cytoplasm and 

primarily associated with the endoplasmatic reticulum. Arrows 

point to synapses. Scale bars=0.5µm in (A-G). a= axon; d= 

dendrite; Nu= nucleus  

 

The sGCα1-immunoreactivity is recognized by the presence of 

the electron dense silver granules. sGCα1-IR axon varicosities 

form both symmetric (A, D) and asymmetric type synapses (B, 

E). Similarly both asymmetric (C) and symmetric type 

synapses (F) are formed on the sGCα1-IR dendrites. Low-

power magnification image shows sGCα1-IR perikaryon (G) 

sGCα1-IR was widely distributed in the cytoplasm. Arrows 

point to synapses. Scale bars=0,5µm in (A-G). a= axon; d= 

dendrite; Nu= nucleus  
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Figure 2. Electron micrographs 

show soluble guanylyl-cyclase α1-

immunoreactive (sGCα1-IR) axons 

(A-D), dendrites (E, F) and a 

neuronal perikaryon (G) in the 

paraventricular nucleus, in mice. 

d 

a 

Nu 
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Figure 3. Electron micrographs illustrate (arrows) soluble 

guanylate-cyclase ß1-immunoreactive (sGCß1-IR) dendrites 

(A, B, C) axon (C) and neuronal perikaryon (D) in the 

parvocellular part of the paraventricular nucleus in mice. 

Soluble sGCß1-IR is recognized by the presence of electron 

dense silver granules. Asymmetric (A) and symmetric synapses 

(B, C) are observed on sGCß1-IR dendrites. sGCß1-

immunoreactivity is typically associated with the postsynaptic 

membrane of synapses. A sGCß1-IR axon terminal forms a 

symmetric synapse with an IR dendrite (C). Low-power 

magnification image shows a sGCß1-IR perikaryon (G). 

Arrows indicate the synapses. Scale bars=0.5µm in (A-D). a= 

axon; d= dendrite; Nu= nucleus  

 

IV. CONCLUSION 

1)  nNOS-immunoreactivity is present in both the pre- and 

postsynaptic sites of inhibitory symmetric and excitatory 

asymmetric synapses as well.  

 

2)  Similar to nNOS, soluble guanylyl-cyclase α1 is also 

present in both the pre- and postsynaptic elements of 

symmetric and asymmetric synapses.  

 

3)  Soluble guanylyl-cyclase ß1 is localized to dendrites and 

perikarya, and in several instances, present close to the 

postsynaptic side of both symmetric and asymmetric synapses.  

 

4)  Soluble guanylyl-cyclase ß1 subunit was only very rarely 

seen in axon varicosities.  

 

5)  Our data suggest that nitric oxide can be utilized as both 

an anterograde and retrograde transmitter in the parvocellular 

part of the PVN in mice.  
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Abstract— The relationship between resting state functional 

networks and the cognitive decline with advancing age is poorly 

understood. The current research aimed to test the altered 

resting state functional networks (RSNs) with respect to aging. 

The working memory (WM) capacity (forward and backward 

digit span tests) of young (18-26 years, N= 26) and elderly (60-71 

years N=22) subjects were determined and their EEG was 

recorded by 64 electrodes during eyes open resting condition. The 

strength of phase synchronization was measured on the 

reconstructed cortical source signals in different frequency 

bands. Densely connected regions of these oscillatory networks 

were identified as functional brain modules. The brain regions 

were characterized based on their topological role in the network 

maintenance (within and between-module connections). The 

brain regions affected by aging were selected to correlate with 

memory scores. Both in young and elderly, neuronal networks 

demonstrated significantly nonrandom sub-network 

characteristics. Our results show a frequency band specific 

change of the modular organization with ageing. The loss of the 

governing frontal hub regions in theta and gamma bands were 

accompanied with a more expressed modular organization in the 

upper alpha band in the elderly group. Positive correlation was 

found between the frontal within-module connectivity strength 

and executive function of WM in the theta and gamma bands. 

Contrary to this, in the upper alpha band, more extensive frontal 

hubness statistically predicted lower level WM storage capacity 

and the characteristic age differences. In summary our results 

suggest that the less optimal modular pattern in the theta and 

gamma bands may have compensated by the reorganization of 

the alpha oscillatory band functional networks with ageing.  

Keywords- resting state, modularity, functional connectivity, 

EEG, phase synchronization, aging, graph theoretical analysis, 

working memory 

I.  INTRODUCTION 

The recent challenge of the cognitive neuroscience models 

of aging is to understand the brain mechanisms that may 

underlie the cognitive deficits in aging. Considerable age-

associated cognitive decline such as learning, long term 

memory, working memory (short term retention and 

manipulation of information) were demonstrated in both cross-

sectional and longitudinal studies [1]. Recently, it has also 

hypothesized that the impaired interactions within distributed 

functional networks seen in resting state, rather than the 

activity changes of single regions observed under cognitive 

load. It may play a decisive role in the functional deficits 

associated with normal and pathological aging.  Therefore, the 

present investigation of functional connectivity between 

distant brain regions during no task resting condition could 

provide new insights into the impaired cognition in the aging 

brain. 

Brain oscillations provide such neural mechanisms by 

establishing sustained coordinated timing of neuronal firing 

between distant cortical areas which integrates anatomically 

distributed processing and facilitates neuronal communication 

[2]. Graph theoretical analyses of complex functional 

networks, obtained using  fMRI and MEG [3], has 

demonstrated that brain functional networks have a modular 

(sub-network) structure, where a module is defined as a highly 

integrated sub-network consisting of regions with much denser 

connectivity within themselves than between those regions 

and the rest of the brain. Therefore, studies of brain modules 

enable to identify groups of brain regions that may serve 

common functions of neural activity [4]. Alterations of the 

global functional modular structure and the efficiency and 

localization of the modular hub regions are observed in 

clinical states like Alzheimer’s disease [5], schizophrenia [6] 

or epileptic brain networks [7]. 

The present study was aimed to investigate the modular 

reorganization of the cortical networks in advanced age and 

it’s relation to working memory functions. EEG data of young 

and elderly subjects were recorded in eyes-open resting state 

condition. Our hypothesis was that age dependent changes in 

connectivity of modules are related to the decline of memory 

functions. First the age related changes were identified on 

resting state functional modular characteristics. Finally the 

assumption was tested by correlation analysis between the 

individual performance on working memory task and the 

functional module features of spontaneous cortical activity. 

II. METHODS 

A. Participants 

Healthy young (18-28 years; N = 26; SD= ±2.2 16 women) 

and elderly (61-71 years; N = 22; SD= ±3.2; 13 women) 

individuals took part in the study. Prior to the EEG recording 

the IQ of all participants was tested with the Hungarian 
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standardized version of Wechsler Intelligence Scale (WAIS-

R). The IQ and demographic data of the two groups (sex and 

years of education) were matched. The short term memory 

was measured outside the EEG chamber by forward (storage 

capacity) and backward (executive function) digit span tasks.  

 
Figure 1. Schematic flowchart of the functional network and 

module construction of EEG source signals. 1) Preprocessing 

the scalp EEG 2) Reconstructing the source signals of each 

brain region 3) Calculation of strength of phase 

synchronization (functional connectivity) between all pairwise 

brain regions 4) Partitioning the network to non-overlapping 

modules and determining the modular parameters of the 

subgraphs within each analyzed frequency band. 

 

B. EEG recording and preprocessing 

The EEG was recorded by 64 Ag/AgCl electrodes placed 

according to the international 10-20 system using Neuroscan 

software and amplifiers (Scan 4.3., Nuamps, bandpass: DC-70 

Hz, FIR, sampling rate: 1000 Hz). The reference was placed at 

the tip of the nose and the ground was provided by an electrode 

placed between Cz and Fz. The 4 min of spontaneous EEG data 

of subjects were recorded in eyes open resting state condition. 

The eyes open condition is chosen to match with the general 

circumstances of the memory tasks. The preprocessing of the 

EEG data was performed with EEGLab 10.2.5.8b toolbox of 

Matlab 7.9.1 software. The EEG was filtered (band-bass, 

Hamming windowed Fast Fourier Transform) in the theta (4-7 

Hz) frequency band. The EEG data were segmented into 4096 

ms long epochs Artefact detection and removal were performed 

by Independent Component Analysis function and ADJUST 

plugin of EEGLab toolbox (optimized to capture blinks, eye 

movements and generic discontinuities, [8]. Before the source 

signal reconstruction the EEG recordings were average 

referenced. 

C. Source Signal reconstruction 

The time series of the cortical areas were reconstructed by 

the sLORETA method implemented in the Brainstorm toolbox 

(http://neuroimage.usc.edu/brainstorm [9]. The forward model 

was determined on a realistic BEM (boundary element 

method) head model by the OpenMEEG toolbox [10] using 

standard brain template (MNI/Colin27, voxel resolution: 

1mm3) and standard electrode positions. The inverse model 

was calculated by the sLORETA algorithm which is a 

distributed source estimation procedure working with 

standardized minimum norm source power configuration 

assuming the high correlation of neighboring sources. The 

time signals of the dipolar strength corresponding to each 

voxels were reconstructed with the orientation perpendicular 

to the cortical surface, and then averaged to 62 cortical regions 

(areas of interest; AOIs) according to the parcellation scheme 

introduced by Klein and Tourvilee [11]. 

D.  Functional network of the sources 

The time varying dipole strength the AOIs were filtered 

offline in delta (0.5-4 Hz), theta (4-8 Hz), lower alpha (8-10 

Hz), higher alpha (10-13 Hz), beta (13-30 Hz), gamma (30-45 

Hz) frequency bands. A Hamming-windowed FFT filter was 

applied to avoid the phase distortion of the signal. The strength 

of connectivity was calculated for all pair-wise combinations of 

AOIs based on the measurement of phase synchronization 

(phase lag index [PLI]) in five frequency bands obtained for all 

4096ms long EEG source time series. PLI is a measure of the 

asymmetry of distribution of phase differences between two 

signals by averaging the sign of phase difference [12]: 

 ( )kPLI sign t  , 

where ∆Φ is the phase difference of two signals at the tk time 

point. By eliminating the 0 phase difference PLI isn’t affected 

by the volume conduction. Minimum strength of functional 

connectivity is expressed by value of PLI around 0 and the 

most consistent nonzero phase difference is indicated by value 

of 1. 

The resulting functional connectivity network of each 

epoch provides an abstract mathematical representation of the 

system, where each AOI represents a node of the network, and 

the strength of functional connectivity (PLI value) between all 

pairs of AOIs are defined as edges. 

E. Identification of the modular characteristics of the 

functional networks 

In order to investigate the modular organization of RSNs, 

smaller functional subgraphs or modules were decomposed 

from the entire RSN [5]. The modularity (Q) of a graph 

describes the possible formation of communities in the 

network: 
2N
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, 

where N is the number of modules, L is the total sum of all 

edge weight in the network, ls is the sum of all weight in 

module s, and ds is the sum of the strength of nodes (the sum 

of edge weight of a certain node) in module s [4]. The highest 

Q value of a given network accompanies with the maximal 

within-module and the fewest between-module connections 

The modules of a network are not homogenous groups, but 

rather weakly linked subgraphs, where each node can be 
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characterized by its within (Zi) and between module 

connectivity (participation coefficient; PC) strength [13]. 

The number of modules, value of modularity and within- 

and between-module strength of all cortical regions were 

selected to describe the age related changes of the functional 

modular organization. These parameters were determined for 

all epochs, than averaged for each subject respectively. 

For providing evidence of the highly modular organization of 

the RSNs derived from the reconstructed source signal, the 

maximal modularity value of the biological functional 

networks were compared to the value of the corresponding 

random networks. Degree-, weight-, and strength-preserving 

randomization [14] was applied to generate a null model 

(random network) for each epoch in every frequency band. 

F. Statistical analysis 

Statistical analysis was performed with the Statistica 

software (version 11.0). For the statistical analysis of the level 

of modularity and average number of modules in each 

frequency bands repeated measures of ANOVA was 

performed separately, including random biological network 

type as a within subject factor and age as between subject 

factor. The statistical analysis of the within module functional 

connectivity strength (Zi) within AOIs and between age 

groups were derived by the mixed mode ANOVA using AOIs 

(31 cortical regions) as within subject factors, and group 

(young vs. elderly) as between subject factor. The contralateral 

AOIs were averaged over the two hemispheres to detect only 

the bilaterally significant age-related changes in the 

maintenance of the modular structure. The AOIs showing a 

significant age-related effect were chosen for the subsequent 

Pearson correlation analysis with the memory tasks. The 

correlation analysis was performed for both the forward and 

backward digit span task, thus the significant level was 

corrected to p<0.025. 

III. RESULTS 

A. The level of modularity and the average number of 

modules 

The level  of modular organization of cortical networks 

during resting state was significantly higher than the level of 

modularity of the random networks in all frequency bands 

[main effect in delta band: F1.46=10058, p<0.001; main effect in 

theta band:  F1.46=4853, p<0.001; main effect in lower alpha 

band: F1.46=4499, p<0.001; main effect in upper alpha band: 

F1.46=1937.7, p= p<0.001; main effect in beta band: 

F1.46=3240.3, p<0.001 ; main effect in gamma band: 

F1.46=2768.8, p p<0.001. The post-hoc analysis revealed a 

significant (p=0.023) increase of the modularity value in the 

group of young compared to the group of elderly in gamma 

band.  

The numbers of modules of RSNs was found to be 

significantly lower compared to the random networks in all 

frequency bands except for the gamma oscillation [main effect 

in delta band: F1.46=156.06, p<0.001; theta band F1.46=89.74, p= 

p<0.001; main effect in lower alpha band F1.46=361.43, 

p<0.001; main effect in upper alpha band: F1.46=229.44, 

p<0.001; main effect in beta band: F1.46=5.47, p=0.024]. 

According to the post-hoc comparison the number of modules 

are found to be lower in the young group compared to the 

elderly in the alpha1 (p=0.045), alpha2 (p=0.005) and gamma 

bands (p=0.02). 

B. Strength of within and between the module connectivity 

The average value of the participation coefficient showed a 

robust correlation with the number of clusters (>0.8). We 

decided not to include the participation coefficient in the 

further analysis, because the numbers of modules determine 

strongly the value of partition coefficient. The results 

corresponding to connectivity strength and the intra-modular 

connectivity strength of each node in each age group is 

summarized in Figure 1. Significant effects of age-node 

interaction on the within module connectivity strength of the 

node were only observed in the theta, upper alpha and gamma 

bands.  

 

 

Figure 2. The t-values of the group comparison of each AOIs’ 

within module connectivity in theta, alpha2, gamma bands. 

 

Theta band: In the theta band a significant interaction effect of 

AOIs and Age group was found [F30.1380=1.78, p=0.006; partial 

eta square= 0.037]. According to the post hoc comparison Zi 

was found to be lower in the elderly group compared to the 

young in the precentral gyrus (PrG p=0.002), the superior 

parietal lobule (SPL p=0.025), the caudal and rostral anterior 

cingulate cortex (caCC p=0.046, raCC p=0.003). In contrast Zi 

was found to be higher in the elderly group compared to the 

young only in the parahippocampal gyrus (PHG p=0.020).  

Upper alpha band:  In the upper alpha band significant 

interaction effect of AOIs and Age group was found 
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[F30.1380=1.72, p=0.001; partial eta square= 0.036]. According 

to the post hoc comparison Zi was higher in the elderly group 

compared to the young in the Rostral middle frontal gyrus 

(rMFG; p=0.006), Inferior frontal gyrus – Pars triangularis 

(IFGTr; p= 0.014), Inferior frontal gyrus – Pars orbitalis 

(IFGOr; p=0.017). Zi was found to be lower in the elderly 

group compared to the young only in the Lateral occipital 

cortex (LOC; p=0.008).  

Gamma band: A tendency for interaction effect of AOIs and 

Age group was found in the gamma band [F30.1380=1.32, 

p=0.117; partial eta square= 0.028]. According to the post hoc 

comparison Zi was found to be lower in the elderly group 

compared to the young only in the Superior frontal gyrus (SFG 

p=0.039), precentral gyrus (PrG p=0.015) and the Posterior 

Cingulate Cortex (pCC p=0.036). 

C. Relationship between the strength of connectivity within 

the modules and WM capacity 

Significant correlations were observed between the 

individual’s within module connectivity strength and memory 

performance on digit span test (summary of the results 

presented in Table 1.). 

 

 Frequency 
band/region Zi 

r(X,Y) p 

Forward 
digit span 

theta band / 
parahippocampal 
gyrus 

-0.344 0.017 

 upper alpha band 
/ rostral middle 
frontal gyrus 

-0.327 0.024 

    

Backward 
digit span 

theta band / 
precentral gyrus 

0.395 0.005 

 theta band / 
caudal anterior 
cingulate cortex 

0.345 0.016 

 gamma band / 
precentral cortex 

0.323 0.025 

Table 1. Results of the correlation analysis between the 

functional connectivity strength and the LTM accuracy 
 

IV. CONCLUSION 

According to the main findings of the present study, the 

modular organization of large scale spontaneous neuronal 

activity was related to working memory functions and was 

shown to be altered with advancing age. Graph theoretical 

modularity analysis demonstrated weakening links within 

functional module of the fronto-parietal regions in the resting 

state network (precentral, superior frontal and parietal gyri, 

ACC and PCC) of theta and gamma frequency bands. 

Additionally these network properties were found to correlate 

with the executive component of WM capacity. Moreover, a 

putative lack of inhibitory process mediated by higher alpha 

oscillation was indicated in the elderly population by the 

increased within module connectivity strength in the frontal 

cortical regions (medial and inferior frontal gyrus). Higher 

level local connectivity strength in the frontal region in the 

upper alpha band was associated with lower short term memory 

storage span. 

Our results revealed topological changes in the large scale 

oscillatory connectome in relation to aging. These results have 

valuable implications since they provide a baseline for 

evaluating network impairments in age-related 

neurodegenerative disorders. The present evidence suggests 

that spontaneous connectivity may have a critical impact on 

memory performance. The investigation of resting state 

functional network organization could provide insights into the 

neural substrates underlying individual variations in memory 

capacity. Taken together, the analyzed properties of resting 

state networks could serve as potential biomarker of failing 

integrity of memory systems. These findings suggest that 

cognitive decline in normal aging may be causally related to 

functional disruption of large-scale brain systems that support 

cognition. 
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Abstract—65 million people around the world suffer from 

epilepsy. This is a chronic condition with complex effects on a 

psychological function and a person’s social situation. Epilepsy 

can be diagnosed by detecting ictal and interictal epileptiform 

discharges on patients’ electrophysiological recordings. The 

exact mechanism underlying epilepsy is still unknown. Our 

research group has set the goal to characterize the local neu-

ronal network mechanisms of epilepsy by comparing this elec-

trical activity in vivo and in vitro by multi-phase electrophysio-

logical approaches. 

Keywords—epilepsy, in vivo, in vitro, human tissue, spontane-

ous population activity, seizure onset 

I. INTRODUCION 

Approximately 1 % of the human population suffers from 
epilepsy [1]. This neurological disorder can affect different 
areas of the brain, so it can generate different symptoms as 
well. During an epileptic seizure, the willful control of be-
havior and consciousness can disappear, automatic series of 
actions can occur, and memory consolidation processes can 
be damaged [2]. About one third of people with epilepsy do 
not respond to antiepileptic drug treatment. In this condition, 
surgical resection of the brain area generating seizures can 
be an alternative treatment. This condition is called pharma-
coresistant epilepsy. The underlying mechanisms still need 
to be clearly identified. The complete resection of the sei-
zure-onset zone (SOZ) is mandatory for the positive surgical 
outcome, which is usually to render the patient seizure free. 
The resected specimens allow an opportunity to study the in 
vitro mechanisms of interictal discharges, seizure genera-
tion, propagation and pharmacoresistance on viable human 
central nervous tissue [1]. Before and under the surgery, 
multimodal neuroimaging and intracranial macro-electrodes 
(MAE), and intracortical laminar microelectrodes (MIE) are 
applied to circumscribe the seizure-onset zone [4].  

The National Institute of Clinical Neuroscience and the 
Institute for Cognitive Neurosciences and Psychology of the 
Hungarian Academy of Science have been running transla-
tional epilepsy research for decades, in which the Pázmány 
Péter Catholic University Faculty of Information Technolo-
gy and Bionics joined many years ago. Our multiphase 
collaborative study will assist bridging the gap between 
conventional diagnostic and investigational approaches of 
epilepsy, in order to make the clinical methods less invasive 

and more precise. This cooperation can address questions 
concerning the basic mechanisms of epilepsy, and may 
contribute to the development of new treatment methodolo-
gies. 

 

Figure 1. The diagram shows the actual seizure-onset zone, the potential 
seizure-onset zone, and a surgical resection that includes both seizure-onset 
zones. Complete resection of both seizure-onset zones should result in 
seizure-freedom [5]. 

II. METHODS 

In our study we conduct a multi-scale electrophysiological 
investigational pipeline, with in vivo and vitro phases.  

A. In vivo preoperative recording 

The involved patients undergo standard preoperative evalua-
tion to locate the SOZ. Beside various non-invasive neu-
roimaging modalities (PET, MRI, CT), video-EEG is per-
formed, to record spontaneous seizures and interictal spikes 
(IIS).. 

 

  

 

Figure 2 The preoperative Video-EEG, CT and EEG-fMRI brain mapping 
can help the localization of epileptic focus and achieve the best possible 
seizure prevalence, and minimize the risks of postoperative neurologic 
dysfunction. 
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B. In vivo intraoperative recording 

Intraoperative electrocorticography (ECoG) with strip 
and/or grid electrodes (Figures 3.) has been traditionally 
used in the surgical management of medically non-treatable 
epilepsies to identify the location and boundaries of the 
epileptogenic area, to guide the extent of resection, and to 
assess its completeness [8]. The spontaneous interictal and 
ictal discharges, low and high frequency stimulation induced 
activities are recorded in the areas of cerebral cortex. In 
some cases, we recorded the spontaneous laminar distribu-
tion of intracortical synaptic processes by implanted laminar 
micro-multi-electrode, which records field potentials (FPs), 
multiple unit activity (MUA), and action potentials (APs) at 
the same time from different and well defined cortical 
depths [6].  

 

 

 

 

Figure 3. An invasive procedure used to place grid or strip electrodes on the 
surface of the brain to record electrical activity. The thumbtack is a linear 
probe for chronic use designed to span cortical layers running parallel to 
the surface of the brain. It is effective for both field potential and single-
unit recordings. The patient is monitored for several days in an epilepsy 
monitoring unit where ictal and interictal data are collected. 

C.  In vitro electrophysiology recording 

After the resection of the epileptic focus, we are able to do 
experiments on the human brain slices. First, the blood ves-
sels and meninges are removed to avoid resistance during 
slicing. The brain tissue block is cut to 500 µm thick slices 
by low speed (0.18 mm/sec) vibrotome. Subsequently we 
incubate them in the interface chamber at 33 °C for at least 1 
hour in ACSF before starting recordings. Using laminar 
microelectrodes we record the local field potentials (LFPg) 
[3]. Parallel to this phase, parts of the resected tissue is 
transferred to the two-photon microscope. This Ca-imaging 
technique can gain additional information about the synaptic 
functions and ion channel mechanisms of the human epilep-
tic network involved in the SPA generation [7].  

 

Figure 4. Extracellular recording in human neocortex. We can detect differ-
ent types of spontaneous population activities with multielectrodes. 

III. RESULTS 

Spontaneous synchronous population activity (SPA) can be 
detected by electrophysiological methods in cortical slices 
of patients with epileptic seizures in vitro. We observed 
larger and smaller amplitude (Figure 2.) of spontaneous 
population activities (SPA) in slices of various patients with 
epileptic episodes in in vitro level. We hypothesize that 
lower amplitude LFPg is a part of the normal function of the 
brain, while higher amplitude LFPg belongs to the phenom-
enon of epilepsy.  

 

Figure 5. Normal and epileptic SPA from the seizer onset zone of three 
different patients (drug-resistant status epilepticus). Two types of spontane-
ous population activities can be found in the same human but their loca-
tions and amplitude magnitudes are significantly different. 

IV. DISCUSSION 

A number of tests are performed to determine whether a 
person has epilepsy and, if so, what kind of seizures the 
patient has. The collaboration of three institutes (MTA, 
OKITI, PPKE-ITK) can help to follow the epileptic forms 
from in vivo level to in vivo with a multi-scale 
electrophysiological investigational pipeline. The 
cooperation of the fields of epileptology, neurosurgery, 
molecular interventions and bioinformatic can facilitate the 
clarification of the basic mechanisms underlying epilepsy. 

V. FURTHER AIMS 

We would like to compare the SPAs in different areas of 
epileptic brain tissue after the resection (Figure 6.). 

 

Figure 6. The areas of sampling for in vitro electrophysiology 
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Abstract—Nowadays, Laboratory-on-a-Chip (LoC) devices are
widespread in medical diagnosis, and different regions of indus-
try. In food safety LoC is a possible solution to make a rapid,
cheap and disposable scientific quality checking device for food
products. We present a special LoC that performs isothermal
DNA amplification with degas-driven flow to detect Listeria mono-
cytogenes. Simulations in Comsol Multiphysics were calculated to
describe the modification of air-concentration in PDMS bulk,
then a system-level simulation model was used in Matlab to
predict the spreading of fluid in microfluidic channels. Finally,
microfluidic devices were fabricated, and loop-mediated isother-
mal amplification (LAMP) was tested. The results of LAMP were
evaluated with gel electrophoresis and PCR then validated with
the traditional method. We demonstrated a new and easy-to-
use LAMP method and device in microfluidic environment and
a 25g/ml concentration DNA sample was amplificated to 200-
250g/ml concentration. The successful tests projected further
development possibilities. Thus, we would like to construct an
automated sample preparation system, and an optical system to
be able to detect turbidity on chip.

Index Terms—microfluidics; Lab-on-a-Chip; food safety;
Loop-mediated isothermal amplification; Listeria monocytogenes;

I. INTRODUCTION

Food safety receives an increasingly important role in the
world. In the USA alone, there are 76 million cases of food-
borne illness leading to 325.000 hospitalizations and 5.000
deaths [1]. One of the most widely known illnesses of these
is listeriosis, which is a bacterial infection caused by Liste-
ria monocytogenes. The infection of food with the Listeria
bacterium could be detected by traditional microbiological
methods [2, 3], but these methods require very long analysis
times (>24h) and adequate sample preparation methods. LoC
(Lab-on-a-Chip) systems are new opportunities to decrease the
sampling and examination time in clinical applications: the
smaller size, the lower number of samples and the more exact
detection leading to lower costs per measurement [4, 5]. To
design LoC microfluidic devices, predefined flow characteristic
and geometry are needed. Hongjun et al. [6] described one
special simulation method that determines the liquid filling in
microfluidic channels. Furthermore, this method is relatively
exact and the simulation time is a few seconds. This system
was implemented in Matlab, and the channel geometry was
designed in CorelDraw. In general, most of the microfluidic

devices require external power sources for fluid transporta-
tion [7]. We report here a power-free pumping method for
polydimethylsiloxane (PDMS). According to Henry’s law, the
equilibrium concentration of gas dissolved in PDMS is propor-
tional to the partial pressure of the gas around the PDMS [8].
By placing the PDMS bulk in vacuum then bringing it back to
the atmosphere, the PDMS bulk begins to absorb air toward
the new equilibrium [6]. This phenomenon was simulated in
Comsol Multiphysics. The PCR (polymerase chain reaction)
technique was used to amplify the DNA of bacteria in the
sample [9]. Although PCR is the most widely known and
used DNA amplification method, it has a big disadvantage
for miniaturization namely, the temperature cycling and the
long running time. Armes et al.[10] developed the recombinase
polymerase amplification (RPA) method that is an isothermal
nucleic acid amplification test. This PCR needs thermostable
polymerases, and it is performed in a short time, because the
thermostable polymerases have a rapidly declining activity at
PCR temperatures. Another isothermal method for amplifying
nucleic acids is the loop-mediated isothermal amplification.
This method was described by Notomi et al. in 2000 [11].
This method relies on an auto-cycling strand displacement
DNA synthesis that is performed by a DNA polymerase with
high displacement activity and a set of two inner and two
outer primers [12]. We report here a degas-driven microfluidic
system to detect Listeria monocytogenes with loop-mediated
isothermal amplification (LAMP). We use a novel, system-
level simulation method to determine the flow characteristic of
the device. Furthermore, we take advantage of gas solubility
of PDMS therefore our device does not require any external
support equipment and to top it all the detection of turbidity
is perceptible for the naked eye.

II. METHODS

A. Simulation in Comsol Multiphysics 5.0

The following equation was implemented in Comsol Mul-
tiphysics to describe the air and pressure change in PDMS
bulk

φ(r, t)

∂t
= ∇ [D(φ, r)∇φ(r, t)] (1)

where φ(r, t) is the density of the diffusing material at time
t and location r, the ∇ is the vector differential operator

M. HARTDÉGEN, “Implementation of a loop-mediated isothermal amplification into degas-driven microfluidic system” in PhD Proceedings

Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2015. G. Prószéky,
P. Szolgay Eds. Budapest: Pázmány University ePress, 2015, pp 41– 44.

41



and D(φ, r) is the collective diffusion coefficient for den-
sity φ [13]. In this equation the temperature change and the
chemical properties of PDMS were neglected.

B. Simulation in Matlab

In 2011 Hongjun et al. [6] published a new model and
simulation methodology to simulate the transient liquid filling
process in microfluidic devices. In this system-level simu-
lation the microfluidic device is composed of a network of
connected components. The components are equivalent to the
microchannels and are connected via junctions. The junctions
have two states: void or filled. In the first case, the inlet and the
outlet pressure is equal. Therefore, the pressure in the junction
remains the same as the ambient pressure. In the second case,
when the junction is filled, we can calculate the flow rates
with the following equation

M∑

m=1

Qj
m −

N∑

n=1

Qj
n = 0 (2)

where N is the total number of junctions and M is the total
number of microchannels. The states of microchannels can be
classified into three categories: void, fully filled and partially
filled. In the first case the inlet and the outlet pressure is equal:

Pin − Pout = 0 (3)

In fully filled case the flow within the channel is governed by

12βLµQ

W 4γ
− (Pin − Pout) = 0 (4)

where Q =
∫H

0

∫W

0
u dydz is the flow rate, β = W

H is
the aspect ratio of the channel. In the third case, based on
Newton’s second law, the momentum change is balanced by
surface tension force, pressure difference and viscous force.
When we assume, that the system is in quasisteady state,
the momentum change is negligible. Thus, the force balance
equation is the following

2σ cos θ(1 + β) + (Pin − Pout)W −
12µl

Wγ

dl

dt
= 0 (5)

where U = dl
dt , σ is the surface tension coefficient, θ is the

contact angle and l is the filling length within the channel.

C. Fabrication of microfluidic devices

After the successfull simulations, we implemented the
calculated structure and flow characteristic in PDMS based
microfluidic chip. Based on the available resources, fabrication
could be made either by 3D printing or by a laser cutter. Our
experiments showed higher spatial resolution can be achieved
by a laser cutter, so the Epilog Zing Laser Cutter (30W) was
used. At first we laid the microfluidic chip out in CorelDraw
then we cut the frame of PDMS out. We used the following
parameter settings in the laser cutter: 90% speed, 100% energy
and 1000Hz. Then different cutting parameters were used to
etch the channels into the PDMS bulk (90% speed, 20% energy
and 1000Hz). At last the different layers were sealed with two-
sided adhesive (3M 96042).

D. PCR and LAMP

In our experiment both traditional PCR and LAMP were
planned. The PCR served as a control measurement. Four
different DNA samples were prepared: Listeria monocytogenes
(ATCC 19177 [CCM 4699] and ATCC 19111 [CCM 5576]) as
positive samples, Listeria Iianovi (ATCC 19119 [CCM 5884T ]
and Listeria seeligeri (ATCC 35957[CCM3970T ]) as negative
control. The samples were coded and referred to as C1, C2,
C7 and C9 respectively.[14] The samples were stored under
oil agar slant at -20 C◦, then they were put on Tryptone Soya
Agar (TSA) in a Petri dish for 24 hours at 37 C◦. Then
the samples were placed on a new Petri dish for another 24
hours at the same temperature. When finished, the cell culture
was grown properly for further preparation. The protocols
MasterPureTM Complete DNA and RNA Purification Kit were
used. After the preparation of DNA samples preparation, the
concentrations of the samples were measured, shown in Table
1. Two experimental setups were designed. The first one was

TABLE I
The concentrations of DNA in different samples, where C1 and C2 are

Listeria monocytogenes, C7 is Listeria Iianovi and C9 is Listeria seeligeri.
A: The measurement results of Gergely Huszka[14] B: The repeated

measurement results

C1 C2 C7 C9
A 29, 8ng/µl 134, 6ng/µl 27, 1ng/µl 92, 5ng/µl

B 28, 1ng/µl 133, 9ng/µl 27, 4ng/µl 91, 9ng/µl

a standard PCR procedure, while the second one was a LAMP
on the microfluidic device. The aim of the traditional PCR was
to confirm the results of the LAMP.

E. Gel electrophoresis

To confirm the results the LAMP samples were investigated
with gel electrophoresis. 0.4-0.5g agarose gel, 1ml 50x TAE
buffer (2, 0M Tris acetate, 0, 05M EDTA, pH 8, 0) and 49ml
distilled water were mixed then it was microwaved for 2min
to melt completely. As the gel cooled down samples were put
in the gel boxes and 130V electrical field were applied for
20-25 minutes.

III. RESULTS

A. Flow characterization

The aim of the simulations was to minimize the thickness
of PDMS and the required vacuuming time, and to optimize
the desired flow characteristic in microchannels. First air
concentration and pressure change was simulated in Comsol.
In 2D models very fine and in 3D models moderate mesh was
used. The simulation times of the change of air concentration
in 2D case was 2-5 minutes, but in 3D case it could be more
hours. We must note here that the 3D model was inaccurate
due to the applied boundary conditions and the rare mesh.
Despite the inaccuracies of this model we determined the ideal
thickness of PDMS (Fig.1). To perform a LAMP reaction
in microfluidic channel, a continuous and laminar flow is
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Fig. 1. The change of air concentration in Comsol 3D model on extremely
fine mesh. The PDMS bulk is 3×0.5×0.5 mm and the vacuumchannel is
2600×20×20 µm. (a) The boundary transition can be observed at t = 0.1
(b) The growth of concentration in the vacuumchannel at t = 50.

needed. Furthermore, the ideal flow volume in 100µm cross-
sectional microchannel is 100-150µl/min. To achieve this
different channel structures with different parameter settings
was simulated in Matlab then the necessary parameters of
channels were determined.

B. LAMP

After the sample preparation the microfluidic chip were
vacuumed for 50min then LAMP reaction mixtures and the
sample was pipetted in the two inlets. Hereupon the chip was
placed on the heater system at at 65 C◦ for 40 minutes then
at 80 C◦ for 10 minutes to stop the LAMP reaction. The
increased amount of DNA was detected by turbidity, therefore
after the process the result of the LAMP test was observable
by naked eye Fig.2 [14].

C. Validation

To validate the experiments traditional gel electrophoresis
was executed Fig.3. The order of the samples in the wells
is the following: first the negative control was placed, then
the tribe C1 finally the tribe C2. The strains C1 and C2 of
Listeria monocytogenes and the negative control were shown
by the test. Be well worth seeing that the LAMP reaction gives
a stripe (the traditional PCR gives separating marks), because
the formation of DNA is continuous therefore the DNA strands
are in different size.

Fig. 2. The designed microfluidic chips (a) Microfluidic chip to measure
flow characteristic of 200µm×6cm microchannel (b) Sealed version of the
LAMP microfluidic chip (c) Unsealed version of the LAMP microfluidic chip

Fig. 3. The validation of LAMP with gel electrophoresis. The DNA of the
C1 and C2 tribes are present. Unfortunately the negative control is present to
due to the contamination

IV. CONCLUSION

In summary, we have demonstrated a degas-driven microflu-
idic chip that uses loop-mediated isothermal amplification to
amplify DNA of Listeria monocytogenes from food samples.
This easy-to-use LoC device could be manufactured at low
cost (based on PDMS), and the time of measurement is quicker
than the traditional methods. An additional advantage is the
easy reproducibility and with the integration of LAMP and
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the turbidity based detection method, the sample handling and
labeling mistakes can be minimized.
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Abstract— Epilepsy is a neurological disorder associated with 

neuronal hyperactivity. When pharmacological treatment proves 

to be ineffective, surgical tissue removal is considered as an 

alternative. Cortical brain tissue obtained this way or from brain 

tumour surgery shows spontaneous population activity (SPA), 

which has previously been attributed to epileptic processes 

exclusively. A detailed investigation of the involvement of 

different neuron types (as has been done for other population 

activities in other brain regions) would help to clear up the origin 

of this population activity, which is still unknown. 

This study investigates the roles different types of neurons 

play in the generation of the spontaneous population activity 

found in the neocortex in vitro. 

The local field potential gradient was recorded from brain 

tissue slices obtained from epileptic and non-epileptic patients 

using a laminar multielectrode. Both SPA and single neuron 

activity were detected and analysed using crosscorrelations. In 

addition to the tissue origin, the neuronal cell type and the 

neuronal location within the cortical layers were also taken into 

consideration. 

While some neurons increase, some decrease and some do not 

change their firing during SPAs, the extent to which neurons 

change their firing and the ratios of the neurons behaving in 

different ways significantly differ between epileptic tissue and 

non-epileptic tissue. Moreover, principal cells and interneurons 

also show significant differences in their cell firing. The 

involvement of a neuron also depends on its location relative to 

the site of the SPA. 

Thus, even though slices from both epileptic and non-epileptic 

tissue generate spontaneous population activity, the involvement 

of different groups of neurons differs significantly.  

Keywords- human; neocortex; electrophysiology; 

multielectrode; synchronous population activity; cell firing 

properties; PETH; crosscorrelation; neocortical layers 

I.  INTRODUCTION 

Epilepsy is one of the most common neurological disorders 
in humans. Even though epileptic seizures are thought to be 
related to hyperactivity of neuronal circuits, it is still unclear 
which changes within a neuronal network render it epileptic. 

Various animal models have been employed to study the 
underlying mechanisms of this disorder (for a review see: 
Sarkisian, 2001), but validation from human tissue analyses is 
also important. This can be achieved by studying living human 

brain tissue in vitro. This kind of tissue can be obtained during 
surgeries (similar to brain tumour surgeries) in which resection 
of the epileptic focus is employed as a treatment alternative for 
approximately one third of the patients, who are 
pharmacoresistant (Löscher, 2002). 

During electrophysiological recordings from human 
neocortical slices obtained from epilepsy patients as described 
above, spontaneous synchronous population activity (SPA) is 
known to appear (Kohling et al. 1998; Roopun et al. 2009). 
This population activity has been compared to interictal activity 
recorded during electroencephalography (EEG) from the scalp 
of epileptic patients (in vivo). However, although SPA has 
been observed in human neocortical tissue slices obtained 
during tumour surgery (Pallud et al. 2014), the observed SPA 
has been associated with epileptic processes, as brain tumours 
are often associated with epilepsy (van Breemen et al. 2007). 
Here, SPA are described in tissue slices from non-epileptic 
brain tumour patients, in which no interictal activity could be 
detected as well as in tissue from epileptic patients. 

This shows that SPA is not the in vitro correlate of the in 
vivo interictal spikes, raising the question of the origin of this 
neocortical population activity. Nonetheless, it opens the 
possibility of studying SPA and comparing it between epileptic 
and non-epileptic networks. In this study, the firing properties 
of neurons during SPA are investigated in order to shed light 
on the differences between epileptic and non-epileptic neuronal 
networks. 

II. MATERIALS & METHODS 

A. Tissue preparation 

Neocortical tissue was obtained from epileptic patients 
(EPI) or from tumour patients without epilepsy (TU). Note that 
the TU tissue did not include tissue from the actual tumour. 
After surgical resection, the tissue was immediately stored in 
ice cold sucrose solution (248 mM sucrose, 26 mM NaHCO3, 
1 mM KCl, 10 mM MgCl2, 1 mM CaCl2, and 10 mM glucose, 
equilibrated with 5% CO2 - 95% O2). Keeping the slices in the 
same ice cold solution, the pia mater as well as large blood 
vessels were removed and the tissue was cut into 500 µm thick 
slices perpendicular to the neocortical layers. The slices were 
then transferred to an interface chamber and perfused with 
artificial cerebrospinal fluid (ACSF; 124 mM NaCl, 26 mM 
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NaHCO3, 4 mM KCl, 2 mM MgCl2, 2 mM CaCl2, and 10 mM 
glucose, equilibrated with 5% CO2 - 95% O2). They were 
incubated for at least one hour before recording in the same 
chamber. 

B. Electrophysiological recordings 

The local field potential gradient (LFPg) was recorded at 
20 kHz sampling rate using a 24 contact laminar multielectrode 
(Ulbert et al. 2001; 150 mm intercontact distance). The laminar 
multielectrode array was placed on the surface of the slice, 
perpendicularly to the neocortical cell layers. Because of this, 
the spatial information (over the different neocortical layers) 
was preserved. 

C. Data analysis 

Data were analysed using the Neuroscan Edit 4.5 program 
(Compumedics Neuroscan, Charlotte, NC) and custom written 
code for Matlab (The MathWorks, Natick, MA). 

SPA was detected using an amplitude threshold of three 
times the standard deviation after applying Hamming window 
spatial smoothing two times and bandpass filtering between 
1 Hz and 30 Hz. Using agglomerative hierarchical clustering 
(Ward method using Euclidean distances), SPAs were clustered 
into a supragranular/granular (supra-gran) and an infragranular 
(infra) group. The parameter used for clustering was the 
location of the largest current source density (CSD) sink or 
source. The CSD was calculated from the LFPg using standard 
techniques (Ulbert et al. 2004). 

Cell activity was clustered from the extracellularly recorded 
LFPg after applying 500 Hz high pass filtering (zero phase 
shift, 48 dB/octave) using custom code written in Matlab. After 
the detection, the averaged action potentials as well as the 
autocorrelograms were used to sort the cells into principal cells 
(PCs), interneurons (INs) or undeterminable cells (uc) 
manually. In addition, using the number of the channel with the 
largest action potential amplitude of each cell as spatial 
information, the cells were grouped into supragranular (supra), 
granular (gran) and infragranular (infra) cells. 

For all event related calculations the peak times of SPA and 
action potentials were used. 

For each cell, firing parameters such as average firing 
frequency, interspike interval and a measure for the amount of 
cell bursting (burstiness, after Viskontas et al. 2007) were 
calculated. 

For the recordings in which both cell activity and SPA were 
observed, the timing of cellular activity before, during and after 
the SPA was analysed (crosscorrelation). For this purpose, peri-
event time histograms (PETHs) were generated for the time 
window from -300 ms to +300 ms around the SPA with a bin 
size of 5 ms. Comparing each clustered cell to each SPA that 
occurs in the same recording resulted in 840 SPA–cell 
comparisons and thus 840 PETHs. For visualisation, each 
PETH was standardised for the product of the square roots of 
the total number of cell spikes and the SPA events. Note that 
this merely served the purpose of visualising the data in heat 

map graphs. This standardisation did not influence the 
statistical tests performed. The firing change was calculated as 
the number of cell spikes per bin occurring from -30 ms to 
+30 ms around the SPA divided by 440 ms of baseline firing 
(from -300 ms to -85 ms and from 85 ms to 300 ms). Thus, the 
calculated firing change reflects the ratio by which a given cell 
changed its firing during the SPA. Values above one indicate 
an increase in cell firing, values below one indicate firing 
decrease. The non-parametric Krustal Wallis test was used to 
check for significant differences in firing change between the 
groups. 

III. RESULTS & DISCUSSION 

A. Occurrence of single cell and population activity 

Synchronous population activity (SPA) was detected in 32 
percent of slices originating from tumour patients (n=179 slices 
from 29 patients) and 48 percent of slices from epilepsy 
patients (n=196 slices from 35 patients). In the same slices, 
neuronal cell firing could be detected in 80 percent of TU slices 
and 79 percent of EPI slices. This occurrence of SPA in tissue 
obtained from epileptic as well as non-epileptic tumour patients 
shows that SPA observed in vitro cannot directly be compared 
to interictal activity observed during EEG in epilepsy patients. 

For the purpose of investigating the involvement of single 
neurons in the population activity, cell clustering was 
performed in addition to the detection of SPA in 23 slices from 
6 tumour patients and 54 slices from 14 epilepsy patients. 29 
SPAs and 182 cells were isolated from TU tissue, 66 SPAs and 
479 clustered cells were isolated from EPI tissue. 

 

 Figure 1.  SPA–cell relations for cells according to origin of 
tissue. SPA–cell relations for recordings obtained from tumour (TU, left 
panel) and epileptic (EPI, right panel) patients. Each row shows one PETH 
standardised as described in the Methods section. The x-axis represents time, 
with the SPA occurring at time 0. The cellular firing rate is colour coded, 
yellow and white indicate high, while red and black indicate low firing rates. 
Note the non-linear colour coding as visualised by the colour bar. The PETHs 
were sorted by firing change in a descending manner, showing cells that 
increase their firing at the top, while cells that decrease their firing are 
represented at the bottom of the graph. The increase in the firing of cells 
during SPA was significantly higher in EPI cells than in TU cells (p<0.05). 
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 Figure 2.  SPA–cell relations for different cell types. Firing behaviour of cells during SPA, according to their cell type. PETHs are represented as 
described in Figure 1. Interneurons (IN, left panel) showed significantly higher firing increases during SPA than unclassifiable cells (uc, middle panel) and 
principal cells (PC, right panel) (p<0.05). 

B. Differences in firing behaviour between TU cells and EPI 
cells 

Both the average firing frequency (medians: TU: 0.1878 
Hz; EPI: 0.3552 Hz) and the interspike interval (medians: TU: 
0.1239 s; EPI: 0.2927 s) were significantly larger for EPI cells 
compared to TU cells (p<1E-4 and p<0.001, respectively). 
While this may seem like a contradiction, it can be explained 
by a more regular firing pattern of EPI cells and a more 
irregular firing rate in TU cells. In fact, the coefficient of 
variation of the interspike intervals was significantly higher for 
TU cells in comparison to EPI cells (medians: 19.51 and 10.16, 
respectively, p<0.05). Moreover, cells from TU tissue showed 
significantly higher burstiness than cells from epileptic tissue 
(p<1E-6), which may also contribute to the differences in firing 
regularity. 

When comparing the firing change of cells during SPAs, 
EPI cells showed a significantly higher firing increase 
compared to TU cells (p<0.05; Figure 1). This shows that EPI 
cells are more synchronised than TU cells, as they increase 
their firing in response to the population activity to a greater 
extent. However, in spite of these differences in firing increase, 
both the TU and the EPI group comprise cells with very 
heterogeneous firing patterns. As can be seen in Figure 1, the 
individual firing patterns of the cells during SPAs are quite 
diverse. Some cells gradually increase their firing and stop 
abruptly after the SPA, while others start firing at a high rate 
during the SPA and successively fade out afterwards. Other 
cells seem to be tightly locked to a specific phase of the SPA 
and only fire at a high rate for 20 ms or less. 

Thus, the differences between TU and EPI cells are subtler 
than one might have expected, as epilepsy is characterised by 
reoccurring seizures, which are “abnormal excessive or 
synchronous neuronal activity in the brain” (Fisher et al. 2005: 
471). Interestingly, when comparing neuronal cell activity to 

interictal discharges in epilepsy patients in vivo, Keller et al. 
(2010) also found some cells that modify their firing while 
others do not, where the modified group featured various 
different patterns of firing increase and decrease. 

C. Differences between different cell types 

Principal cells (PC) exhibited both a significantly smaller 
interspike interval and a significantly higher burstiness than 
unclassifiable cells (uc) and interneurons (IN) (p<1E-7 and 
p<0.01, respectively). In addition, unclassifiable cells showed a 
smaller average firing frequency compared to principal cells 
and interneurons (p<0.001). This can be explained as cells with 
few spikes (and thus a low average firing rate) have noisier 
averages, which makes it more difficult to categorize them.  

In terms of firing behaviour during SPA, interneurons 
displayed a significantly larger firing increase than both 
unclassifiable cells and principal neurons (p<0.05; Figure 2). 
This is especially interesting as principal cells and interneurons 
play different roles during neuronal synchrony (for a review 
see: Buzsáki, 2006). 

D. The effect of cell location on firing behaviour 

Cells located in the supragranular layers (supra) had a 
significantly larger interspike interval than cells located in the 
granular (gran) or infragranular (infra) layers (p<0.001). 
However, there were no significant differences in average 
firing frequency. Infra cells burst significantly less than supra 
or gran cells (p<1E-4). When considering the different firing 
patterns of cells in different locations, one has to take into 
account that the SPAs do not occur over all layers equally. 

The involvement of a cell during an SPA depended on the 
location of the SPA which it was compared to (Figure 3). 
When the SPA occurred in the same cell layer in which the cell 
was located, it was considered local. If there was no SPA in the 
cell layer of the cell it was considered not local. 
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Striking differences were found when comparing the firing 
of local and non-local cells. Local cells increase their firing 
more than non-local cells (p<1E-8). As can be seen in Figure 3, 
only few non-local cells change their firing. This suggests that 
SPA is a very local event, as most of the cellular contribution 
stemmed from cells from the same spatial range. 

IV. CONCLUSION 

Spontaneously occurring synchronous population activity 
(SPA) was observed in neocortical brain slices obtained from 
epilepsy patients or non-epileptic tumour patients, challenging 
the view of SPA as the in vitro correlate of interictal spikes 
observed during EEG in epileptic patients. 

Some, but not all, cells clustered from these extracellular 
laminar recordings changed their firing during the occurrence 
of SPA. Cells in epileptic tissue fire more regularly and show a 
higher involvement during the population activity than cells 
from non-epileptic tissue, as evident by their larger increase in 
cell firing during the SPA. Nonetheless, the firing patterns of 
cells during SPA in both groups were very heterogeneous and 
depended on multiple factors. For example, the cell type 
influences a cell’s contribution to the SPA, while the spatial 
relation of the cell to the population activity also has a strong 
impact on its firing properties, making the SPA seem to be a 
very local event. 

Compellingly, neither the cell type nor the cell location 
were sufficient to describe the role of any given cell in the 
population activity. The firing activities of the various cells are 
very heterogeneous, but show significant differences between 
the epileptic and the non-epileptic group. Thus, small but 
crucial changes in the neuronal network seem to make the 
difference between an epileptic and a non-epileptic neuronal 
network. 

 

 Figure 3.  SPA–cell relations for differently located SPAs and 
cells. Firing behaviour of cells during SPA, differentiating SPAs and cells 
occurring in the same cell layer (local) or in different cell layers (not local).  
PETHs are represented as described in Figure 1. There was a significant 
difference in firing change between local and not local cells (p<1E-8). 
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Abstract— Depending on developmental stages, the 

differentiating neural cells display importantly different 

responses to environmental stimuli. According to previous results 

the basic metabolic needs shift with the advancement of neural 

differentiation: the metabolic profile reflects the origin and stage 

of differentiation of neural cells. In the recent period, motility 

changes in response to cation influx were compared between 

neural stem cells and differentiating neuronal precursors. Data 

obtained on optogenetically modified stem and neuronal 

precursor cells demonstrated that opening of light-activated 

cation channels reduces the motility of developing neural cells 

while does not influence the move of neural stem cells. 

Keywords: neural stem cell, neuronal differentiation, oxygen 

consumption, metabolism, cell motility, optogenetic stimulation 

I.  INTRODUCTION 

Besides the needs for growth factors, adhesive surfaces and 

cell activation patterns, the changes in metabolism play 

important roles in decision on integration or decay of young 

neural cells in the course of development, regeneration and 

physiological neuron-replacement [1]. Previous data on NE-4C 

[2] neural stem cells and on their differentiating progenies 

showed that neural cells in different stages of cell 

differentiation require significantly different environment for 

survival [3].  

In order to explore biochemical processes behind the 

differentiation-dependent changes of cell metabolism, the O2-

consumption of embryonic NE-4C (Fig. 1.) and adult-derived 

hippocampal (HC_A) [4] (Fig. 2.) neural stem cells were 

compared to the O2-uptake by primary neurons (Fig. 3/A.) and 

astrocytes (Fig. 3/B.). 

 
Figure 1. NE-4C cells, derived from the anterior brain vesicles of 

p53-deficient mouse embryo (E9), proliferate as non-differentiated 

epithel-like cells in maintaining cultures (RA 0), but give rise to 
neurons (5th and 8th days) if induced by all-trans retinoic acid (RA). 

 
Figure 2. HC_A cells, derived from the adult mouse 

hippocampus, proliferate as non-differentiated epithel-like cells in 

maintaining cultures, but give rise to neurons if induced by EGF 

withdrawal. 

 
Figure 3. A: Phase-contrast picture of a primary neuron-enriched 

culture on the 7th day after plating. B: Primary astrocyte culture. were 

stained with antibodies to glial fibrillary acidic proteins (GFAP) 

 

Besides the metabolic needs, differences in cell motility were 

found when responses to cation channel opening were 

compared between radial glia-like neural stem cells (RGl
ChR2+

)
 

and their differentiated progenies, both obtained from 

channelrhodopsin - expressing transgenic mice [5]. RGl-type 

cell populations were isolated from 

CAG
loxp

Stop
loxp

Chr2(H134)-EYFP transgenic mouse embryos 

and transfected with Cre-recombinase coding constructs 

(RGl
Chr2+

) or were used as ChR2-non-expressing (RGl
Chr2-

) 

controls [5]. 

II. EXPERIMENTAL SETUP 

A. Cell cultures 

The cells were maintained in the appropriate media in 

water-saturated air atmosphere containing 5% CO2, at 37 °C. 

The culture media were changed on every 2
nd

 or 3
rd

 day. NE-

4C, HC_A, RGl
ChR2+ 

and RGl
ChR2-

 cells were serially split using 

0,05 (w/v) % tripsin with 1mM EDTA. 
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Non-induced NE-4C cells, primary neurons and astrocytes 

were maintained in 5% or 10% FCS MEM media (MEM – 

minimum essential medium, 5% or 10% heat-inactivated FCS – 

foetal calf serum, 0.4 mM L-glutamin, 0.04 mg/ml gentamicin, 

2,5 ug/ml amphotericin), in plastic dishes covered with poly-L-

lysine.  

Non-induced HC_A, RGl
ChR2+ 

and RGl
ChR2-

 cells were 

grown in AK(c-RGD) coated dishes [6] in serum free 

conditions (50% DMEM – Dulbecco's modified Eagle medium, 

50% F12-HAM, 2% B27 (with retinal), 2 mM L-glutamine, 

0.02 mg/ml gentamicin, 1.25 ug/ml amphotericin and 

optionally 40 ng/ml EGF - epidermal growth factor). For 

induction of neuronal development, EGF was withdrawn from 

the medium. RGl
ChR2+ 

cells were protected from light during all 

culture procedures. 

B. Instrumental studies on O2-consumption  

Cells were seeded into 96-well Seahorse plates (1-3 x 10
4
 

cells/well) coated with appropriate adhesive peptides and were 

maintained as non-differentiated stem cells or were induced 

with appropriate treatment for neural differentiation. Before the 

assays, the media were changed to artificial cerebrospinal fluid 

(ACSF) containing 45 mM NaCl, 3 mM KCl, 2 mM CaCl2, 1 

mM MgCl2, 10 mM HEPES; pH = 7.2. For metabolic assays, 

the ACSF were supplemented with one of the following 

metabolites: 5 mM D-glucose (glc), 5 mM Na-lactate (lac), 5 

mM D,L-β-hydroxi-butyrate (BOHB), 2.5 mM glutamine (gln) 

or 5 mM pyruvate (pyr). The O2-consumption and extracellular 

acidifaction was determined with Seahorse XF96 Extracellular 

Flux Analyzer (Seahorse Bioscience, USA) (Fig. 4.). The data 

were plotted as OCR (oxygen consumption rate: pmole O2 

consumption/min) and ECAR (extracellular acidification rate 

mpH/min) as a function of time. For comparing the reactions to 

different added material, OCR and ECAR values were related 

to those in non-treated control cultures and plotted as relative 

OCR and ECAR values. 

 
Figure 4. The cell metabolism analyzing devices 

C. Studies on cell motility 

RGl
ChR2+

 and RGl
ChR2- 

cells were plated onto AK-

c(RGDfC)-coated optically optimized 35 mm culture dishes 

(Ibidi; Germany) and were maintained as non-differentiated 

stem cells or were forced to differentiate to neurons by 

withdrawal of EGF from the medium. 

Non-induced RGl
ChR2+

 and RGl
ChR2-

 cultures or those on the 

1
st
 and 5

th
 day of induction were placed on the stage of the 

Zeiss Axiovert 200M inverted fluorescence microscope 

equipped with an Axiovision 4.6 software. The cells were 

illuminated with 488 nm light (0.13 mW/mm
2
) for 300 ms in 

every 5 min and pictures were taken during a 24 hours period. 

The pictures were analyzed with Cell track program and then 

analyzed with MATLAB. 

 

III. BRIEF RESULTS AND CONCLUSIONS 

The Seahorse XF96 cell metabolism analyzer (Seahorse 

Bioscience) was employed to determine the impact of various 

metabolic fuel substances on the bioenergetic processes of NE-

4C, HC_A cells, primary neurons and astrocytes. Fluorimetric 

sensors enabled sensitive in situ measurement of O2 

consumption rate (OCR) and the rate of the extracellular pH 

drift (ECAR) in a 2.28 μl fluid volume above the cells. The 

oxygen content in the cell-covering fluid decreases with time in 

parallel with the O2-consumption of cells. Acidification (pH) of 

the extracellular medium was measured in parallel with oxygen 

content in each well. The oxygen consumption rate (OCR) 

indicates the respiration activity, because the electron transport 

chain consumes oxygen. The extracellular acidification rate 

(ECAR) demonstrates mainly the intensity of glycolytic 

activity, because its lactate production acidifies the 

environment. The metabolic state of cells was tested at the end 

of metabolic assays by monitoring mitochondrial responses to 

respiration blocking drugs.  

The unexpected finding of the study was that in response to 

glucose addition, all types of cells in ACSF decreased the O2-

uptake (Fig. 5).  

 
Fig. 5. Metabolic response of NE-4C cells to addition of glucose 
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It could be explained by starvation effect of cells kept in 

fuel-free ACSF for several hours. Starving cells might produce 

a burst of ATP by rapid glycolysis, which in turn might block 

the mitochondrial ATP productions, e.g. O2-uptake. When 

experiments were repeated with fuel-supplemented ACSF, the 

O2-consumption was still reduced in response to glucose 

addition, but in a smaller extent. The biochemical explanation 

of the phenomenon needs further experiments.  

During differentiation, however, the oxygen consumption 

and metabolite requirements of developing neural cells 

changed. Results obtained on viability, O2-consumption and 

extracellular acidification of distinct neural stem cell lines 

demonstrated that different neural stem/progenitor populations 

and also their differentiating progenies display specific, cell-

type and developmental stage-dependent demands for survival. 

Cell motility studies also indicated important shifts in 

responses to cation channel opening with differentiation. For 

this studies channelrhodopsin expressing (RGl
ChR+

) and non-

expressing (RGl
ChR-

) sister-cells were used, both capable for 

neuron-production (Fig. 6.). 

 
Figure 6. RGlChR+ cells in non-differentiated state (a) and on 

the 7th day of neuronal differentiation (picture was taken by 
Tímea Kőhídi) 

 

 
Figure 7. The average speed of translocation of cell-centers in 
cultures of RGlChR- (upper pictures) and RGlChR+ (lower pictures) cells 

on the zero, 1st and 5th day of neuronal differentiation. 

 

 

Analyses of cell motility demonstrated that opening of 

light-gated cation channels did not affect the motility of non-

induced cells, while reduced significantly the move of 

differentiating neurons (Fig. 7.). 

There was no significant difference between the motility of 

non-induced (day 0) RGl
ChR- 

and RGl
ChR+

 cells, both showing a 

migratory phenotype (moving in average about 100m a day). 

There was still no difference in the motility between the two 

groups after one day of EGF-withdrawal: cells with shorter 

migratory routes (50-100 mm or even less) appeared in both 

populations. After five days of EGF-withdrawal, however, the 

proportion of non-motile cells increased and the lengths of 

migratory routes decreased significantly in the RGl
ChR+ 

cells 

compared to the RGl
ChR- 

group. 
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Abstract- Multispecies bacterial communities for example the 

microbiota of the gastrointestinal tract can be remarkably stable 

and resilient even though they consist of cells and species that 

compete for resources and produce a large number of 

antimicrobial agents. Computational modelling suggests that 

horizontal transfer of resistance genes may greatly contribute to 

the formation of stable and diverse communities. These 

communities are capable of protecting themselves with 

antimicrobial agents while preserving a varied metabolic 

repertoire of the constituent species. In other words, horizontal 

gene transfer of resistance genes makes a community compatible 

in terms of exoproducts and capable to maintain a diverse 

metagenome. The same property may allow microbiota to protect 

its host organism, or if used as a microbial therapy, to purge 

pathogens and restore a protective environment.   

Keywords- horizontal gene transfer; antibiotic resistance; 

agent-based model; microbiome formation; self defence; 

microbial therapy 

I. INTRODUCTION 

Multispecies microbial communities are a major form of 

life that can coexist with many other organisms. It is well 

known that the human body carries 10 times more microbial 

cells than human cells. One of the many properties of 

microbial communities is that they can protect their host 

organism against infections or colonisation of pathogens 

[1][2]. Little is known about the mechanism of such territorial 

defence. One of our goals is to understand if horizontal gene 

transfer can contribute to the emergence of protective 

properties in microbial communities like the human gut 

microbiota. 

Horizontal gene transfer (HGT) is the process by which 

bacteria acquire genetic material from neighbouring cells [3]. 

Nowadays it is considered the key to many important 

processes such as the spreading of antibiotic resistance genes 

[4][5][6]. Dense microbial communities for example the gut 

microbiota are now considered a hot spot for HGT [7]. 

Microbial evolution is believed to be the major factor of 

forming the community structure of microbial consortia [8][9]. 

The spreading of resistance genes is interesting, because 

members of microbial communities have to be resistant or 

tolerant to many exoproducts of other species in the 

community. One of the mechanisms that can explain their 

shield against antimicrobial factors is their natural tolerance 

toward various chemicals, but the spread of specific resistance 

genes is also a plausible mechanism that could explain the 

formation of mutual resistance in multispecies communities. 

We hypothesize that the mutual resistance toward the 

antimicrobial factors of the consortia is a key factor for 

forming a stable and divers community. One of our goals is to 

follow the build-up of this property via computer simulations 

of HGT between coexisting bacterial species. 

Competition between bacteria can lead to collapse of the 

community or to stable coexistence [10][11]. This competition 

can be realized by antimicrobial factors that the bacterial cells 

produce against other species [12]. We are interested in how 

species coexisting in populated niches and become 

accustomed to each other and forming a community that is 

resistant against newcomers.  

The model below shows that simple computational agents 

can take over resistance genes from their neighbours, and can 

form diverse communities that both produce and resistant to a 

large number of antimicrobial factors. The community is 

capable of keeping invader species away with this complex 

antimicrobial profile. On the other hand complex microbial 

consortia are also capable of populating and environment 

dominated by a single highly resistant species, which 

phenomenon is used in microbial transplantation [13]. 

II. THE MODEL 

The formation of multispecies microbial communities was 

simulated with computational agents that represented the cells. 

In the model the agents move and take up genes randomly 

from the agents within a certain distance. The cells have 

randomly generated genomes with two types of genes. The 

type encodes antimicrobial factors (AM) that can kill 

susceptible bacteria. The other type of genes encodes specific 

resistance against one specific AM. The rest of the genome is 

not represented. The agents are also naturally tolerant to a 

predefined number of AMs, this number is called the survival 

threshold. The agents move randomly on a circular 2D surface 

(representing a Petri dish) and take up resistance genes from 

their immediate neighbours via horizontal gene transfer 

(HGT). We assumed that the transfer of genes responsible for 

the AM production takes longer time than our simulations, so 

only the resistance genes are exchanged. As a result the pool 

of resistance genes became homogenous, so all species 

contains the same resistance genes while they produce a 

different set AMs. 

For community evolution experiments, a given number of 

“naive” or starting agents were created first. The naive agents 

carried an equal number of randomly chosen AM production 

genes and their matching resistance genes. As a result, these 

agents represented different species with their different 

genomes. The cells were placed randomly on the surface and 
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started their life circle which contained random movement, 

horizontal gene transfer, division and/or extinction. Simulation 

was left to proceed until no more HGT occurred in the 

community.  

III. RESULTS 

A. Community genotypes 

During the simulations we monitored the number of 

species, the number of AM and the number of resistances 

produced. It became apparent that the formation of a diverse 

community was primarily determined by the following 

parameters: the speed of HGT, the level of non specific and 

the number of contacts made by the agents which is 

determined by the density of population and/or the speed of 

random movement. I mapped the parameter space in a grid-

like fashion. This experiment required a large number of 

simulations, each of the resulting in a final distribution of 

species and genomes. I carried out preliminary experiments in 

order to identify the simulation outcomes. Two main outcomes 

were observed (Figure 1): 

Diverse community (A in Figure 1). In this case the agents 

form a homogenous, mixed population typically consisting 

about 20 species that produce about 100 AMs. Every species 

produce only a few AM, but resistant to all AMs appearing 

within the community. This outcome is analogous with the 

formation of a healthy and stable microbial community, 

relatively large number of AM are produced in the community 

and each species contains large number of resistance genes. 

No diversity (B in Figure 1). This outcome is close to 

monoclonal community; as only one of the species survives 

the others die out. This scenario is observed when the initial 

conditions do not allow HGT to take place, so only the starting 

genome of the sole surviving species remains.  

 

 

 

B. Factors governing community evolution 

In order to identify the conditions those are needed for the 

formation of diverse and strong communities producing large 

number of antimicrobials, a large number of simulations were 

carried out with systematically varied parameters which were 

the rate of HGT, the natural tolerance threshold, and the 

strength of each species (number of produced AMs). In Figure 

2, the blue areas represent the parameter combinations where 

HGT is not effective or the species produce more AM than 

they can tolerate (this results the diagonal division). Diverse 

communities cannot form there; descendants of one species 

can be found (monoclonal community). On the other hand, the 

results in Figure 2 show that diverse communities can form 

under a large variety of parameter combinations. Community 

strength (expressed number of AM producing and resistance 

genes) depends on the rate of HGT i.e. strong communities 

that produce many AMs form if HGT is intensive during the 

maturation process. This can be seen on B in Figure 2 as an 

increase of the red area toward higher HGT values. Strong 

species form less diverse communities, even though the 

community perform large number of AMs. Weak species form 

diverse community easily but they do not produce many AMs. 

In this model the metabolic properties of the species are not 

represented explicitly, so metabolic capability of the 

community is measured through the diversity of species. As a 

result an optimal bacterial community with wide metabolic 

capability and multiple AM production appears at intermediate 

strength values, so superbugs are not team players in this 

model.  

C. Territorial defence 

Invasion was modelled with naive and mature 

communities. To a community of 50 agents 25 “invader” 

agent were added from one species in which the species 

strength (the number of AM and resistance genes) changed 

from experiment to experiment (Table 1). I found that a naive 

community could be easily taken over by the invader  

 

 

Fig. 1. Composition of the model communities. If horizontal gen transfer 
is possible, the starting community (left) can evolve to a diverse 

community (A), in which a substantial part of the starting clones are 

preserved. If horizontal gene transfer is not effective, a non-diverse, 
“monoclonal” community will form (B), with essentially one clone. The 

numbers in the diagram represent the average; the error bars the standard 

deviation, respectively, calculated from 100 simulations. 

Fig. 2. Strength and diversity of  the community depends on the rate of 

HGT and the properties of individual species: number of AM produced 

and the natural tolerance to AMs. HGT promotes community strength (top 

vs. bottom planes). Species carrying few AM genes can form diverse, but 
weaker community (black arrows). 
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population, while the mature community eliminated the 

invaders. Only highly resistant “superbugs” (rows 4-7-in 

Table 1) could grow in this case. The results show that a 

mature community is likely to be more resistant to external 

attacks than a naive community in which the species are not 

acclimatized to the AMs of each other. 

D. Microbial therapy 

An opposite scenario is where a highly resistant population 

of a single species populates an environmental niche, and a 

multi-species invader consortium appears in the niche. This is 

a biologically relevant scenario and a suitable model for the 

infections caused by an antibiotic resistant opportunistic 

pathogen such as Clostridium difficile. Cleaning multi-

resistant pathogens from host organism is a serious problem. 

Antibiotics used in infections or following surgery usually do 

not harm them while they can wipe out the healthy microbiota 

weakened by the antibiotic treatment. This is because many of 

the opportunistic pathogens are spore-formers. The spores 

survive the antibiotic treatment after which the microbiota will 

have to grow back in the presence of a relatively higher C. 

difficile level. The result is a disordered, unbalanced 

community which cannot fulfil its biological roles. Our model 

predicts that once a community forms, its composition will not 

change by itself, so a disordered community will not 

necessarily revert to its original, healthy state after antibiotic 

treatment [14]. Microbiome transplantation i.e. treating a 

dysbiotic microbiota with a healthy microbial community 

seems to be a promising avenue according to our model and 

may be relevant treatment of recurring C. difficile infections 

[13]. 

In order to simulate this situation a series of resident virtual 

pathogens were constructed, that contained varying number of 

AM production genes and their resistance genes. They 

represented the strong, multi-resistant monoclonal dysbiotic 

population and they were treated with a mature community of 

cell agents, which contained fewer genes individually than the 

pathogen, but where the overall community  

 

produced a large number of AMs. The results in table 2 show 

that the pathogen could be purged out under certain 

conditions, unless it contained an unusually high number of 

resistance genes (rows 5-6 in Table 2). 

E. Limitations of the model 

According to our models, superbugs (agents with large 

number of AM and resistance genes) can always invade 

mature communities. However the model does not show how 

resistant a superbug needs to be to achieve it. Second, the 

model parameters are symbolic values and the results should 

be interpreted only as a general indication of superbugs being 

dangerous, and not saying about anything the existence of 

such superbugs in natural communities. Producing AMs and 

materials of AM resistance could require large amount of 

energy from the cells, which would decrease their overall 

fitness in the community. Currently the model does not 

contain a metabolic component or competition on resources, 

only deals with AMs and resistances, consequently the 

metabolic burden of antibiotic resistance is not included.  

IV. DISCUSSION 

In this work a contact-based computational model of HGT 

were introduced in which random moving computational 

agents can acquire resistance genes from their neighbours. The 

simulations suggest that HGT can facilitate the formation of 

resistant communities that protect themselves by antimicrobial 

factors. Such mature communities are difficult to invade by 

pathogens from outside environment. Their collective 

territorial defence protects them and their host organism. An 

implant of such microbiota may be capable of purging a 

monoclonal pathogen from an environmental niche. In other 

words, the presence of a large number of antimicrobial agents 

may be crucial for the collective defence and stability of 

natural microbial communities by keeping invaders away. 

Another implicit suggestion of the model is that HGT helps a 

community preserve its diverse metabolic repertoire via the 

presence of multiple species. Based on these findings, HGT 

can be suggested as a viable target to study experimentally 

with respect to the stability of multi-species microbial 

TABLE 1. 

TERRITORIAL DEFENCE: VULNERABILITY OF NAIVE AND 

MATURE COMMUNITIES TO AN INVADING SPECIES 

PRODUCING VARYING NUMBER OF ANTIMICROBIAL FACTORS. 

 
Community 1 

(invader)3 

Community 2: 

naive 

(resident)1,3 

Community 2: 

mature 

(resident)2,3 

 #cells #species #AFs #resistances % of survivors3: % of survivors3: 

1 25 1 10 10 25 100 

2 25 1 20 20 0 100 

3 25 1 50 50 0 100 

4 25 1 75 75 0 90 

5 25 1 100 100 0 53 

6 25 1 125 125 0 17 

7 25 1 150 150 0 3 

 1. Naive community: 50 cells, corresponding to 50 species harbouring a total of 181 AM production 

genes, and the same number of resistance genes. 
2 . Mature community: 50 cells, corresponding to 15 species harbouring a total of 109 AM genes 

and180 resistance genes on the average. 
3.  All numbers indicate the average of 100 experiments. 

 
Community 1 

(transplant)1 

Community 2: single pathogen 

species 

(resident)1,2 

 #cells #species #AFs #resistances #cells #AFs #resistances % survivors 

1 25 10 81 180 25 20 20 0 

2 25 10 81 180 25 20 50 0 

3 25 10 81 180 25 20 75 0 

4 25 10 81 180 25 20 100 0 

5 25 10 81 180 25 20 125 2 

6 25 10 81 180 25 20 150 27 

 1. Mature community.  
2. All numbers indicate the average of 100 experiments. 

 

TABLE 2. 

MICROBIAL THERAPY: PURGING A PATHOGEN WITH A TRANSPLANT 

OF A MATURE MICROBIAL COMMUNITY 
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consortia and their resistance profile. Such investigations can 

be highly relevant in developing treatments for intractable 

infections that are resistant to multiple anti-microbial 

therapies. 

Parts of this work was published in [15].  
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Abstract—Bicuculline is a competitive antagonist of the
gamma-aminobutyric acid A receptor. By using this agent we
have investigated the effect of the blockade of GABAergic
inhibition in human neocortical tissue resected from patients
with focal epilepsy or patients with tumour but without epilepsy.
Local field potential gradient (LFPg) recordings were obtained
from postoperative tissues by 24 channel laminar multielectrodes.
Current source density (CSD) and multiple unit activity (MUA)
were calculated, furthermore time-frequency analysis was per-
formed in order to observe high-frequency oscillations (HFO).

We have detected bicuculline events in 67% of slices from
epileptic and in 42% of slices from tumour patients where the
frequency of occurrence was 0,12±0,15 Hz and 0,09±0,11 Hz, re-
spectively. These events can be characterized by a high-amplitude
LFPg peak (128,01±86,14 µV in epileptic and 110,07±77,61 µV
in non-epileptic tissue) with a duration of 348±73,28 ms in
epileptic and 326±95,55 ms in tumour patients. MUA and HFO,
included both ripples and fast-ripples, have been observed during
this activity in all cases.

Our results show that there are similarities in the features of
bicuculline events in epileptic and non-epileptic patients, although
further investigation is needed to clarify the role of GABAerg
inhibition in epileptic processes.

Keywords-human, electrophysiology; epilepsy; inhibtion; bicu-
culline; population activity; local field potential

I. INTRODUCTION

65 million people worldwide currently live with epilepsy
[7]. In the case of the failure of medical treatment in patients
with focal epilepsy, the resection of the epileptogenic zone can
provide a solution [1].

Postoperative neocortical tissue is able to generate spon-
taneous synchronous population activity (SPA) in vitro. The
SPA consists of a fast, high-amplitude local field potential
gradient (LFPg) transient followed by a slower, long lasting
wave. During this event increased multiple unit activity (MUA)
and high frequency oscillation have been observed. This
phenomenon is considered to be the result of excitatory and
inhibitory network mechanisms [2][3][4]. Our preliminary data
show that not only epileptic neocortical tissue is capable of
generating SPAs. Postoperative neocortical tissue from patient
with tumour but without epilepsy has been used as control.

The gamma-aminobutyric acid A (GABAA) receptor an-
tagonist Bicuculline is largely used to induce epileptiform
(interictal-like) activity in animal cortical tissue [5][6]. By

using this agent we investigated the effect of the blockade
of GABAergic inhibition in human neocortical tissue resected
from patients with focal epilepsy or with tumour but without
epilepsy. A special attention was paid to the changes in the
population activity during the whole process.

Fig. 1. Positioning of 24 channel laminar multielectrode on neocortical slices.

II. METHODS

Postoperative neocortical tissue resected from epileptic (n
= 10) and tumour (n = 6) patients have been investigated.
Slices of 500 µm thickness were cut in cold sucrose solution
with a vibratome. LFPg recordings have been performed
in an interface chamber while slices were being perfused
with oxygenated artificial cerebrospinal fluid (ACSF) on body
temperature (35-37 ◦C). 24 channel laminar multielectrode has
been placed on the tissue perpendicularly to the brain surface.
So that, ch. 1-9 covered the supragranular layer, ch. 10-12 cov-
ered the granular layer and ch. 13-23 covered the infragranular
layer of the neocortex (figure 1). On active slices (epileptic: n
= 15, tumour: n = 12) 20 µM Bicuculline bath was applied.
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Population activity detection and high frequency oscillation
examination were performed by home written routines for
Matlab, then LFPg, MUA and power-source density (CSD)
were analyzed by using Neuroscan Edit 4.5. In case of tumour
patients, the absence of epilepsy has been testified by scalp
EEG recordings. Tumour patients with epileptic seizure(s)
were excluded from this study.

III. RESULTS

A. Characterization of Bicuculline induced interictal-like ac-
tivity

We examined 15 slices from 10 epileptic patients and 12
slices from 6 tumour patients. Patients with tumour and at
least one epileptic seizure have been excluded from this study.
10 epileptic slices generated at least one Bicuculline induced
interictal-like activity, 3 slices shown only simple cell activity
and 2 of them were non-active. From tumour patients 5
slices could generate interictal-like activity, 6 slices shown
simple cell activity and 1 of them seemed dead. As a result
the GABAA receptor antagonist Bicuculline could induce
interictal-like activity in 77% of active slices in epileptic
patients and in 45% of active slices in tumour patients.

Fig. 2. Characterization of Bicuculline induced interictal-like activity: a slow
transient with high amplitude and the superimposed multiple unit activity.

The obtained LFPg had similar properties to SPAs in
epileptic and in tumour slices. That is, recordings filtered

between 1 and 130 Hz showed a long lasting slow wave with
high amplitude, while using band-pass filter between 700 and
3000 Hz revealed superimposed MUA in both cases (figure
2). CSD analyses showed that Bicuculline induced events are
results of local currents.

The properties of Bicuculline induced interictal-like activi-
ties in slices from epileptic and tumour patients showed slight
differences.

• Average recurrence frequencies of Bicuculline induced
events in epileptic and tumour patients were 0,12±0,15
Hz and 0,09±0,11 Hz, respectively.

• Average amplitudes of LFPg peaks were 128,01±86,14
µV in epileptic slices and 110,07±77,61 µV in tumour
slices.

• Average MUA amplitude of 11,49±8,94 µV have been
observed during Bicuculline induced events in epilep-
tic slices, while the average MUA amplitude was
20,15±9,05 µV in tumour slices.

• Average durations of Bicuculline induced events were
348±73,28 ms in epileptic and 326±95,55 ms in tumour
patients.

B. Different types of Bicuculline induced interictal-like activ-
ity

Bicuculline induced events have been classified by different
properties. On the basis of location in neocortex, 5 types of
events have been observed in epileptic tissue: in entire neocor-
tex (n=5), in supragranular-granular layer (n=2), in granular-
infragranular layer (n=1), in supragranular layer (n=1) and
in infragranular layer (n=2). In tumour tissue 2 types of
events have been observed: in entire neocortex (n=5) and in
supragranular layer (n=1). On the basis of recurrence, 2 types
of events have been revealed: recurrent (n=9 in epileptic and
n=5 in tumour slices) and single event during 1-1,5 hour phase
(n=2 in epileptic and n=1 in tumour slices). Single events only
occurred once during the whole experiment while recurrent
events returned periodically. We have observed complex (n=5)
and simple (n=6) events in epileptic tissue. Only simple events
have appeared in tumour tissue (n=6). Simple event means
SPA-like activity with one clear peak while during complex
events multiple waves appeared sometimes in different layers
of the neocortex. Cells showed distinct behavior in some cases:
during 6 epileptic events and during 2 tumour events they had
a long lasting (seizure-like) burst phase. In 5 epileptic and 4
tumour slices there was no change in cellular activity.

C. Comparison between spontaneous population activity and
Bicuculline-induced interictal-like activity

Applying 20 µM bath on active slices with SPA we have
investigated the effect of GABAergic inhibition in epileptic
and tumour tissue. As a result SPA disappeared and in some
cases (n=8) interical-like activity turned up (figure 3). SPAs
had more than ∼40 times higher (SPA/Bic=42,92) average
recurrence frequency than Bicuculline induced events on the

58



Fig. 3. Spontaneous population activity versus Bicuculline induced event in epileptic and tumour patients.

same epileptic spot while SPAs had more than ∼100 times
higher (SPA/Bic=108,86) average recurrence frequency than
interictal-like activity on the same spot in tumour slice. In
the same time Bicuculline induced events had ∼8 times
higher average LFPg amplitude (Bic/SPA=8,14) in epileptic
and ∼4 times higher average LFPg amplitude (Bic/SPA=3,86)
in tumour patients than SPAs on the same spot. Finally the
average MUA amplitude in the peak of interictal-like activity
was ∼15 times higher than in the peak of SPA (Bic/SPA=15) in
epileptic tissue, while the same value was ∼2 (Bic/SPA=1,91)
in tumour tissue.

Fig. 4. Typical frequency ranges of high frequency oscillations during
Bicuculline induced interictal-like activity in epileptic and tumour tissue.

D. Time-frequency analysis

We have performed time-frequency analysis of Bicuculline
induced interictal-like activity in both epileptic and tumour
cases. The typical frequency range of high frequency oscilla-
tions during Bicuculline induced interictal-like activtiy can be

seen in Figure 4. There is a global maxima at 130 Hz (more
than half of cases) as well as we can see a local maximum
around 600 Hz. The typical frequency range in tumour tissue
is around 200 Hz (almost the half of cases) furthermore a local
maximum is visible around 400 Hz.

IV. CONCLUSIONS

The blockade of GABAergic inhibition by applying Bicu-
culline results interictal-like activity in vitro in human neo-
cortical tissue resected from patients with epilepsy (77%) or
patients with tumour but without epilepsy (45%). Bicuculline
induced events can be characterized by a long lasting slow
wave with superimposed multiple unit activity and high fre-
quency oscillation.

Applying Bicuculline on slices with spontaneous population
activity blocks SPA and can induce interictal-like events
with lower recurrence frequencies but with higher local field
potential gradient and multiple unit activity amplitudes.

Bicuculline induced interictal-like activities are similar in
epileptic and non-epileptic tissue, but the average recurrence
frequency, the average amplitude of local field potential gra-
dient and the average duration is higher in epileptic slices,
while the average amplitude of multiple unit activity is higher
in tumour slices. Lower MUA intensity in tissue from patient
with epilepsy can be the result of epileptic cell death, while
higher LFPg and duration can show the effect of network
reorganization.

Typical frequency ranges of high frequency oscillations in
epileptic tissue are around 130 Hz and around 600 Hz while
these values are around 200 Hz and around 400 Hz in tumour
tissue. High frequency oscillations in the fast ripple frequency
range can be characteristic feature of epilepsy.
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In summary, our results show that the network properties
of interitctal-like events induced by Bicuculline show slight
differences in epileptic and non-epileptic patients, although
further investigation is needed to clarify the role of GABAergic
inhibition in epileptic processes.
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Abstract—Protein structure and function prediction is a great
challenge in proteomics. Analyzing a protein's structural pref-
erences, such as secondary structure and intrinsic disorder
tendency is an important step towards determining its function.

The aim of this study is to take a closer look at the secondary
and tertiary structures of a set of proteins located in the
central nervous system. These proteins were obtained from
two sources: a previously published journal article pertaining
de novo genes and their encoded de novo proteins and the
Synaptome Database. An exhaustive bioinformatical analysis is
performed to determine intrinsic disorder tendency, search for
coiled-coil structures and transmembrane regions, and predict
three-dimensional structures. Preliminary results show that the
majority of the analyzed sequences contain only short disorder
regions and coiled-coil structures, if any at all. Only a small
part of the proteins is predicted to be mostly disordered. After
further examination, a subset of these proteins will be selected
in the future for more in-depth analysis.

Keywords-de novo protein, synaptic protein, structure predic-
tion

I. INTRODUCTION

Proteins in the central nervous system have a wide range of
functions. They can serve as messengers, structural building
blocks or take part in ion conduction. Some of these proteins
are believed to have de novo origins. These so-called de
novo proteins are a product of previously non-coding DNA
sequences [1]. Finding de novo proteins is not easy. Recent
research shows that approximately 75 percent of the human
genome is transcribed in some stage of the cell cycle. The
resulting non-coding RNAs become de novo genes and are
suitable for protein coding if they are willing to change. These
genes can be identified with comparative genome analysis.
Gene prediction methods can identify all regions in a genome
which are responsible for protein coding. If a coding region
is identified in a genome which has no corresponding coding
regions in evolutionary relatives, we can speak of a potential
de novo protein.

What is the practical significance of these proteins? They
are only present in small quantities in the body since the
conversion of non-coding regions to coding is not an easy task.
However, some non-coding regions become coding through
gene mutation and part of the resulting proteins even manage
to survive long term instead of destroying or being destroyed
by the cells. These de novo proteins serve a purpose. Some of

them have been linked to terminal diseases such as Alzheimers
disease and cancer and thus identifying their structure and
function is crucial [2].

Many of the central nervous system proteins reside and
function in synapses. The synapse is essential to the function
of the brain and may be an important source of dysfunction un-
derlying many neuropsychiatric disorders. Consequently, it is
an excellent candidate for large-scale genomic and proteomic
study. Determining the secondary and tertiary structures of
these proteins is the first step towards determining their
function in the human body.

SynaptomeDB is a database which contains genes encoding
the components of the synapse including neurotransmitters
and their receptors, adhesion/cytoskeletal proteins, scaffold
proteins, and transporters [3]. The contents of this database
are constantly expanded manually, it currently holds almost
2000 sequences.

II. METHODS

A. De novo proteins

24 de novo genes (previously described in literature) and the
proteins encoded by them were obtained from the NCBI and
Ensemble databases [4]. An extensive computational analysis
was executed to obtain clues about the molecular function of
at least some of them.

First, the de novo status of the described protein-coding
genes was carefully re-checked. I performed a similarity
search with BLAST algorithm on the de novo genes, the
corresponding messenger RNAs, and the encoded proteins to
find out if similar sequences occur in other species.

Second, various computational tools were applied for se-
quence analysis, structure- and function prediction. Intrinsic
disorder tendency was examined with IUPred webserver [5].
Transmembrane regions and coiled-coil structures were iden-
tified in the sequences with the help of Phobius and Coils,
respectively [6, 7]. Tertiary structure prediction was performed
with I-TASSER (Figure 1.) [8]. I-TASSER is based on three-
dimensional similarity search, and besides providing possible
three-dimensional models, identifies a protein's closest known
structural analogs as well. These analogs are not necessarily
evolutionary relatives but their function might give a clue
to the protein's function. The likelihood of acquiring valid
structures for de novo proteins is slim.
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Fig. 1. Results of three-dimensional structure prediction with I-TASSER for 3 de novo proteins viewed in Chimera: Myeloma-overexpressed gene protein
(Q96EZ4, top left), Uncharacterized protein FLJ46757 (Q6ZR03, top right) and epstein-barr virus-induced zinc finger protein (AAD43569.1, bottom).

B. SynaptomeDB proteins

The gene IDs of the genes were obtained from the database
and the Uniprot IDs of the corresponding proteins. This way a
list of 1873 synaptic proteins was created. The entire content
of Uniprot was downloaded and the FASTA sequences of these
proteins were extracted with the help of a program written in
Perl. Then, once again various sequence analysis tools were
applied.

First, intrinsic disorder tendency was analyzed with 2 dif-
ferent disorder predictors, IUPred and RONN (Figure 2.) [9].
Applying the online servers would be too time-consuming
for this many proteins, the predictor's outputs were processed
with Perl. The minimum sequence length was set to 30,
shorter disordered regions were discarded. The consensus of
the prediction results was also calculated.

Second, coiled-coil structures were identified in the se-
quences with 2 different predictors, Coils and Paircoil, using
Perl (Figure 3.) [10]. The consensus of the prediction results
was also calculated.

III. RESULTS

A. De novo proteins

Re-checking the de novo status of these genes brought
unexpected results. I was unable to reproduce 1 of the 24
genes and its encoded protein. Furthermore, the I-TASSER
prediction results and BLAST search for 1 de novo protein
(Epstein-barr virus-induced zinc finger protein) indicate that
it has homologs in such distant relatives as Physeter catodon
(sperm whale). This effectively casts doubt on the genes de
novo origin.

The coiled-coil search yields no results, none of the proteins
possesses such structures. The transmembrane region search
is somewhat more successful, in 3 individual cases a single
transmembrane region was found.

With regards to the intrinsic disorder prediction and tertiary
structure prediction, preliminary results show that many of
these proteins possess a long intrinsically disordered segment
and that in many cases even for the folded parts the predicted
three-dimensional structures acquired with I-TASSER cannot
be regarded as valid.

A few of the remaining sequences might be worth a closer
look. Therefore, this subset of proteins has been selected for
more in-depth analysis whose results will be detailed.

B. SynaptomeDB proteins

The computational analysis of the synaptic proteins proved
to be more successful. Both the disorder prediction and coiled-
coil search yielded more reliable results.

The results of the disorder prediction show that approx-
imately 50 percent of these proteins showed no intrinsic
disorder tendencies at all, meaning they have a fixed three-
dimensional structure even without the binding of a ligand.
The majority of the remaining sequences contain shorter dis-
ordered regions between 30 and 100 amino acid residues. The
likelihood of finding at least one disordered section increases
in longer proteins.

The numerical results of the coiled-coil search were similar.
In more than 50 percent of these proteins, no such structures
were found, and most of the remaining sequences only con-
tain short coiled-coils less than 100 residues long. In some
cases, a more significant portion of the protein takes up this
form. Such an example is the Coiled-coil domain-containing
protein 22 (O60826) with approximately 25 percent. In one
case, the entire protein consists of only coiled-coils, this is
Tropomyosine beta chain (P07951).

At first glance, there is no obvious connection between a
protein's disorder tendency and willingness to form coiled-
coil structures. In many cases, a completely ordered protein
contains several coiled-coils, or a partially disordered one has
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Fig. 2. Results of disorder prediction for Syntaxin-6 protein (O43752) with IUPred (left) and RONN (right). The regions above the 0.5 line are considered
disordered.

Fig. 3. Results of coiled-coil prediction for Tropomyosine beta chain (P09751) with Paircoil2 (left) and Coils (right). The regions above the 0.5 line are
considered part of a coiled-coil form.

no coiled-coils at all. A possible correlation between the two
requires further research.

IV. CONCLUSION AND FUTURE PLANS

In case of the de novo proteins, ultimately very few reliable
results were obtained. The similarity search-based bioinfor-
matics tools often fell short in analyzing evolutionary unrelated
proteins.

In case of the synaptic proteins, the relationship between the
disorder prediction results and the coiled-coil prediction results
will be further examined. A connection between the location
of the ordered/disordered regions and coiled-coil regions might
be possible.

Many proteins contained in SynaptomeDB are not only
located in synapses. To extract the ones which specifically
participate in synaptic processes, GO term filtering will be
performed.

The synaptic protein sequences will also be explored with
the use of several more bioinformatics tools such as HMMER
to search for homolog protein sequences and sequence align-
ments.
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Abstract—It is important to understand the temperature 

dependence of cerebral electrical activity. This relation needs to 
be considered both as an experimental factor as well as a possible 
diagnostic and therapeutic tool. My present aim was to examine 
whether parameters of sleep spindle oscillations (7-15 Hz) are 
affected by different core body temperatures under urethane 
anesthesia in mice. Spindle frequency change is highly correlated 
with body temperature modification. At 39 °C, few or no sleep 
spindle was present, that is a putative consequence of an intense 
desynchronization and the shortening of synchronized periods of 
urethane anesthesia. These results are yet to be implemented in 
further experiments in order to exclude body temperature effect 
on the occurrence and variability of sleep spindle parameters.  

 

Keywords—sleep spindle oscillations; body temperature 

modification 

 

I.  INTRODUCTION 

Physiological and pathological temperature changes of the 
brain can be derived from modified local metabolism, blood 
perfusion, function as well as from tissue damage [5]. 
Frequency distribution of the electroencephalogram (EEG) can 
be highly affected by even slight temperature changes, like 
those of the circadian rhythm or the menstrual cycle. Elevating 
body temperature is known to provoke higher frequencies in 
brain waves [4].  

The relation between EEG frequencies and cortical 
temperature is similar to the temperature dependence of the 
Na/K channel [3]. Thus, a possibility arises that this latter is a 
limiting factor in determining EEG frequency. It is a well 
known fact that temperature has an effect on the velocity of 
biological processes [1, 15]. In case Q10 is 2.5, 1 °C change in 
cortical temperature is sufficient to shift EEG frequencies 
above 10 Hz with 1 Hz [3], so as the frequency of sleep spindle 
oscillations.  

Our current knowledge on sleep spindles has been mainly 
acquired in human EEG studies. These oscillations are 
transient, 7-15 Hz, 1-3 sec long transient oscillations arising 
during slow-wave sleep stage II. and in superficial anesthesia. 
They have a putative role in memory consolidation [7], changes 
in their parameters and dynamics can be related to pathological 
brain states.  

In humans, the proportion of EEG frequencies between 
11.25 and 12.0 Hz was elevated, while the participance of the 
ones between 12.25 and 14.0 Hz was reduced by lowering 
brain temperature by 0.2 °C Hz [6]. During menstrual cycle, 
the biggest variance was measured in the sleep spindle 

frequency range. The proportion of higher spindle frequencies 
(14-15 Hz) was elevated by proximal (trunk and upper limb) 
heating in young adults and aged people without sleep 
disorders. In contrast, it was suppressed in aged people 
suffering from sleep disorders [10]. By lowering rectal 
temperature of children undergoing hypothermic bypass 
surgery, sleep spindle frequency of the patients was gradually 
reduced (0.54 ± 0.31 Hz/°C), while spindle length was elevated 
(0.69 ± 0.39 sec/°C). No correlation was found between the 
amplitude of spindles and temperature change. Although these 
results support previous data, age depandence and 
characteristics of modified spindle oscillations are yet to be 
established [11].  

The praeoptic area (POA), the principal thermoregulatory 
region of the mammalian brain, is the putative brain region 
where sleep regulation is connected with thermoregulation. The 
firing rate of its thermosensitive neuron subpopulations is 
elevated at sleep induction. Although sleep can be induced by 
experimental heating of the POA, at the maximum daily brain 
temperature level sleep propensity is low. Thus, the key 
determining factor behind circadian sleep regulation is not the 
brain temperature. Sleep can be the most easily induced and 
sustained at minimal core temperature. However, circadian 
body temperature changes can be desynchronized from the 
sleep-wake cycle. According to [13], skin temperature may 
serve as a potential circadian rhythmic input signal to POA 
neurons as it shows inverse tendency to brain temperature 
values [14].  

Thermoregulation can be highly inhibited during sleep [8]. 
In non-REM sleep, the proportion of cortical slow oscillations 
can be elevated by skin heating [10]. However, appropriate 
intensity, surface area, duration and timing of brain temperature 
elevation are crucial in order to provide better sleep quality. 
Sleep quality could be largely improved by a surface feedback 
control applied in resting place, especially in elderly people 
whose behavioural responses given to unfavorable temperature 
changes are reduced [10].  

II. MATERIALS AND METHODS 

A. Animal preparation 

Acute extracellular electrophysiological recordings were 
performed in C57/BL6 mice (3♂ 1♀, 18-25 g). The animals 
were seduced with isoflurane, then urethane was administered 
intraperitoneally (1.5 g/kg). Craniotomy was made above the 
ventral posteromedial nucleus (VPM) of the thalamus [9].  
Core body temperature was constantly monitored with a rectal 
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thermometer and regulated with a heating pad. It was sustained 
at 37 °C during the stereotaxic surgery, and modified by 1 °C 
between each recording session. Electrophysiological signals 
were recorded in a maximum temperature shift of ±0.2-0.3 °C. 
Body temperature was modified in two directions in the 
physiological range (between 34 and 39 °C) in order to exclude 
the effect of changes in alertness.  

B. Electrophysiological recordings  

Reference electrode was inserted in neck muscles. 
Recordings were made with a 16-channel linear electrode with 
contacts 100 μm apart (NeuroNexus, Ann Arbor, MI, USA, 
Fig. 1.). Intan RHD2000 (Intan Technologies Llc., Los 
Angeles, CA) recording system was used (gain 1000, resolution 
16 bit, sampling frequency 20 kS/sec). 

By stimulating the receptive field (the whiskers of the 
mice), VPM was identified on the base of intense multi-unit 
activity (MUA). MUA measurements and audiomonitoring 
were done in parallel with the recording of the local field 
potential (LFP). The duration of each recording session was 20-
30 minutes at a particular target body temperature. 

C. Data analysis 

MUA filtering (>500 Hz) and sleep spindle detection were 
performed on two channels with a custom-written Matlab 
program (Barthó, P.). The latter was achieved by smoothing, 
filtering (<15 Hz) the MUA signal and establishing a threshold. 
Automatic threshold detection was followed by manual 
refinement of spindle sorting. Spindle length, frequency, cycle 
number as well as the fast Fourier transformation based [2] 
Welch’s power spectrum density distribution [16] and the 
spectrogram of each recording were calculated by custom-
written Matlab programs. Spectral density was calculated from 
segments smoothened with a Hamming window to reduce 
noise ratio [12]. Spectrograms were given by calculating short-
time Fourier-transforms, what provides high-resolution 
information about the changes of the frequency composition in 
time.  

III. RESULTS 

Mean spindle length and cycle number are shown to 
correlate with temperature change only in certain cases, strong 
negative effect on spindle length can only be seen in recording 
3 (third panel in Fig. 3./A and 3./B).  

Mean sleep spindle oscillation changes robustly along with 
core body temperature (Fig. 2., Fig. 3./C). There is a 
considerable difference between the frequency variance of 
spindles detected at the same temperature even in the same 
animal. For this reason, I summarized the frequency changes 
induced by ±1 °C temperature change for all measurements and 
animals. The positive effect of relative body temperature is 
shown to be significant (forth panel in Fig. 3./D, two-sample t-
test, p<0.05).  

Manually detected spindles with a frequency above 15 Hz 
need to be reconsidered (Fig. 2.). Although their shape and 
distribution are highly comparable to sleep spindles of the 
characteristic frequency range, it is necessary to reexamine 
their origin.  

Frequency change of the ‘slow oscillation’ range (0-20 Hz) 
induced by temperature elevation is indicated by the rightward 
shift of the peaks in the frequency density spectrum (Fig. 4./A).  

 

 

Fig. 1. Wideband multichannel extracellular recording from the ventral 
posteriomedial nucleus. A single sleep spindle oscillation is highlighted 

(frame).  

In most cases, at the highest temperature level (39 °C, red line), 
no characteristic frequency distribution is present and sleep 
spindle frequency range is not accentuated. It can be seen in the 
example spectrogram as well (recording 2, Fig. 4./B), that, at 
39 °C, few or no sleep spindle frequency could be extracted. 
Furthermore, the duration of synchronized periods possessing 
characteristic slow frequency distribution gets shorter, their 
occurrence becomes rare by body heating.  

 

 

Fig. 2. Individual sleep spindle frequencies (averaged across cycles) at 

bidirectionally changing body temperature values in recording 3.  
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Fig. 3. Changes of sleep spindle parameters at different body temperatures in each animal. A-C). Median  values (with the 25th and 75th percentiles) of cycle 
number, length and frequency, respectively at different body temperatures in the four animals (first to forth panel). D) Effect of body temperature modification 

(±1°C) on sleep spindle number per recording, cycle number per spindle, spindle length and frequency, respectively. Median values with the 25th and 75th 
percentiles are provided for all measurement and animals. 

 

IV. DISCUSSION 

I have shown that body temperature changes may have an 
important role in defining the occurrence of synchronous 
activity and the proportion of different EEG frequencies under 
urethane anesthesia in mice. Sleep spindle parameters are also 
modified by its effect. Spindle frequency is shown to be in 
strong positive, while spindle length has a weaker negative 
relationship with body temperature change. All these results are 
in accordance with previous data acquired in humans [11]. 
Frequency distribution of the recordings shows as well a robust 
connection between the change of the spindle frequency range 
and body temperature. Spectral analysis also indicates that the 
highly reduced proportion of sleep spindles at 39 °C could be 
caused by the intense desynchronization and the shortening of 
synchronized periods of urethane anesthesia.  

The question arises whether firing rate and firing pattern of 
particular neurons change at different temperature values. The 
relative firing times and current-source density distribution 
(CSD) of a certain unit during sleep spindles at different 
temperatures are also yet to be considered. 

One of my future aims is to investigate whether other types 
of anesthetics have similar effect on the occurrence and 
parameters of sleep spindles as urethane. Also, it is left to 
measure and modify directly brain temperature in order to 

understand the relation between brain temperature, core body 
temperature and sleep spindle parameters.  

It is very important to understand the temperature 
dependence of the brain’s electrical activity and blood 
perfusion as well as their relation, either as an experimental 
factor, or even a possible tool applied in sleep disorders, 
neurological and psychiatrical diseases. 

Changes of the relative frequency spectrum are not strictly 
due to a given experimental intervention, e.g. pharmacological 
treatment, but to the shift of the peaks in the absolute frequency 
spectrum. It is also crucial to consider that larger temperature 
changes can lead to the loss of integrity in functions and 
mechanisms associated with different frequencies, because 
oscillations can shift so much from their original (’euthermic’) 
frequency range [4].  

All this needs to be taken into consideration for data 
analysis, but already for selecting our animal subject regarding 
its sex, age and physiological status. All of these can have an 
influence on circadian body temperature changes and the 
general thermoregulational capacities. It is especially important 
in experiments led on freely moving animals where external 
thermoregulation is difficult to achieve. 
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Fig. 4. Results of the spectral analysis. A) Welch’s power spectrum density 

distribution of brain signals recorded at different body temperatures in each 

animal. B) Spectrogram of recording 1 showing the frequency distribution of 
the full-length recording in time in the frequency range of 0-40 Hz at different 

body temperatures. Amplitude of the spectral density is represented by a color 

scale. 

 

ACKNOWLEDGMENT 

I thank Péter Barthó and Márton Csernai for their help in 
data analysis.  

 

REFERENCES 

[1] Arrhenius, S. (1889): Über die Reaktionsgeschwindigkeit bei der 
Inversion von Rohrzucker durch Säuren. Zeitschrift für Physikalische 
Chemie, 1889, 4: pp. 226–248. 

[2] Cooley, J.W., Tukey, J.W. (1965): An Algorithm for the 
Machine Calculation of Complex Fourier Series. Mathematics of 
Computation, 19(90), pp. 297-301. 

[3] Deboer T., Tobler I. (1995): Temperature dependence of EEG 
frequencies during natural hypothermia. Brain Research, 670(1): pp. 
153-156. 

[4] Deboer, T. (1998): Brain temperature dependent changes in the 
electroencephalogram power spectrum of humans and animals. Journal 
of Sleep Research, 7: pp. 254–262. 

[5] Demirhan, A., Kaymaz, M., Ahiska, R., Güler, I. (2010): A survey on 
appliation of quantitative methods on analysis of brain parameters 

changing with temperature. Journal of Medical Systems, 34(6): pp. 
1059-1071. 

[6] Driver, S., Dijk, D. J., Werth, E., Biedermann, K. and Borbély, A. A. 
(1996): Sleep and the sleep electroencephalogram across the menstrual 
cycle in young healthy women. Journal of Clinical Endocrinology and 
Metabolism., 81: pp. 728-735. 

[7] Fogel, S.M., Smith, C.T., and Cote, K.A. (2007). Dissociable learning-
dependent changes in REM and non-REM sleep in declarative and 
procedural memory systems. Behavioural Brain Research, 180: pp. 48–
61. 

[8] Krauchi, K., Deboer, T. (2010): The interrelationship between sleep 
regulation and thermoregulation. Frontiers in Bioscience, 15, pp. 604-
625. 

[9] Paxinos G., Watson C. (1998) The rat brain in stereotaxic coordinates, 
4th Edition. San Diego, California, USA: Academic Press. 

[10] Raymann, R.J.E.M.,  Swaab, D.F., Van Someren, E.J.W.(2008): Skin 
deep: enhanced sleep depth by cutaneous temperature manipulation. 
Brain, 131(2): pp. 500-513.  

[11] Schmitt, B., Jenni, O.G., Bauersfeld, U., Schüpbach, R., Schmid E.,R. 
(2002): Spindle activity in children during cardiac surgery and 
hypothermic cardiopulmonary bypass. Journal of Clinical 
Neurophysiology, 19(6): pp. 547-552. 

[12] Smith, S.W.(1997-98): The Scientist and Engineer’s Guide to Digital 
Signal Processing. California Technical Publishing, San Diego, CA. pp. 
141-232.  

[13] Van Someren, E.J.W. (2000): More than a marker: interaction between 
the circadian regulation of temperature and sleep, age-related changes, 
and treatment possibilities. Chronobiology International,17: pp. 313-54. 

[14] Van Someren, E.J.W. (2004): Sleep propensity is modulated by 
circadian and behavior-induced changes in cutaneous temperature. 
Journal of Thermal Biology, 29: pp. 437-44. 

[15] Van’t Hoff, J. H. (1884): Etudes De Dynamique Chimique. Muller, 
Amsterdam. 

[16] Welch P.D. (1967): The use of fast Fourier transform for the estimation 
of power spectra: A method based on time averaging over short, 
modified periodograms. IEEE Transactions on Audio and 
Electroacustics, 15(2): pp. 17-20. 

 

68



The dance of proteins: dynamic structural ensembles
of the PDZ1-PDZ2 tandem in the PSD-95 protein

Bertalan KOVÁCS
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Abstract—Protein dynamics has often a key role in protein
function like ligand binding, its fine-tuning and regulation.
However, correct and detailed description of internal dynamics
is a challenging task. NMR spectroscopy is one of the most
useful tools to obtain information about protein dynamics at the
atomic level. By combining NMR-derived mobility parameters
with molecular dynamics calculations, a realistic insight into
protein dynamics can be achieved. Here we present the generation
of dynamic structural ensembles of the first two PDZ domains of
the PSD-95 protein called PDZ tandem by restrained ensemble-
based molecular dynamics. This PDZ tandem is a structurally
independent unit and plays an important role in the signal-
mediated biological response of PSD-95. We were able to capture
several important aspects of the internal mobility of the PDZ
tandem, in particular, the largely independent reorientation of
the two PDZ domains.

Keywords-Protein dynamics, molecular dynamics, NMR spec-
troscopy

I. INTRODUCTION

Proteins are not rigid bodies, instead, they can adopt a
number of continuously interconverting conformer state. This
fact challenges the very basis of our understanding of protein
function. The discovery of intrinsically disordered proteins
(IDPs), which often have biological function dispite their lack
of fixed three dimensional structure, showed that the old ”key-
lock” paradigm is no more sustainable, since it relies on the
assumption that protein function always necessitates a well-
defined rigid structure [1], [2].

NMR spectroscopy is the far most powerful technique
to investigate dynamic molecules. It has the advantage of
allowing for experiments in solution state, where proteins
can maintain their dynamic behavior. The resulting data are,
however, often ambiguous and difficult to interpret. Parameters
gained by NMR measurements do not usually reflect all the
possible conformers of a molecule, rather a hypothetical, time-
averaged structure which may not even be present [3].

Protein structure representation also needs to be reconciled
with the concept of molecular motion, because the traditional,
rigid model does not imply a realistic view of the dynamic
nature of molecules. Therefore it has to be replaced by an
ensemble-based representation that reflects internal dynamics
by including more than only one conformer in the molecular
model. However, generating a reliable ensemble of conformers

remains a difficulty to overcome. Generally, distance or mo-
bility parameters provided by NMR measurements are applied
as restraints to the entire molecule, which is subsequently
submitted to computer-simulated structure refinement in order
to make it fulfill all the external restraints. This approach can
be improved by applying the restraints not to each conformer,
but to the average structure [3].

The post synaptic density protein 95 (PSD-95, also known
as SAP90) is a protein reportedly showing internal dynamics
[4]–[6]. It consists of 5 domains, the first two of which (PDZ1-
PDZ2) form a structurally independent subunit called PDZ
tandem (Figure 1). The PDZ domain is a frequently occurring,
well-studied protein binding unit; it recognizes short sequence
motifs at the C-terminus of polypeptides. It usually plays
a key role in lingad binding, regulates ion channeling and
different signal transduction processes of PSD-95, however
exact atomic-level mechanism of target protein binding is
unknown [6]. Furthermore, several studies indicate that the
two domains have to be in close proximity in PDZ tandems in
order to fold and function properly [6]. Also, a recent paper
showed that the first two PDZ domains of the PSD-95 have
a rigid structure, while ligand binding induces considerable
interdomain mobility which, with the help of a 5 amino acid
residue long linker, allows the two PDZ domains to reorient
independently [7].

Fig. 1: The PDZ1-PDZ2 tandem of PSD-95.

This work aims at describing the internal dynamic properties
of the PDZ tandem, and generating a dynamic structural
ensemble of conformers by carrying out externally restrained
molecular dynamics simulations.

II. METHODS

For creating dynamic structural ensembles, Molecular Dy-
namics (MD) simulations were carried out, using open-
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source program GROMACS 4.5.5. [8]. In molecular dynamics
modeling, molecules are considered solid spheres that inter-
act through covalent bonds and electrostatic potentials. The
magnitude of these interactions is determined by molecular
mechanics force fields. In the simulation, all the forces are
calculated from the potential and summed up to each atom
(Equations 1 and 2). Afterwards, Newton’s equation of motion
is solved numerically (Equation 3), accelerations are calculated
and the atoms are displaced according to their velocities and
the applied time step (Equation 4). For the first step, random
velocities are generated.

Fi = − ∂V

∂ri
(1)

Fi =
∑

j

Fij (2)

d2ri
dt2

=
Fi

mi
(3)

dri
dt

= vi;
dvi

dt
=

Fi

mi
(4)

In Equations 1 to 4 Fi, ri, mi and vi indicate the force on
the atom number i, the position, the mass and the velocity of
the same atom, respectively. V indicates the potential energy
and t the time.

Experimental parameters are usually included in the simu-
lation as external restraints. The modeled system is forced to
comply with the these restraints by the following algorithm:
deviation of the simulated parameters from their experimental
values is calculated and transformed in an energy penalty term.
Force derived from this penalty is added afterwards to the
sum of the forces effecting the individual atoms, as seen in
Equations 1 and 2.

Instead of simulating a single molecule, ensemble-based
representations were created that consisted of several (4-
32) replicas. In order to apply external restraints to the
entire ensemble instead of each single molecule, in-house
extension of GROMACS software was used. In the present
simulations, NOE parameters and the Lipari-Szabó model free

Fig. 2: Generating structural ensembles from the molecular
dynamics simulation.

parameters (S2) were applied as external restraints, measured
and published by Wang el al in 2009 [7]. NOEs are used
as distance restraints, which keep atom pairs from moving
away from each other further than a certain distance. Such
distance restraints can be applied to the whole ensemble by
averaging the sixth power of the atom-atom distances (r−6).
S2 parameters, on the other hand, describe the mobility of each
N-H bond vector in the protein: a value close to 1 indicates a
structurally rigid amino acid residue, whereas values near to
0 belong to mobile residues. Deviation from the experimental
S2 parameters is calculated in each step of the simulation
after rotating each replica in a common molecular frame
according to the algorithm described by Vendruscolo el al. in
2004 [9]. Also, a profitable feature of the in-house extension
module of GROMACS is that it allows for local fitting of
external restraints to shorter protein range, for example a
single domain. This is useful when one or more domains
are presumed to move independently. This way, also the
penalty energy terms and the derived forces will be calculated
separately for the different domains.

Structural ensembles were created by taking a sample of the
trajectory of each replica (Figure 2). Evaluation of the gen-
erated ensembles was carried out by the CoNSEnsX server1

[10]. This algorithm plots the calculated S2 parameters against
the experimental ones and calculates their correlation. It also
determines the violated NOE restraints, when the calculated
values – averaged over the entire ensemble – exceed the
experimental ones.

Analysis of secondary structure was carried out with the
DSSP algorithm2 [11]. For each replica of the ensembles,
secondary structure assignment was done, and the structural
motifs were compared to each other. To illustrate the vari-
ability of the secondary structural elements, which indicates
a certain mobility of the residues, Shannon entropy was
calculated, according to Equation 5,

Hi = −
∑

j

pij log pij (5)

where pij indicates the probability of the secondary struc-
tural motif number j of residue number i.

III. RESULTS AND DISCUSSION

A. Analysis of calculated order parameters

600 ps long simulations were carried out on ensembles of
8 replica of the PDZ1-PDZ2 tandem of PSD-95. 149 S2 and
10681 NOE parameters were used as external restraints. The
effect of the external restraining was investigated by running
several different simulations, each with different restraint set.
As it can be seen on Figure 3, the correlation between
calculated end experimental S2 improves as local fitting of
restraints is applied to the distinct domains, as well as when
NOE restraints are added to model. The fact that the calculated
S2 values are close to zero for the opposite domain to which

1http://consensx.chem.elte.hu/
2http://swift.cmbi.ru.nl/gv/dssp/
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Fig. 3: Experimental and calculated S2 parameters of structural ensembles fitted locally to PDZ1 (left) and PDZ2 (right)
domains. Colors indicate: —— experimental S2 values, and calculated S2 values in the following order: —— no local fitting
of S2 restraints, —— local fitting of S2 restraints and —— local fitting of S2 and additional NOE restraints.

Fig. 4: Variability of secondary structural elements at each amino acid residue position on PDZ1 and PDZ2 domains of PSD-95.
Secondary structure assignment was done for 496 conformer of a dynamic structural ensemble.

ensemble fitting was done (see Figure 3, yellow lines) cannot
be explained otherwise but assuming that when the atoms of
one domain stick together, the atoms of the other one get
dispersed. Even though the addition of NOE parameters to the
model results in somewhat higher S2 in the same, non-fitted
regions, it is probably due to the fact that the two domains
become more compact and organized. The same effect is
indicated by the root-mean-square deviation (RMSD) between
calculated and experimental S2: 0.35, 0.37 and 0.13 for PDZ1,
and 0.25, 0.33 and 0.07 for PDZ2 domain; for simulation

without local fit, with local fit and with additional NOE,
respectively. It is interesting to note that among 10681 NOE
values there are no interdomain restraints, which also fortifies
the conclusion that the two PDZ domains move independently.

B. Analysis of secondary structure variability

In order to gain reliable insight into the secondary structure
variability, a longer simulation was done, at the end of which
an ensemble with 496 conformer could be obtained. Secondary
structure assignment of each member of the ensemble and
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Fig. 5: Normalized Shannon entropy (——) and S2 parameters
(——) plotted together. Shannon entropy is calculated from
secondary structural assignment based on an about 500 sized
dynamics structural ensemble.

comparison of their DSSP assignment to each other by plotting
them on a weblogo3 reveals some key information about the
nature of PDZ domains (Figure 4). Firstly, it can be seen that
the structurally most conserved regions are the very motifs
that define PDZ domain: three β-sheets, an α-helix, a β-
sheet, an α-helix and a β-sheet, respectively. Secondly, the less
conserved regions are those with the more structural flexibility,
such as residues 10-15 in PDZ1 or 160-165 in PDZ2.

Variability of secondary structural motif in each residue is
reflected by the Shannon entropy (Equation 5). Normalized
Shannon entropy subtracted from 1 (1−H) can be compared
with the S2 parameters, since they both vary between 1 and
0. Such a plot can be seen on Figure 5. The chart shows
that the two parameters, despite a generally bad correlation,
move together in some regions (around 15-20, 22-25, 110-
120 or 130-135). It can be deduced that these two values
measure the same characteristics, i.e. the internal mobility
of the protein. However, secondary structure analysis can be
carried out by less computation, thus providing an alternative
way of investigation of protein dynamics when molecular
dynamics is too expensive.

IV. CONCLUSION

Internal dynamics often plays a key role in protein-ligand
interactions or regulation processes, however, it is a challeng-
ing task to find a method that provides a reliable insight into
molecular motion. NMR spectroscopy is a powerful tool for
obtaining such data on protein structure that also incorporate
dynamic information. Combined with computer simulations,
a realistic, ensemble-based representation of protein dynamics
can be achieved.

The first two PDZ domains of PSD-95 form a structurally
independent subunit called PDZ tandem. By means of molec-
ular dynamic simulation, in which Lipari-Szabó order param-
eters (S2) and NOE parameters were included as external
restraints, we succeeded in creating a realistic dynamic en-
semble that reflects internal mobility. The results showed that
the two domains perform considerable interdomain mobility
in the PDZ tandem, which is possible due to a short linker
between the domains. Also, it has bee proved that secondary

3http://weblogo.berkeley.edu/

structure variability, which can be effectively expressed with
the Shannon entropy, is comparable to order parameters.
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Abstract—Several diagnostic applications require high sensitive
detection of cells (cancer or bacteria) and molecules (proteins,
DNAs or viruses) from low volume human blood. These Lab-on-
a-Chip systems need high performance blood plasma separation
substructures. Zweifach-Fung type plasma separation systems
establish a cell-free layer near the channel wall in low Reynolds
regime and promote plasma separation through high resistance
daughter channels. Single Zweifach-Fung type separation struc-
tures are capable of achieving high plasma purity, however,
the separated plasma yield is limited. The plasma yield can
be increased by the application of cascade separation systems,
however, the purity is deteriorated subsequently from branch to
branch due to the thinning of the cell-depleted layer. Our goal
is to improve the plasma purity by the recovery of the cell-free
layer after each bifurcation by applying inertial forces evolving
in different geometrical singularities.

Index Terms—microfluidics; Lab-On-a-Chip; plasma separa-
tion

I. INTRODUCTION

The precisely controlled manipulation of fluids in micro-
analytical systems or microchemical reactors is a key issue
in terms of the final applicability of these devices. Besides
fluidic transport, integrated functional microfluidic elements
(pumps, mixers, separators, etc.) are also essential building
blocks of the sample preparation systems. Diagnostic ap-
plications require reliable detection of cells and molecules
from low volume sample. Considering deterioration of the
detection limit by cell lysis, Lab-on-a-Chip systems need high
performance blood plasma separation substructures. Although
single Zweifach-Fung type separation structures are capable
of achieving high plasma purity [1], the separated plasma
yield is limited, thus series of bifurcations are applied to
improve performance. Zweifach-Fung type plasma separation
systems can establish a cell-free layer near the channel wall
due to viscous lift forces and shear forces and promote
plasma separation through high resistance daughter channels.
Altough plasma yield can be increased by the application of
cascade separation systems, the purity of the plasma may be
deteriorated subsequently from branch to branch due to the
thinning of the cell-depleted layer. The plasma purity can be
improved by the recovery of the cell-free layer after each
bifurcation by applying inertial forces evolving in multiple
contractions and expansions of the channel. Geometrical sin-
gularities were designed and integrated in the main stream

channels in order to enhance the inertial effects in the laminar
flow system to recover the cell-free layer near the channel
walls. The effects of these perturbations were characterised by
Finite Element Modelling considering different flow rates and
viscosities affected by preliminary dilution of whole blood.
Test structures were fabricated by soft lithography technique
in polydimethylsiloxane (PDMS) and the performance of the
different geometries was characterised by applying adequate
particle models for the cell size distribution and concentration
of human blood.

II. MATERIALS AND METHODS

A. Geometry of singularities

Six different geometric perturbations were designed to aid
the development and recovery of cell free layer before each
cascade side branches. These perturbations were 250-1000 µm
long and 335-600 µm wide. The main channels were 100 µm
and the side branches were 10µm wide each.

B. Microfabrication

The microfluidic channels were realized in
Polydimethilsiloxane (PDMS) with rapid prototyping.
SU-8 negative photoresist [2] was patterned by spin-coating
(Brewer Science Cee 200CBX spin-coater [3]), litographic
exposure (Süss MicroTech MA6 mask aligner [4]) and a
final development step, as illustrated in Figure 1. PDMS
prepolymer was poured onto the developed replica and
polymerized in two days in room conditions. At the final
step of the fabrication process, PDMS was sealed to glass
by low temperature bonding after oxygen plasma treatment
applying 200 W plasma power, 100 kPa chamber pressure
and 1400–1900 sccm oxygen flow (Terra Universal Plasma
Preen Cleaner/Etcher [5]).

C. Dark field microscopy

The measurement of particle trajectories is a challenging
task. To model the red blood cells in a possible blood analyte
we have used yeast cells as their size characteristic and
distribution is similiar to the red blood cells [6]. Yeast solution
was diluted to be able to see individual trajectories. Dark field
mode of the Zeiss AxioVert A1 [7] inverted microscope was
used. This imaging method facilitates the recording of the
light scattered from the cells crossing the light beam, local
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Fig. 1. Schematic view of PDMS rapid prototyping. UV light passes the
photoresist mask exponing the SU-8. The developed photoresist then serves
as a moulding replica for PDMS moulding.

Boundary Model Boundary condition Value
Inlet CFD Laminar inflow with

average flow velocity
0.01-5 µL/s

Inlet Trajectory Particle inlet 100 particles with
uniform density

Channel wall CFD No slip -
Channel wall Trajectory Bounce -
Outlet CFD Pressure 0 Pa
Outlet Trajectory Freeze -

TABLE I
SUMMARY OF BOUNDARY CONDITIONS FOR THE NUMERICAL MODEL

cell concentration from the lateral distribution of the scattered
light intensities, i.e. from the local brightness levels of the
image were estimated.

D. Numerical modeling

COMSOL Multiphysics was used to calculate a laminar and
stationary velocity field by solving the Navier-Stokes equation
[8]. The pre-calculated velocity field then was used for the
calculation of particl trajectories. The particle tracing based
model calculates, follows and depicts the individual particle
trajectories according to the hydrodynamic drag force de-
scribed by Stokes’ law. The lift force was not considered due to
the low Reynolds number and the small difference between the
particle and water density. Laminar inflow boundary condition
was applied on the inlet with different average velocities and
zero pressure was set at the outlet. On the channel walls, no
slip boundary conditions were defined for the laminar flow
model and bounce boundary was used for the trajectory model
as summarized in Table I. The properties of room temperature
water (density: 1000 kg/m3, kinematic viscosity: 10-6 m2/s)
were applied as material parameters. Properties of the model
particles were set to be in correspondence with the principal
properties of red blood cells (density: 1100 kg/m3, particle
diameter: 6 µm [9] [10]). Spherical particle geometry was used
as an approximation of the cell geometry and this approach
was in accordance with the experimental methods, as well.

III. RESULTS

A. Flow rate dependency of the velocity field

The modeled and measured velocity fields were recorded in
the case of 4th geometry (Figure 4). At small flow rates the

velocity field is stable (Figure 4 A-B). An order of magnitude
increase in the flow rate however results in recirculations
and vortices in the channel (Figure 4 C-E) which could be
reproduced experimentally. These recirculations need to be
avoided as they can compromise the purity of the separated
plasma.

Fig. 2. Effect of flow rate on the velocity field. The modeled and measured
velocity fields were recorded in the case of 4th geometry. At small flow rates
the velocity field is stable (A-B). An order of magnitude increase in the flow
rate however results in recirculations and vortices in the channel (C-E) which
could be reproduced experimentally. These recirculations need to be avoided
as they can compromise the purity of the separated plasma.

B. Particle trajectory modell

Particle trajectories modeled in COMSOL Multiphysics
were in a good agreement with the experiments (Figure 3).
the developing of the cell free layer were also well visible.

Fig. 3. Modeled (A) and measured (B) particle trajectories were in a good
agreement. The development of the cell free layer is visible at the widenings
of the channel.
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Inlet Flow rate [µL/s] Plasma out flow rate [µL/s] Efficiency
0.01 0.000229 2.29%
0.05 0.001147 2.29%
0.10 0.002299 2.30%
0.50 0.011744 2.35%
1.00 0.023855 2.39%
5.00 0.126858 2.54%

TABLE II
EFFECT OF FLOW RATE ON PLASMA SEPARATION EFFICIENCY. IN THE

CASE OF THE MOST EFFICIENT GEOMETRY (SMALL CIRCLE, 6TH

GEOMETRY) PLASMA SEPARATION EFFICIECIES WERE RECORDED. TWO
ORDER OF MAGNITUDE ENCREASE IN THE FLOW RATE RESULTED IN ONLY

0.25% INCREASE IN THE EFFICIENCY.

C. Efficiency of plasma separation

The efficiencies of the microchanels were modeled and
calculated as the ratio of the sum of the plasma flow rate
at the outlets and the inlet flow rate (Figure 4). Although the
efficiencies seem similar in the case of geometries 2-5 the
first and the last one are outliers. Smaller singularities tend to
have better outlet efficiencies. In the case of the best structure
(6th geometry) the efficiency was further studied. Table II
shows the efficiency values at six different flow rates. We can
conclude that the efficiency can not be increased significantly
with the increase of the inlet flow rate. Two order of magnitude
encrease in the flow rate resulted in only 0.25% increase in
the efficiency.

Fig. 4. Modeled plasma separation efficiency at the six different geometric
singularities. Smaller singularities have better efficiency. Altough the efficien-
cies seem to be similar in the case of geometries 2-5, the 1 and the 6 deviate
more from the average. The most efficient geometry is the 6th geometry.

D. Cell-free layer recovery

The development and recovery of the cell free layer near
the channel walls was well captured in the intensity analysis
of the recorded microscopic images (Figure 5). The cell free
layer at the outlet of the channel is clearly visible.

IV. CONCLUSION

Flow behaviour and particle distribution affected by geomet-
ric perturbations were characterised by Computational Fluid
Dynamics (CFD) module of COMSOL Multiphysics (solving
pressure and velocity field) and Particle Tracing Module (cal-
culating particle trajectories). Test structures were fabricated

Fig. 5. The relative light intensity distributions across the channel narrow-
ings were recorded after each geometric perturbation. The development and
recovery of the cell free layer is well demonstrated both on the diagram and
the microscopic image.

in polydimethylsiloxane (PDMS) and the performance of the
different geometries was characterised experimentally record-
ing particle trajectories by dark field microscopy applying
different flow rates. Inertial forces in geometrical singularities
led to the recovery of the cell-free layer after the bifurcations.
This process was shown both in measurements and model
results and its applicability in enhanced cascade type plasma
separation systems was proposed.
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formance characterization of micromachined particle separation system
based on Zweifach-Fung effect, Sensors and Actuators B 162 (2012) 89-
94

[2] MicroChem Corp. Available online: http://www.microchem.com (ac-
cessed on 14 May 2015).

[3] Brewer Science Inc. Available online: http://www.brewerscience.com
(accessed on 14 May 2015).
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Abstract—In 2013 the concept of driver genes were introduced
by Vogelstein et al. Forty five approved drugs targeting driver
genes are already available in the market and hundreds are
currently in clinical trials or under research. Precise evaluation
of the molecular diagnostic results is needed to identify driver
genes and then to find the most effective targeted therapy. Before
starting diagnostic tests the tumor ratio on the sample plate has
to be determined. In practice pathologists assess the tissue or
cytological died sample to give tumor percentage, which is further
used for molecular profilng. An in silico tumor-ratio calculating
method is urgently needed to standardize the calculation of
the tumor- normal tissue distribution. Methods presented here
were based on k-means clustering and brightness enhancement.
It became clear at the beginning that the reliability of the
automatically calculated value reflecting tumor cells’ percentage
depends on the complexity of the died sample’s image. First of all,
color of immune cells is the same like color of tumor cells on the
images, they mostly differ in size and they usually do not form a
continuous cell mass, meaning they can be usually found as single
small dots on an image. Excluding immune cells was the biggest
challenge during the development. The presented tumor ratio
calculating methods were acceptable in most cases, although they
have their own weaknesses. These methods were good starting
points for further development as the results highlighted the
bottleneck of these calculators.

Index Terms—driver gene; targeted therapy; tumor ratio; in
silico calculation

I. INTRODUCTION

The Human Genome Project produced the first complete
sequences of individual human genomes (HGP 1990-2006),
in contrast to the expectations merely 15 –20 thousand genes
were identified. In 2013 the concept of driver genes (∼
140) were introduced by Vogelstein et al., and proved to be
responsible for cancer development. Most human cancers are
caused by two to eight sequential alterations that develop over
the course of 20 to 30 years. Proteins encoded by the so
called driver genes are building blocks of approximately 12
signal transduction pathways [1]. Forty five approved targeted
drugs are already available in the market (FDA and/or EMA
approval) and hundreds are currently in clinical trials, or under
research. Selectively targeting driver gene abberations could
slow or stop local tumor progression, or could withdraw cells’
ability to give metastasis. Approximately 3.5 million cancer
patients were registered in 2012 in Europe, from that 1.75
ended with death [2][3]. Targeted therapy alone, or together

with standard therapy before/after or without surgery could
face up to the disease. Precise evaluation of the molecular
diagnostic results is needed to identify driver gene or genes and
then to find the most effective targeted drug. Image processing
decision supporting systems in medical practice are extremely
important nowadays. Scientists make an effort in several fields
to improve methods: ex. analysing CT scans, or helping
early breast cancer detection based on mammographic images
[4][5]. An in silico tumor ratio calculating method is also
urgently needed to standardize the calculation of tumor- nor-
mal tissue distribution, and in some cases to ease the decision
for pathologists, as in practice pathologists assess the tissue
or cytological died sample (Hematoxylin and eosin stain)
and determine the ratio, which is further used to determine
the exact molecular profile, based on his or her professional
experience. This way of detection is time-consuming and
circumstantial as the available tools for marking tumor region
are reasonably rudimentary.

II. MATERIALS AND METHODS

Scripts were created using python language. Several pack-
ages were used for image processing (ex. OpenCV, Image,
Matplotlib, Scipy, etc.). Original images: 8 images of tissue
or cytological hematoxylin + eosin died samples.
1. Delete background: K-means clustering of all pixels ac-
cording to the HSV color codes were performed. The one,
where the dark pixels enrichment was the lowest were selected.
Those pixels, which were enrolled to the selected cluster, were
changed to white. Finally only cells containig area (ex. tissue)
remained, which were considered as 100 percent for the ratio
calculating method.
2. Find the most likely tumor area:
First method: Brightness enhancement of the original image,
which process kept only specifically stained area, where most
probably the tumor cells’ seeds can be found.
The second method: Separation of that cluster where the dark
pixels enrichment is the highest. After adaptive thresholding
the resulted image (in all two cases) was used to find contours.
All detected contours had specific descriptors: center, size and
angle, which were used to fit an ellipse to the original image.
Selected ellipses’ area (only a raw selection to skip very small
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(noise) ellipses, and huge ones which were caused by the
sharp edge between the background and the cells containing
area) were considered as tumor region (those pixels color was
changed to red to help ratio calculation).
3. Ratio calculation:
After deleting background hunderd percent became all the
remaining, not white pixels. Tumor area: red pixels. All other
pixels refer in this calculator to healthy/non tumor cells, tissue.

Fig. 1: White: background, Red: tumor area, Pink: normal
tissue area according to the calculation. Mostly tumor regions
were found, altough several smaller tumor areas were omitted
(ex. bottom left image section).

Basics

The k-means clustering algorithm:

Input: number of clusters, k, and a set of observation vectors
to cluster (image as a matrix of HSV color codes).
It returns a set of centroids, one for each of the k clusters.
A vector v belongs to cluster i if it is closer to centroid i
then any other centroids. If v belongs to i, we say centroid
i is the dominating centroid of v. The k-means algorithm
tries to minimize distortion, which is defined as the sum of
the squared distances between each observation vector and
its dominating centroid. Each step of the k-means algorithm
refines the choices of centroids to reduce distortion. The
change in distortion is used as a stopping criterion: when
the change is lower then a threshold, the k-means algorithm
terminates (scipy.org). The presented method does not use a
maximum number of iterations.

K-means clustering formula.

Thresholding:

Thresholding is used to segment an image by setting all pixels
whose intensity values are above a threshold to a foreground
value and all the remaining pixels to a background value. We

used adaptive thresholding.
Input: grayscale or color image.
Output: binary image representing the segmentation.
Used threshold type: BINARY .
Used adaptive method: MEAN C. The threshold value
T (x, y) is a mean of the n x n neighborhood of (x, y) minus
c (OpenCV documentation).

Binary thresholding formula.

Detecting contours:

The contour is a boundary of object, a population of points
(pixels).
Used mode: retrieving all of the contours without establishing
any hierarchical relationships.
Used method: CHAINAPPROX NONE stores absolutely
all the contour points. That is, any 2 subsequent points (x1, y1)
and (x2, y2) of the contour will be either horizontal, vertical
or diagonal neighbors (OpenCV documentation).

III. RESULTS

K-means pixel clustering method for selecting and deleting
the background pixels were successful in all cases. The re-
liability of the automatically calculated value reflecting the
percentage of tumor cells in a sample depended on the
complexity of the died image. First of all immune cells’ color
is usually the same like tumor cells’ color on the sample
image, they differ in size mostly, and they usually do not
form a continuous cell mass, meaning they can be usually
found as single small dots on an image. Immune cells should
not increase the tumor ratio, so they had to be classified as
normal tissue area in all cases. Excluding immune cells was
the biggest challenge during the development.
Analysis of the results given by the clustering method: Mainly
the tumor ratio given by this method is acceptable. As this
method was completely based on the color of pixels it was
not able to differ immune cells from tumor cells. Idea to fix
this method’s weakness: small dots in the likely tumor area
cluster (darkest pixels containing cluster) in clustered image
likely immune cells smaller area refers to smaller contour
size using contour’s center the created ellipse area should
be smaller start deleting the drawn ellipses, to exclude the
area under these ellipses, from the smallest to biggest until
a given threshold. Main problem: because of the tumor cells’
type (ex. cells from several types of tissue), cells can have their
own contour, in which case the method gives them individual
ellipses, small enogh to be deleted when the program starts to
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delete immune cells.
Analysis of the results given by the method based on bright-
ness enhancement: Tumor ratio given by this method is accept-
able too, mainly does not differ from the clustering method.
It is observable that enhancing the brightness highlight the
seeds of tumor cells, but also keeps cytoplasmic region,
and unfortunately immune cells too. Turned out that tumor
cells’ seeds stain the same like immune cells’ seeds too. The
developed fixing workflow was applied also for this method
and was not producing the expected improvement, despite
the fitted ellipses’ area were generally smaller, because the
counturs were maily based on seeds, not cells.

Fig. 2: Tumor ratio calculated using the detailed two method
in four cases. Tumor percentage for the first and third image
is acceptable. Second image: having huge tumor mass with
individually fitted ellipses to the cells’s contours’ center do
not cover the hole tumor area, tumor percentage is greately
underrated with both metods. For the last image the calculated
ratio is much bigger then it sould be because the hue of the
normal tissue is similar to tumor region, so the method detect
some healthy cells as tumor cells incorrectly, increasing the
ratio.

IV. CONCLUSION

The presented tumor ratio calculating methods have their
own weaknesses but they are good starting points for further
development as the results highlighted the bottleneck of these
calculators. Ellipses fitted to the center of the contours roughly
took out tumor area, but they are not precise enough. Making
difference between immune cells and tumor cells is the biggest
challenge, but it has to be done very accuratelly for all types
of samples (for all tumor hystology types).

V. FURTHER PLANS

Using ellipses to cut out tumor area has to be rejected, a
method should be developed which is able to draw round the
real edges of tumor cells containing area tightly. After the
likely tumor area will be tightly cut (closed lines along the
edges, area calculated for all shapes) testing the method with
thousands of sample images the immune cell specific size of
shape will turn out, then usig the limits the immune cells could
be exclude precisely.
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Abstract—This study aims to investigate several questions
related to extracellularly recorded potentials of the underlying
neural activity. We design an experimental method for analysing
extracellular data focusing particularly on the patterns of trans-
membrane currents (CSD - Current Source Densities). The
extracellular potential pattern can be easily re-calculated From
the CSD distribution, but the inverse problem is not solvable
(structurally non-identifiable). In other words, there are an infi-
nite number of equally correct membrane current solutions for
the given extracellular potential pattern. Our task is to assemble
a new measurement tool to generate more reliable experimental
data (practical identification process) and thus to improve the
CSD analysis and the model fitting in single cell level. This com-
plex set-up has been already tested on pre-experiments. We are
able to record intra- and extracellular single cell activity (Patch-
Clamp technique) and population activity (LFP) at the same time
by using a multi-channel laminar microelectrode in vitro on rat
or mice hippocampal slices. We integrate the electrophysiological
measurements with a two-photon (2P) microscopy for imaging
the cellular structure and for determining the exact electrode
placements by optical investigation. The experimental method
we describe here can determine crucial unknown parameters for
CSD analysis such as the exact electrode-cell distance. Using the
2P microscope imaging technique during the recordings has a
widespread impact, because we can uniquely specify the solution
space of the CSD calculations. This complex experiment can be
an important additional information for the further investigations
of single cell dynamics.

Keywords-Extracellular Recordings; LFP; Current sources and
sinks; Physical models; Poisson equation; CSD analysis; Multi-
Compartmental Models

I. INTRODUCTION

The cortex of the brain consists of billions of neurons
interconnected in complex neural networks. These neurons
communicate with action potentials, which are standardized
pulse-like alterations of the membrane potential (both positive
and negative directions are allowed). In single-unit recordings,
electrodes are positioned close to the neural cell body, and the
firing rate is measured by counting spikes, which are the so
called extracellular signatures of the action potentials.

However, complications may arise when more than one
neuron are involved in the generation of extracellular potential
pattern. For example, if two firing neurons have the same
electrode-cell distance, it can be very difficult to differentiate
the occurring spikes without knowing any further information
about the neural structures [1]. Recently, multi-electrode arrays

were developed (from 16 up to 512 channels) and automatic
spike sorting algorithms were implemented to record hundreds
of neurons simultaneously in one experiment [2]. Despite
the technological advances, several aspects of extracellular
potential generation remain poorly understood. The main,
currently unsolved questions are the following:

• What is the origin of the great amplitude variability
among extracellular potential patterns, while intracellular
action potentials are so conserved? Can we calculate
back the original governing currents from its produced
potentials?

• Which are the most important parameters of the neural
signal integration and output formation? Can we define
an exact input-output function for the recorded neurons?

• How likely is that different neurons produce similar spike
amplitude and thus they produce clustering problems and
biased source localizations?

II. BACKGROUND AND METHODS

A. Current source density analysis
The electrostatic background of the extracellular potentials

has been quite well understood for decades. [8], [9] Due to
the laws of electromagnetism, extracellular potentials are gen-
erated as result of ionic currents through the cell membrane.
The equation (which describes how potentials are generated by
electrical charges) is known as the Poisson equation in elec-
trostatics (with the conductivity σ replaced by the dielectric
constant ε ).

In discrete case, the calculation of the averaged current
source density (as the second spatial derivative of the potential)
is the following:

σ
d2Φ(x, t)

dz2
= −C(x, t) (1)

C(xj) = −σΦ(xj + h) − 2Φ(xj) − Φ(xj − h)

d2x
(2)

Where the potential is neglected along the direction of the
ortogonal z-y plane. (Smaller dendritic branches are neglected
as well, we consider the neuron as a line source.) We note
the current source density with C. The crucial and very non-
linear distance parameter is denoted by dx. The conductance
is σ and Φ is the extracellular potential.
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Fig. 1. The parallel position of the neuron and the electrode in optimal case.
Along the array, white dots indicate the electrode contacts. On the neural axis,
black dots denote the point sources. [6], [7]

To narrow down the possible solution space, we have to
introduce more assumptions. The position of the neuron to
the electrode has to be parallel, as it would be in the optimal
case. On Fig. 1, white dots indicate the electrode contacts
along the multi-electrode array. On the neural axis, black dots
denote the negative and positive point sources (See Fig. 1).
In general, the model has a main active current sink (meaning
depolarization or positive ion influx from the point of view of
the neuron), and a set of smaller sources (meaning hiperpolar-
izations, or positive ion outflow across the membrane). And
there are still more assumptions regarding the isotropy of the
extracellular field, the ohmic medium, frequency independent
conductivities, etc. More details are described in Pettersen’s
works: [10].

B. Two-photon microscopy

Two-photon Ca2+ microscopy is a fluorescence imaging
technique that allows for imaging of living tissue under
specific conditions (both in vivo and in vitro methods are
possible). In rat and mice experiments, such imaging studies
have been restricted mostly to Ca2+ measurements from
neurons that were individually dye-loaded through a Patch-
pipette (glass microelectrode). The advantage of Ca2+ imaging
is that it allows for real-time analysis of individual cells and
even subcellular compartments.

The concept of two-photon excitation is based on the idea
that two photons of lower energy than needed for one photon
excitation can also excite a fluorophore in one quantum event
[5]. The excitation results in the emission of a fluorescence
photon, typically at a higher energy than either of the two
excitatory photons. Therefore a high flux of excitation photons
is required, which is usually generated by a femtosecond
laser [4]. We use the Femto2D-uncage system (Femtonics,
Budapest, Hungary) in our experiments.

The imaging laser wavelength is set to 900 nm (infrared
range). The excitation is delivered to the sample, and the
fluorescent signal is collected using lenses and separated using
dichroic mirrors. For more technical details about the two-
photon imaging system, see the works of G. Katona or B.
Kerekes [3], [4]. It is worth to note, that two-photon excitation
can be a superior alternative to confocal microscopy due to its
deeper tissue penetration, efficient light detection, and reduced
phototoxicity.

C. Simultaneous electrophysiology recordings

Patch-clamp recordings are made with glass microelectrodes
(5-9 MΩ) filled with special intracellular solution. The mea-
surement set-up consists a MultiClamp 700B Amplifier and
a data acquisition software, pClamp8 as well (both were
provided by the Axon Instruments Company, Foster City, Cali-
fornia). Cells are held at −65mV in current clamp recordings.

Extracellular gradient recordings are recorded with a li-
near 24 channel multi-electrode array (Neuronelektród Kft.,

Fig. 2. Schematic flow chart of the complete recording process (with the
courtesy of B. Kerekes from our research group) [3].

Fig. 3. Off-line anatomical investigation possibilities after the recordings
(with the courtesy of B. Kerekes from our research group) [3].
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Fig. 4. ”Line scan” mode Ca2+ activity measurements. This heatmap shows
the activity of the same choosen CA3 layer neuron, which can be seen on the
Fig. 5. It is strange at first sight, but the time is on the y-axis (from the top
to the bottom) and spatial distribution is represented along the x-axis. (Our
group’s unpublished picture)

Budapest, Hungary). Filtered and digitized signals can be
analysed using LabView programs (written in our lab). The
linear multi-electrode is placed on the surface of the brain
slice. This way, the whole extent of the examined sample
is covered and we are able to record simultaneously from
different regions of interest.

In conclusion, the use of electrophysiology combined with
two-photon imaging is very promising especially to achieve
good temporal and spatial resolutions, respectively. And it has
new application possibilities, such as cell-fullfilment and 3D
reconstruction or local glutamatergic excitation. During the
off-line processing, slices could be investigated using light
or electron microscopy or with other histological techniques
(Please see Fig. 2, Fig. 3 and for more details: [3]).

III. RESULTS

Fig. 4 and Fig. 5 are the results from one of our experiments.
On the first figure we can see a line scan process. This heatmap
shows the activity of the same choosen CA3 layer neuron,
which can be seen on the Fig.5. Please note, that Patch-

Fig. 5. Hippocampal CA3 layer neuron, fulfilled with fluorescent dye. Note
the glass micropipette track and the illuminating color of the mixed dies. (Our
group’s unpublished picture)

Clamp method is capable of filling the neuron with tracer
dye, thus reconstructing the complete cell morphology, which
improves the CSD accuracy even further. On Fig. 5 we show
a fulfilled neuron by using OGB-1 (green) and Alexa594 (red)
fluorescent dies.

Recently, our group have successfully performed separated
parts of the complete set-up. We already have acceptable
Patch-Clamp, multi-electrode, and 2P Ca2+ signals. However,
until now, we are still unable to integrate all of the parts at
the same time. But the preliminary results are very promising,
we plan to finish experimental design and execute the first
complete measurements during the late summer. We also plan
to present our achievements at some international conferences
in the beginning of the next academic semester.

IV. CONCLUSION

This paper works on several questions related to extracellu-
larly recorded potentials of the underlying neural activity. We
design a new experimental method for validating extracellular
data focusing particularly on the patterns of transmembrane
currents (CSD - Current Source Densities). Our investigations
are currently in the testing phase. We have described earlier the
complex methodology, which has been already tested on pre-
experiments. This method can determine the inter-electrode
distance using the two-photon imaging technique and as a
consequence, it can uniquely specify the solution space of the
CSD calculations.

Finally, we can conclude, that these investigations can help
us to understand neural communication dynamics better, thus
in the future, they would be applicable even for the therapy
of neural diseases.
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Abstract—The operational principles and plasticity of chemical
synapses in the brain cannot be understood without a better
knowledge on the distribution and quantity of synaptic proteins.
The endocannabinoid signalling system plays a key role in
the regulation of neurotransmitter release in various different
synapse types of the central nervous system. Nonetheless little
is known about the regulation of the amount and subcellular
distribution of the CB1 cannabinoid receptor which is situated
in axon terminals and mediates retrograde synaptic transmis-
sion. We choose STochastic Optical Reconstruction Microscopy
(STORM) to study the nanoscale distribution of the CB1 recep-
tors, which offers a spatial resolution at an order of magnitude
better than achievable with conventional light microscopy. We
combined the STORM method with confocal microscopy to
obtain superresolution data with cell- and compartment-specific
context regarding the molecular distribution of the selected
protein. We performed double anti-CB1 and anti-neuroligin-
2 fluorescent immunostaining on perfused mouse hippocampal
slices and used correlated confocal and STORM imaging. We
determined the location of the synapses with the help of the
confocal image of the postsynaptic active zone marker neuroligin-
2. We showed that CB1 receptor number correlates with bouton
size, and surprisingly, CB1 receptor density was similar in the
intrasynaptic and the extrasynaptic zone [14].

Keywords-CB1 cannabinoid receptor; STORM; confocal mi-
croscopy;

I. INTRODUCTION

There are billions of neurons in the mammalian brain
forming a myriad of synapses. Thousands of different pro-
teins could play a role in maintaining these synapses, and
the quality and quantity differ in specific diseases even in
a cell or cell-type specific manner. Investigating the orga-
nization of these synapses is the main goal of molecular
neuroanatomy, and quantitative examination of the synaptic
signalling pathways can bring us closer to understanding the
physiological and pathophysiological functions of the brain
and could help designing new drugs to prevent and treat
neurological diseases [20]. An example of this approach was
the unvailing of the function of molecular constituents of
the endocannabinoid system: the CB1 cannabinoid receptor
[11], the DGL-α (diacylglycerol-lipase-α) [10] and the MGL
(monoacylglycerol-lipase) [7] enzymes. The endocannabinoid

system is one of the most powerful regulator of synaptic
transmission in the central nervous system and it acts in a
retrograde manner as a synaptic circuit breaker preventing
neurons from excessive synaptic activity [9]. This mechanism
has pathophysiological role for example in stress-induced
analgesia [16] and epilepsy [13]. In order to understand the
various physiological and disease-related functions of the sys-
tem in detail further examination is needed. CB1 cannabinoid
receptor is a key element in the system and is expressed
in various regions of the central nervous system being the
most frequent G-protein coupled receptor in the brain [12].
Its role in retrograde signalling and epileptic hyperactivity
was first described in the hippocampus [18] [26] which is
a cortical region, part of the limbic system and important
in memory formation and spatial navigation [19]. The recep-
tor is most abundant in the axon terminals of GABA-ergic
axon terminals of the hippocampus [11] [23] but its role in
modulating synaptic transmission is proven in both excitatory
and inhibitory synapses [18] [26]. Its endogenous ligands
are 2-AG (2-arachydonoylglycerol) and anandamide and an
exogenous ligand is THC (∆-9-tetrahidrocannabinol), the psy-
choactive component of Cannabis sativa [21]. Its abundance
shows strong cell-type specificity and its amount changes in a
different way in pathophysiological conditions: in epilepsy it
is reduced in excitatory [13] and rises in inhibitory synapses
[3]. The subcellular distribution of the receptor is an inter-
esting question, since the distance of the receptors from their
downstream effectors (voltage-gated calcium channels, which
are situated in the active zone [27]) can play an important
role in the signalling pathway. It was shown previously using
electron microscopic imaging with immunogold staining that
a domain-specific increase can be seen in the receptor number
near synapses of hippocampal interneurons [17], however free
diffusion of the receptors in the axon terminals were shown
in neural culture by tracking quantum dots attached to the
proteins [15]. So far no powerful method existed for studying
the nanoscale domain-specific distribution of CB1 receptors
and their regulation, however it could help us understand
physiological and pathophysiological processes in synaptic
transmission. Our aim was to investigate the intracellular
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compartment specific distribution of the CB1 protein. In order
to achieve this goal we combined two microscopy techniques:
we used STORM superresolution microscopy [22] to indi-
vidually register the 3 dimensional coordinates of the CB1
localization points (LPs) and confocal microscopy to image
the postsynaptic marker neuroligin-2 near the CB1-positive
terminals in order to put our STORM images into a subcellular
context and compare synaptic and extrasynaptic areas based
on distance and density measurements on the CB1 LPs.

II. MATERIALS AND METHODS

A. Perfusion and preparation of tissue sections

All animal experiments were approved by the Hungarian
Committee of the Scientific Ethics of Animal Research, and
were performed according to the Hungarian Act of Animal
Care and Experimentation. Minimal number of mice were
sacrificed and all efforts were made to minimise pain.

Adult wild type C57BL/6 mice (n=3) were deeply anes-
thetised by intraperitoneal avertin injection and were transcar-
dially perfused with 0.9% saline and 4% paraformaldehyde
(PFA) solution (dissolved in 0.1 M Phosphate buffer, PB, pH
7.4). After perfusion brains were removed from the skull and
postfixed in 4% PFA solution for 2 hours. 500 µm coronal
sections were made using a Leica (Nussloch, Germany) VT-
1000S vibratome, then the samples were embedded in 2%
agarose and resliced in PB to achieve ideal section thickness
(20 µm) for STORM imaging.

B. Immunostaining

Immunostaining was performed in 24-well plates in a free-
floating manner. After washing in TBS buffer, nonspecific
binding of antibodies was prevented by using 1% albumin
from human serum (Sigma) dissolved in TBS. In order to help
antibody penetration into cells, slices were treated with 0.3%
Triton in TBS.

The following primary antibodies were used in TBS for
overnight incubation on orbital shaker: guinea pig anti-CB1
[6] 1:1000, rabbit anti-neuroligin-2 1:1000 (Synaptic Systems,
catalog no. 129203). After several washing steps in TBS,
slices were exposed to secondary antibodies for 2 hours in the
following concentrations in TBS: anti-guinea pig Alexa-488-
conjugated secondary antibody (Jackson) 1:400, anti-rabbit
Alexa-647-conjugated secondary antibody (Jackson) 1:400.
After washing in TBS and PB, slices were mounted and dried
on #1.5 borosilicate coverslips which were previously cleaned
with acetone. Coverslips with the samples were stored at
4 ◦C until imaging. Right before STORM imaging slices were
covered in imaging buffer optimized for STORM microscopy
[4] and were placed on glass slides. The freshly prepared
imaging medium contained the following ingredients: 5%
glucose, 0.1 M mercaptoethylamine, 1 mg/ml glucose oxidase
and catalase (2.5 µl/ml water-based solution from Sigma)
dissolved in Dulbeccos PBS (Sigma). Coverslips were sealed
with nail polish and imaged not more than 3 hours per sample.

C. Correlated confocal and STORM imaging

The following equipment was used for STORM and con-
focal imaging: CFI Apo TIRF 100x objective (NA: 1.49)
and Nikon Ti-E inverted microscope equipped with Nikon N-
STORM system, C2 confocal scanner and Andor iXon Ultra
897 EMCCD camera. 3D STORM experiment was possible
by using a cylindrical lense [8]. Imaging was controlled
with Nikon NIS-Elements AR software equipped with N-
STORM module. A 300 mW laser (VFL-P-300-647, MPB
Communications, Montreal, Canada) was used for STORM
imaging. Region of interests were selected based on an image
acquired by 488 nm illumination. 488 nm and 647 nm illumi-
nation was used for the confocal z-stack imaging (512x512x15
pixels, 78x78x150 nm resolution). DUAL filter cube (Nikon)
and an EMCCD were used for STORM image acquisition.
Low-intensity 405 nm activator (in order to achieve sparse
activation of fluorophores) and high intensity 647 nm reporter
illumination were used in 4000 cycles. A TIRF illuminator
was utilized to prevent out-of-focus background. A Perfect
Focus System was used to stabilise the focal plane. In order
to minimise errors due to differences in antibody penetration,
samples were collected from similar depths and only those
localization points were counted that fell into a -300 to +300
nm range from the center plane to prevent errors caused by
light scattering.

D. Correlated confocal and STORM analysis

Confocal stacks were deconvolved by using a classical max-
imum likelihood estimator algorithm with 40 iterations and
theoretical point spread function with the Huygens software
(SVI, Netherlands). STORM images were analysed with the
STORM module of the NIS-Elements software to determine
the coordinates of the localization points. Finding localiza-
tion points and overlapping peaks was improved by a 3D-
DAOSTORM algorithm [1]. Each image was analysed with
the same parameters with the help of Python and AutoHotkey
scripts.

E. Intrasynaptic/extrasynaptic density analysis

Intrasynaptic/extrasynaptic density analysis was performed
by a custom-made script. Confocal image from the z-stack cor-
responding to the STORM data was selected. Axon terminals
were chosen on the confocal image based on the following
criteria: a neuroligin-2 cluster is placed on the postsynaptic
side, and the synapse is not above or below the bouton.
Manual registration of STORM and confocal images were
performed which was made possible by the similar staining
pattern in the CB1 channel with both imaging modalities. A
freehand selection of CB1 localization points was performed to
save coordinates for further analysis. Then a convex hull was
placed on the outermost CB1 LPs. Boundaries of the synapses
were marked on the convex hull based on the neuroligin-2
confocal channel and the hull parts were assigned as synaptic
or extrasynaptic. Distance of each CB1 LPs from synaptic
and extrasynaptic hull parts were measured and CB1 receptors
were assigned into synaptic and extrasynaptic sets based on
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the distances (Fig. 1.). Density of LPs was defined by the
ratio of the number of LPs in the set and the length of the
corresponding convex hull part. Axon terminals belonging to
the pyramidal layer of the hippocampal CA1 region (n=41)
were taken into consideration and these boutons were selected
from 3 animals.

Fig. 1. Assigning CB1 receptors into synaptic and extrasynaptic subsets based
on the confocal image of the neuroligin-2 staining a) Correlated STORM anti-
CB1-staining (green) , and confocal image of anti-CB1 (white) and anti-NLG2
(red) staining of the same bouton in hippocampal CA1 region. Position of the
NLG2 signal marks the synapse. b) CB1 localizations assigned as synaptic
(yellow) or extrasynaptic (cyan) receptors on the same bouton based on their
distance from the synaptic and extrasynaptic hull parts

F. Statistical analysis

Statistical analysis were performed using STATISTICA 12
software (StatSoft, Tulsa, OK). Normality analysis of data was
performed by Kolmogorov–Smirnov test. Since the samples
did not show normal distribution nonparametric tests were
used. Pooling of individual animals were done after not signif-
icant Kruskal–Wallis test (bouton perimeter: p=0.7402, bou-
ton CB1 number: p=0.3732, intrasynaptic density: p=0.6334,
extrasynaptic density p=0.068 ). Spearman rank correlation
was used to compare bouton perimeter and CB1 NLP. Sign
test were used to compare intrasynaptic and extrasynaptic
densities.

III. RESULTS

CB1 receptor regulates neurotransmitter release through the
activity of voltage gated calcium channels which happens in
the synaptic active zone. Therefore our goal was to investigate
whether there is an increase in receptor density in the synaptic
zone. To achieve this we performed STORM imaging of
fluorescent-dye-tagged CB1 receptors. On the single-channel
STORM images active zone is not visible so a synaptic marker
is essential. In order to avoid errors due to the crosstalk sub-
traction of dual-channel STORM images [2] and the crossre-
action of antibodies we used single-channel STORM imaging
combined with confocal imaging of the postsynaptic marker
neuroligin-2 which visualizes inhibitory synapses [25][24].

A. CB1 receptor number correlates with bouton size

First we wanted to know whether CB1 number depends on
the bouton size. A convex hull was fitted on the outermost CB1
data and its length was measured. We found linear correlation
between CB1 localization point number and the approximated

bouton perimeter (Fig. 2.). This lead us to the conclusion that
CB1 number per membrane length will be a good measure of
receptor density.

Fig. 2. Correlation of CB1 receptor number and estimated bouton perimeter
(n=41 boutons, n=3 animals, Spearman rank correlation, R=0.6463, p<0.01

B. CB1 receptor density is similar in the intrasynaptic and
extrasynaptic compartments in the axon terminals of hip-
pocampal CA1 interneurons

CB1 STORM coordinates and confocal images of anti-
neuroligin-2 and anti-CB1 immunostaining were overlaid using
the CB1 confocal channel. With the help of the neuroligin-
2 signal the position of synapses could be determined and
each CB1 localization point was classified into a synaptic or
extrasynaptic pool based on the distance from the synaptic and
extrasynaptic hull parts. Then we measured both hull lengths
and receptor numbers to calculate receptor densities.

We found that CB1 density is similar in the synaptic and in
the extrasynaptic zone.

IV. DISCUSSION

Linear correlation between CB1 LPs and bouton perimeter is
in accordance with previous results of our research group [5].
usSince bigger boutons have more CB1 recepors in a homoge-
nous distribution we used the LP/perimeter ratio as a descriptor
of receptor density. We found similar receptor densities in the
two compartments which is a surprising regarding that CB1
controls synaptic vesicle release which happens in the synaptic
zone [27].However these data can fit well to the findings of
Mikasova et al. where no specific anchoring mechanism of
CB1 receptors was shown near the active zone of axon termi-
nals [15]. A possible explanation of the contradiction of these
data with the previously reported elevation of perisynaptic CB1
density [17]could be that electron microscopic measurements
require dehydration of tissues which can cause anisotropic
shrinkage of the samples so distance measurements can be
distorted. This effect can be surpassed by STORM imaging
which does not require dehydration of samples. This result
raises both methodical and biologial questions, for example
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Fig. 3. CB1 receptor density is similar in the synaptic and extrasynaptic
zone. n=41 boutons, n=3 animals, Sign Test, p=0.1183

why CB1 receptors are expressed in such a high number and
why they are homogeneously distributed? What is the role of
the CB1 receptors which are in far away from the effector
molecules? Superresolution microscopy can prove extremely
useful in pursuing these quesstions.
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Abstract—Obesity is characterized by chronic low grade
inflammation and an imbalance between energy intake and
expenditure. Macrophages accumulate into adipose tissues but
their role in energy homeostasis has not been elucidated yet.

Impaired macrophage trafficking affects the development of
obesity, mice with Cx3CR1 deficiency do not become obese after
10 weeks of fat enriched diet (FatED). We used this model to
evaluate the role of macrophages in fat storage and fat usage.

White adipose tissue (WAT) is responsible for energy storage,
while brown adipose tissue (BAT) expends energy. Macrophages
accumulate into both tissues in response to FatED, express
inflammatory cytokines and NPY. NPY promotes lipogenesis and
adipogenesis and inhibits lipolysis, shifting the metabolic balance
towards fat accumulation.

Keywords-brown adipose tissue, white adipose tissue,
macrophage, NPY, energy homeostasis

I. INTRODUCTION

Obesity is associated with chronic low grade inflammation
and macrophage infiltration into adipose tissues [1][2][3].
However, little is known about the role of macrophages
in the development of obesity. Numerous neurotransmitters,
hormones, and factors have been implicated in coordinated
control of energy homeostasis, centrally and peripherally [4].
Neuropeptide Y and its Y receptors are important players
in the regulation of energy homeostasis. While their role
in feeding regulation is well recognized, functions in other
critical aspects of energy homeostasis are largely unknown
[5]. In addition to expression and release in the central nervous
system, NPY coexists and is co-released with norepinephrine
(NE) from postganglionic sympathetic nerves [6], and can
be expressed locally in peripheral tissues including adipose
tissue [7][8][9]. The cellular source of NPY in adipose tissue
is controversial. Kos et al. found NPY expression in human
abdominal subcutaneous adipose tissue derived adipocytes,
but not in preadipocytes [9]. On the contrary, Singer et al.
showed that Npy gene expression in fat is primarily derived
from adipose tissue macrophages (ATMs) in obese animals.
They found elevated Npy expression in response to 16 weeks
of HFD in EWAT, but not in inguinal subcutaneous, dorsal
subcutaneous and brown adipose tissue [8]. NPY expression
in BAT has not been proven yet.

Our aim was to investigate the NPY expression in BAT and
to reveal the cellular source of NPY expression.

II. MATERIALS AND METHODS
A. Animals and diet

Experiments were performed in male Cx3CR1 +/gfp, and
Cx3CR1 gfp/gfp mice In these mice, the cx3cr1 gene was
replaced by a gfp reporter gene such that heterozygote
Cx3CR1+/gfp mice express GFP in cells that retain recep-
tor function, whereas cells in homozygote Cx3CR1gfp/gfp
(Cx3CR1/, knockout (KO)) mice are labeled with GFP and
also lack functional Cx3CR1. [10].

Animals were housed in groups of 4-5/cage at the minimal
disease (MD) level of the Medical Gene Technology Unit of
the Institute, had free access to food and water and were main-
tained under controlled conditions: temperature, 21 ◦C ± 1 ◦C;
humidity, 65%; light-dark cycle, 12-h light/12-h dark cycle,
lights on at 07:00. At 35 days of age both Cx3CR1 +/gfp (n=8)
and Cx3CR1 gfp/gfp (n=10) mice were randomly distributed
into two equal groups. The first group, normal diet (ND),
received standard chow [VRF1 (P), Special Diets Services
(SDS), Witham, Essex, UK calorie content: 14,24 KJ/g]. The
second group received fat-enriched diet (FatED), by providing
a 2:1 mixture of standard chow and lard (Spar Budget, Bu-
dapest, Hungary). The calorie content of this mixture is 22,02
KJ/g). All procedures were conducted in accordance with the
guidelines set by the European Communities Council Directive
(86/609 EEC) and approved by the Institutional Animal Care
and Use Committee of the Institute of Experimental Medicine
(permit numbers: PEI/001/35-4/2013 and PEI/ 001/29-4/2013).

B. Experimental design

Mice were fed with ND or FatED. After 10 weeks mice
were decapitated, epididymal white adipose tissue (EWAT) and
interscapular brown adipose tissue were collected, sampled
and stored at -70◦C for RT-PCR, or fixed in 4% buffered
paraformaldehyde for histology.

C. NPY immunohistochemistry

Tissues were fixed by immersion in 4% paraformaldehyde in
0.1 M phosphate buffer, pH 7.4 (PB) for 3 days. Subsequently,
they were stored in 1% paraformaldehyde in 0.1 M PB at
4◦C. Tissues were paraffin-embedded, sectioned and mounted
on glass slides. NPY staining was performed by the standard
immunohistochemical method. The slides were deparaffinized
in xylene (3 x 5 min) and hydrated in 100% ethanol (2 x 5
min) and 96, 70, 50% ethanol for 5 min each. Following KPBS
washes (2 x 5 min) endogenous peroxidase was blocked by
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incubation for 10min with 0.3% H2O2. After KPBS washes (4
x 5 min) antigen retrieval was performed with 10mM citrate
buffer (pH 6.0) in a pressure cooker for 2 x 20min. After
washes in KPBS, nonspecific binding was blocked by 2%
normal goat serum (diluted in dilution solution (DS)(0.3%
Triton X-100 + 0.02% sodium azide in KPBS)) for 60min. The
sections were incubated with rabbit anti-mouse NPY (4RG2
kindly provided by R. Corder, Geneva, Switzerland) antibody
diluted 1:1000 in DS for overnight at 4◦C. Following KPBS
washes (4 x 5 min), slides were incubated for 60min using
biotinylated goat anti-rabbit (1:1000 in DS, Vector Laborato-
ries, Burlingame, CA). After rinsing in KPBS, avidin biotin
amplification was performed with a Vectastain Elite ABC kit
(Vector Laboratories). Washes in KPBS (4 x 5 min) and 0.1M
sodium acetate were performed and immunoreactivity was
visualized with nickel-enhanced diaminobenzidine (DAB-Ni)
substrate: 20 mg 3,3-Diaminobenzidine tetrahydrochloride hy-
drate (DAB; Sigma-Aldrich, St. Louis, MO) + 10 ml distillated
water + 10 ml 3% nickel-ammonium sulfate in 0.2 M sodium
acetate buffer + 300 µl 0.3% H2O2 for 5 min.

D. Cell culture
Raw 264.7 murine macrophage cells were purchased from

the American Type Culture Collection (ATCC) and cultured in
Dulbeccos Modified Eagles Medium (DMEM, high glucose)
with 10% fetal bovine serum, 100 units/mL penicillin and 100
ng/mL streptomycin (Invitrogen) at 37◦C with 5% CO2 in
humidified air. Cells were treated with LPS (055:B5 serotype,
0.1 µg/ml), insulin (1 µM ), leptin (20 nM) and harvested after
24 h.

E. Gene expression analysis by quantitative real-time PCR
For total RNA isolation, adipose tissue blocks and RAW

cells were homogenized in TRI Reagent (Ambion). Total
RNA was isolated using Total RNA Mini Kit (Geneaid)
according to the manufacturer’s instructions. To eliminate ge-
nomic DNA contamination, DNase I treatment was introduced
(1 U/reaction, reaction volume: 50 µl RNase-free DNase
I, Fermentas). Sample quality control and the quantitative
analysis were carried out by NanoDrop (Thermo Scientific).
cDNA synthesis was performed with the High Capacity cDNA
Reverse Transcription Kit (Life Technologies) according to the
manufacturer’s instructions.

The chosen primer sequences used for the comparative
CT experiments were verified with the Primer Express 3.0
program. The primers (Microsynth) were used in real-time
PCR reaction with Fast EvaGreen qPCR Master Mix (Biotium,
USA, CA) on an ABI StepOnePlus instrument. The gene
expression was analyzed using the ABI StepOne 2.1 pro-
gram. The amplicons were tested by Melt Curve Analysis on
ABI StepOnePlus instrument. Experiments were normalized
to gapdh expression.

F. Primer design
Primers used for the comparative CT (threshold cycle) ex-

periments were designed by the Primer Express 3.0 program.
Primer sequences were the following:

GAPDH:f: TGA CGT GCC GCC TGG AGA AA r: AGT
GTA GCC CAA GAT GCC CTT CAG

GFP: f: GGA CGA CGG CAA CTA CAA GA r: AAG TCG
ATG CCC TTC AGC TC

NPY: f: CAGATACTACTCCGCTCTGCGACACTACAT r:
TTCCTTCATTAAGAGGTCTGAAATCAGTGT

Y1R: f: TGATCTCCACCTGCGTCAAC r: ATGGCTATG-
GTCTCGTAGTCAT

Y2R: f: ATCATCTTGCTAGGGGTAGTTGG r: CGGACC-
CATTTTCCACTCTCC

Y5R f: GTGAACTTTCTCATAGGCAACCT r: GCAT-
GATATGGCACATGGCTTT

G. Statistical analysis

The results are shown as means ± SEM. Statistical analysis
was performed by factorial ANOVA with NewmanKeuls post-
hoc test in Statistica 11 (StatSoft Inc.). In all cases p <0.05
was considered significant.

III. RESULTS

In response to FatED NPY expression was elevated both
in BAT and EWAT in +/gfp mice (BAT: 6.3 fold, treatment
effect: F (1,10) = 34.06, p <0.01; genotype effect: F (1,10) =
20.48, p <0.001; treatment * genotype: F (1,10) = 21.98, p
<0.001; EWAT: 68 fold, treatment effect: F (1,14) = 31.57, p
<0.001; genotype effect: F (1,14) = 22.72, p <0.001; treatment
* genotype: F (1,14) = 24.44, p <0.001). We found differences
in expression of NPY receptors only in BAT. Y1 receptor
mRNA elevated only in +/gfp Cx3CR1 FatED mice (treatment
effect: F (1,11) = 17.61, p <0.01; treatment * genotype: F
(1,11) = 7.58, p <0.05), while Y2 receptor mRNA elevated
in both FatED groups (treatment effect: F (1,11) = 17.74, p
<0.05) (Fig.1A-B))

To reveal the cellular source of NPY in adipose tissues,
we performed an NPY immunohistochemistry. In obese WAT,
macrophages surround dead or dying adipocytes, and form
crown like structures (CLS). We found NPY positive cells
forming CLS in +/gfp FatED EWAT (Fig.1D). As expected,
based on the qPCR results, we also found NPY positive cells
present in groups in the BAT of +/gfp FatED mice (Fig.1C).

As NPY mRNA expression seemed to change similarly
as inflammatory cytokines measured previously, we made a
correlation analysis between NPY and inflammatory cytokines
in BAT and WAT. NPY positively correlated with GFP (pre-
viously we used GFP expression to evaluate the amount of
macrophages in the tissue) and inflammatory cytokines in both
tissues (Table 1.), suggesting that NPY is an inflammatory
marker.

To support our findings, as macrophages express NPY, we
treated macrophage cell cultures with LPS, insulin and leptin
to induce NPY expression. NPY expression was elevated in
response to all treatments, but LPS had the greatest effect
(Fig.2A). LPS also induced inflammatory cytokine (TNFa,
MCP-1, FKN) expression in RAW cells (Fig.2B).
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Fig. 1. Relative mRNA expression of NPY and its receptors in BAT and
WAT. NPY immunohistochemistry in BAT and WAT.

TABLE I
CORRELATIONS BETWEEN NPY AND GFP, AND NPY AND

INFLAMMATORY MARKERS IN BAT AND WAT.

Fig. 2. Relative mRNA expression of NPY in vehicle, LPS, insulin and
leptin treated RAw264.7 macrophage cell culture. Expression of NPY and
inflammatory markers in LPS treated cell culture

IV. DISCUSSION

We described for the first time that NPY expression is
upregulated in response to FatED in the BAT. We provide
evidence that adipose tissue macrophages are the source of
local NPY expression in BAT and WAT and NPY can be
regarded as an inflammatory marker.

We showed previously that in response to FatED
macrophages infiltrate into WAT and BAT of control mice
and express inflammatory cytokines, while the development
of obesity is attenuated in fractalkine receptor deficient mice.

These mice are prone to obesity, macrophages do not infiltrate
into the tissues, and the levels of inflammatory cytokines
are lower [11][12]. As fractalkine plays a significant role
in macrophage trafficking, and we did not found infiltrated
macrophages in fractalkine deficient FatED fed mice [12], we
used this model to reveal the role of macrophages in energy
homeostasis.

Elevated NPY expression was detected in the BAT and
WAT of FatED fed control mice, while in gfp/gfp Cx3CR1
mice lack of macrophage infiltration is associated with low
level of NPY. Our results are in accord with the results of
others who found attenuated high-fat diet induced weight
gain, fat accumulation, decreased expression of inflammatory
cytokines and genes involved in lipogenesis and gluconeoge-
nesis, lack of CLS in WAT-macrophage depleted mice [13],
suggesting that macrophages participate in the regulation of
lipogenesis and the development of obesity. Regulation of
adipogenesis/lipogenesis and lipolysis is also affected by NPY.
In NPY knockout mice WAT mass was reduced, expression of
genes involved in adipogenesis/lipogenesis was found to be
decreased, whereas proteins involved in lipolysis increased in
gonadal WAT. In 3T3-L1 cells, administration of NPY inhibits
lipolysis through the Y1 receptor, and stimulates lipogenesis
following a reduction in cAMP response element-binding
protein (CREB) and SIRT1 protein expression [14].

Unlike WAT, NPY expression in BAT has not been reported
yet. We found elevated Y1R and Y2R in control FatED mice,
but in gfp/gfp Cx3CR1 mice only Y2R was upregulated,
suggesting that in our model the effect of Y1R dominates.
NPY acting on Y1 receptors has an anti-lipolytic effect
in adipose tissue [5][15], activation of Y2R stimulates fat
angiogenesis, macrophage infiltration, and the proliferation
and differentiation of new adipocytes, resulting in abdominal
obesity and a metabolic syndrome-like condition [16]. Y1R
in macrophages transmit anti-inflammatory effect inhibiting
MCP-1 and TNF release [17].

Positive correlation between NPY and inflammatory cy-
tokine expression in both BAT and WAT suggest that the
sources of local NPY expression are the macrophages. Using
RAW 264.7 macrophage cell culture we proved that significant
NPY expression can be induced by proinflammatory stimuli
like LPS, in macrophages.

In conclusion our results suggest that in response to FatED
macrophages accumulate into BAT and WAT of control mice,
they express NPY, which acts on Y1R to inhibit lipolysis, and
on Y2R to promote lipogenesis, adipogenesis and angiogen-
esis, leading to fat accumulation and obesity (Fig.3). While
in gfp/gfp Cx3CR1 mice, where macrophage infiltration is
impaired, lack of excess NPY results in the maintenance of
lipolysis/lipogenesis balance, and normal body weight.

REFERENCES

[1] G. Ghigliotti, C. Barisione, S. Garibaldi, P. Fabbi, C. Brunelli, P. Spal-
larossa, P. Altieri, G. Rosa, G. Spinella, D. Palombo, R. Arsenescu,
and V. Arsenescu, “Adipose tissue immune response: novel triggers
and consequences for chronic inflammatory conditions,” Inflammation,
vol. 37, no. 4, pp. 1337–53, 2014.

91



Fig. 3. During obesity macrophages accumulate into the adipose tissues,
white and brown adipocytes, and lipid droplets enlarge. Macrophages express
NPY, which acting on NPY receptors shifts the lipolysis/lipogenesis balance
towards fat accumulation.

[2] N. Esser, S. Legrand-Poels, J. Piette, A. J. Scheen, and N. Paquot,
“Inflammation as a link between obesity, metabolic syndrome and type
2 diabetes,” Diabetes Research and Clinical Practice, vol. 105, no. 2,
pp. 141–150, 2014.

[3] N. Lanthier and I. A. Leclercq, “Adipose tissues as endocrine target
organs,” Best Practice & Research in Clinical Gastroenterology, vol. 28,
no. 4, pp. 545–558, 2014.

[4] K. Loh, H. Herzog, and Y. C. Shi, “Regulation of energy homeostasis by
the npy system,” Trends Endocrinol Metab, vol. 26, no. 3, pp. 125–35,
2015.

[5] L. Zhang, L. Macia, N. Turner, R. F. Enriquez, S. J. Riepler, A. D.
Nguyen, S. Lin, N. J. Lee, Y. C. Shi, E. Yulyaningsih, K. Slack,
P. A. Baldock, H. Herzog, and A. Sainsbury, “Peripheral neuropeptide
y y1 receptors regulate lipid oxidation and fat accretion,” International
Journal of Obesity, vol. 34, no. 2, pp. 357–373, 2010.

[6] M. P. Owen, “Similarities and differences in the postjunctional role
for neuropeptide-y in sympathetic vasomotor control of large vs small
arteries of rabbit renal and ear vasculature,” Journal of Pharmacology
and Experimental Therapeutics, vol. 265, no. 2, pp. 887–895, 1993.

[7] K. P. Yang, H. Y. Guan, E. Arany, D. J. Hill, and X. A. Cao,
“Neuropeptide y is produced in visceral adipose tissue and promotes
proliferation of adipocyte precursor cells via the y1 receptor,” Faseb
Journal, vol. 22, no. 7, pp. 2452–2464, 2008.

[8] K. Singer, D. L. Morris, K. E. Oatmen, T. Wang, J. DelProposto,
T. Mergian, K. W. Cho, and C. N. Lumeng, “Neuropeptide y is
produced by adipose tissue macrophages and regulates obesity-induced
inflammation,” PLoS One, vol. 8, no. 3, p. e57929, 2013.

[9] K. Kos, A. L. Harte, S. James, D. R. Snead, J. P. O’Hare, P. G.
McTernan, and S. Kumar, “Secretion of neuropeptide y in human adipose
tissue and its role in maintenance of adipose tissue mass,” American
Journal of Physiology-Endocrinology and Metabolism, vol. 293, no. 5,
pp. E1335–E1340, 2007.

[10] S. Jung, J. Aliberti, P. Graemmel, M. J. Sunshine, G. W. Kreutzberg,
A. Sher, and D. R. Littman, “Analysis of fractalkine receptor cx(3)cr1
function by targeted deletion and green fluorescent protein reporter gene
insertion,” Molecular and Cellular Biology, vol. 20, no. 11, pp. 4106–
4114, 2000.

[11] A. Polyak, S. Ferenczi, A. Denes, Z. Winkler, R. Kriszt, B. Pinter-
Kubler, and K. J. Kovacs, “The fractalkine/cx3cr1 system is implicated
in the development of metabolic visceral adipose tissue inflammation in
obesity,” Brain Behav Immun, vol. 38, pp. 25–35, 2014.

[12] A. Polyak, “Fractalkine/cx3cr1 signaling in brown adipose tissue and
diet induced obesity,” FACULTY OF INFORMATION TECHNOLOGY
& BIONICS, PZMNY PTER CATHOLIC UNIVERSITY, Tech. Rep.,
2014.

[13] L. Bu, M. M. Gao, S. Qu, and D. X. Liu, “Intraperitoneal injection

of clodronate liposomes eliminates visceral adipose macrophages and
blocks high-fat diet-induced weight gain and development of insulin
resistance,” Aaps Journal, vol. 15, no. 4, pp. 1001–1011, 2013.

[14] S. Park, C. Fujishita, T. Komatsu, S. E. Kim, T. Chiba, R. Mori, and
I. Shimokawa, “Npy antagonism reduces adiposity and attenuates age-
related imbalance of adipose tissue metabolism,” Faseb Journal, vol. 28,
no. 12, pp. 5337–5348, 2014.

[15] M. Labelle, Y. Boulanger, A. Fournier, S. St Pierre, and R. Savard,
“Tissue-specific regulation of fat cell lipolysis by npy in 6-ohda-treated
rats,” Peptides, vol. 18, no. 6, pp. 801–8, 1997.

[16] L. E. Kuo, J. B. Kitlinska, J. U. Tilan, L. Li, S. B. Baker, M. D. Johnson,
E. W. Lee, M. S. Burnett, S. T. Fricke, R. Kvetnansky, H. Herzog, and
Z. Zukowska, “Neuropeptide y acts directly in the periphery on fat tissue
and mediates stress-induced obesity and metabolic syndrome,” Nat Med,
vol. 13, no. 7, pp. 803–11, 2007.

[17] L. Macia, E. Yulyaningsih, L. Pangon, A. D. Nguyen, S. Lin, Y. C. Shi,
L. Zhang, M. Bijker, S. Grey, F. Mackay, H. Herzog, and A. Sainsbury,
“Neuropeptide y1 receptor in immune cells regulates inflammation
and insulin resistance associated with diet-induced obesity,” Diabetes,
vol. 61, no. 12, pp. 3228–3238, 2012.

92



Investigation of neural stem cells’ response to
nanostructured biosensor surfaces
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Abstract—Surface quality of implantable biosensors for
recording electrical signals in the central nervous system is
of great importance with respect to long-term use in chronic
animal experiments. In our work the interaction of cell cultures
and nanotextured surfaces was investigated as a model of
implanted device surface and living tissue interaction. We have
developed a robust, maskless nanostructuring method, which
can be integrated into our neural biosensor fabrication process.
Morphology of the fabricated nanograss has been characterised
using scanning electron microscopy. The nanopillars are between
520-800 nm in height and their density is 18-70/µm2. The specific
surface area is 30 times larger compared to the reference. GFP-
NE-4C cells are cultured on the nanostructured and platinized
surfaces and are investigated by fluorescent microscopic imaging.

Index Terms—neural implant; nanostructuring; biocompatibil-
ity

I. INTRODUCTION

Cells in their natural environment interact with nanoscale
structures like the extracellular matrix and its proteins. In
case of fibroblasts and osteoblasts it is already demonstrated
that surfaces with specific surface roughness parameters show
better cell adhesive properties [1]. On the other hand, there
are only a few results in the case of neural and glial cells.
In 1997, Turner et al. showed lower astrocyte adhesion on
nanostructured samples compared to smooth ones using im-
mortalized cell line. In the same article, the authors presented
that primer neural and glial cells react the other way around
[2]. Later on many groups investigated neural cell adhesion on
nanostructured biosurfaces. Most of them used porous silicon
[3]–[5] or etched Si surfaces with nanometer scale structures
[6]–[10]. In other cases, they used different materials, such
as GaP [11] or polymers [12]. These experiments aimed to
enhance neural implant efficiency and make the implants
capable of conducting chronic in vivo experiments. Other
groups have concluded that surface nanostructuring can be
used to examine self-developing neural circuits [8] and it
is also capable of neurite guiding [4], [8]. As a result, this
substrate preparation approach is suitable for modelling neural
circuits.

By modulating the specific surface area, wetting properties
and nano-pattern regularity of the nanostructured samples,
several groups published better neural cell adhesion and vi-
ability on nanostructured surfaces compared to the smooth
references in the past few years [7], [10], [11], [13]. In 5-

day long experiments, neural cells showed surface preference.
They were observed to migrated to nanostructured parts of the
sample [9]. In the case of neuroprosthesis in living tissue, the
reaction of the surrounding glial cells is as important as the
adhesion of the neurons. The astrocytes and microglias are
key factors in neuron metabolism and function. They play an
emphatic role as the protectors of the central nervous system
against diseases and injuries. In case of physical injury such
as the microelectrode implantation they generate an aggressive
neuroprotective reaction called gliosis [14]. As a result, the
so-called glial scar remains around the injury and the foreign
body which hinders electrical recordings. As a consequence
in neural implant surface development it is also important to
investigate the neuroprotective reaction of the glial cells to the
proposed surface. Since these cells work in a close cooperation
with neurons and also with each other, it is also important to
examine them in tissue-like co-cultures. It was also shown that
after brain injury specific cells acquire stem cell properties and
take a very important role in the wound healing process [15],
[16].

My work aims to develop bioimplant surfaces with
nanoscale patterns using novel combination of micro- and
nanomachining techniques. The proposed maskless nanopat-
terning method can easily be integrated into the fabrication
process of neural microelectrodes. The expected results are
envisioned to minimize the immune response of the neural
tissue to the surface of the implanted microelectrodes and thus
enable efficient functionality in long-term experiments. As a
model for the tissue-implant interface a cell line with neural
stem cell like properties is investigated on the designed implant
surface samples. Adhesion and differentiation of the stem cells
on the surfaces can be a forecast for the behavior of the stem
cells in-vivo upon the injury caused by the implant insertion.

II. MATERIALS AND METHODS

A. Sample design and fabrication

My investigations are based on fluorescent microscopic
measurements of cell adhesion. To measure the preferential
behaviour of cells on nanostructured and smooth reference
surfaces, micropatterned chips are designed. Patterns are in the
range of the contact site of a microelectrode array usually used
for neural recording. Figure 1 A) shows the micro pattern of
the Si wafer. Different type of chips are marked with arrows.
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Fig. 1. A) Layout of the pattern to be transferred on the Si wafer. Light blue shows platinum, purple represents black silicon covered areas without
platinum coating and dark blue areas represent platinum coated black silicon. The samples for different experiments can be seen. B) Sample for fluorescent
measurements. C) Part of the sample shown on B). Different microstructures are designed based on literature or inspired by our microelectrode (contact site
sizes and spacing).

Fig. 2. Schematic process flow of the fabrication method.

Figure 1 B and C show the map of a chip for fluorescent
microscopy measurements. During the fabrication process first,
500 nm thick thermal oxide is grown on a 4” (100) oriented
Si wafer. Then 1000 nm poly-Si is deposited in a Tempress
LPCVD equipment. The micropatterning of the black-Si is
performed by photolitography and microstructured in poly-
etchant. Nanopattern formation is carried out by deep reactive
ion etching (DRIE) at cryogenic temperature. After black-Si
formation platinum deposition is performed and followed by
a second patterning step using lift-off process. Figure 2 shows
the schematic process flow of the fabrication method. Chips
with no nanostructures but with the same ecthed micropatterns
as the nanostructured ones were also fabricated to investigate
the effect of edges to the cellular behavior. Advantages of the
process are that the nanostructuring is maskless and it can fully
be integrated into an implantable Si microelectrode fabrication
process.

B. Surface characterisation

The effect of the different etching parameters and platinum
layer thicknesses is investigated using SEM. From the images
the pillar height and density parameters of the fabricated
samples are also extracted.

C. Cell culturing

1) Sample preparation: The fabricated silicon wafers were
diced to fit in the 24 well plates. Chip size is 7, 3x7, 3 mm.
Samples were soaked in 70% etanol for 20 mins in order to
be sterilised. Samples shown on 1 B were placed into 24 well
plates and one of each type were coated with poly-L-lysine
(PLL) to enhance adhesion. Arrangement is shown on Figure
3. For the PLL coating samples were immersed into PLL
solution of 0,5 µg PLL in 100ml PBS. After 20 minutes of
incubation solution was removed and the samples were dried.

2) Cell line: The GFP-NE-4C cell line is a neuroectodermal
cell line derived from embrionic forebrain vesicles of p53 defi-
cient mices [18]. Cells express green fluorescent protein (GFP)
in the cell plasm. GFP emits green light upon illumination of
approx. 480 nm blue light therefore is capable of flurescent
imaging.

3) Culturing and fixation method: 105 GFP-NE-4C cells
were seeded in each well. Cultures were grown in minimum
essential medium (Sigma, M2279), with 10% fetal calf serum,
2% glutamine and 0,1% gentamicine. The cultures were incu-
bated in 37◦C at 5% CO2 for 24 hours.

After the incubation the cultures were fixed on the Si
samples. First they were rinsed with PBS than incubated in
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Fig. 3. 24 well plate setup for cell culturing. GFP-NE4C (mice neural
stem cells) were cultured in 24 well dishes for 24h on the different micro-
and nanostructured samples and on glass reference samples with and without
adhesive poly-L-lysine (PLL) coating.

4% parafolmadehyde for 20 minutes. After 2 subsequent PBS
rinsing steps samples were stored in PBS with 1% Azide
till they were be preapred for study. Samples were then
placed onto microscope slides coated with Mowiol R©cotaining
DAPI (4’,6-diamidino-2-phenylindole) stain and covered with
a microscope cover glass. DAPI binds to specific regions of
DNA and upon illumination with approx. 350nm wavelength
light emits blue light. Therefore nuclei of the cells can be
visualised.

D. Fluorescent microscopy imaging

Fluorescent images were taken using a Zeiss Axio Vert.A1
microscope both with GFP and DAPI channels. For aquisition,
multichannel imaging and basic image enhancement Zeiss Zen
Blue edition software was used. A two channel image of the
cells on a patterned sample is shown on Figure 4. Images taken
on the DAPI channel were used to determine the cell counts
on the different surfaces.

Fig. 4. Fluorescent image of GFP-NE-4C cells on the fabricated samples
after 24h adhesion assay. The blue channel corresponds to the DAPI staining
which stains the nuclei. Green light is emitted by the GFP which is expressed
in the cell plasma. Black squres are the nanostructured patterns of the sample.

III. RESULTS

The morphological parameters of the samples (pillar density,
pillar height) were derived from scanning electron micro-

graphs. The nanopillars are between 520-800 nm in height,
and their density is 18-70/µm2 depending on the fabrication
parameters of the DRIE process [17]. Scanning electronmicro-
graph is shown on Figure 5.

Fig. 5. Scannig electromicrogaphs of the prepared black Si samples. Based
ont he SEM images the pillars’ height and average density were calculated
to characterise the differently etched nanosurfaces.

Based on the DAPI channel images adhered cells were
qualitatively examined on diffent parts of the samples. The
cells showed a remarkabe preference for the flat surface over
the nanostructured one, as can be seen on a representative
image of a sample on Figure 6. A method for nuclei counting
is currently under development. Also a second measurement
series with the same parameters is in progress to validate the
results with statisticaly significat data.

Fig. 6. DAPI channel fluorescent image of GFP NE-4C cells on flat vs. on
nanostructured polySi surfaces. Significantly more cells were adhered on the
flat surface.

IV. CONCLUSION AND FUTURE PLAN

Based on our preliminary studies [17], the nanopattern
morphology of our chips are tuneable. The surface area growth
is significant compared to the Pt surface currently used as
electrode contact site. As is was described before, the specific
surface area growth can be measured by impedance reduction
which is an additional advantage [17]. Cells seeded on the
surfaces show a remarkable pereference to the flat surface
over the nanostructured areas. The cells also show a notable
preference for poly-Si surface over platinum. Our plan for
the near future is to develop a quantitative method for the
evaluation of the images. There is also significant information
in the GFP channel images. Shape of the cells indicate their
fate on the surface. Round like cells attaches to the surface less
than flat cells which are likely to divide and form an aggregate
which is the precondition for differentiating into neurons [18].
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Abstract—The kisspeptin neurons give important excitatory
input to GnRH neurons. Previous studies showed, that the
GnRH neurons mediate their synaptic input from glutamate- and
GABAergic cells expressing cannabinoid type 1 receptors (CB1).
Immunohistochemical triple labelling and 3D reconstruction were
employed to identify CB1-positive neuronal connections of GnRH
neurons in mice expressing CRE-GFP under the control of Kiss1
promoter. The whole cellular compartement of KP neurons were
visualised by a CRE-dependent activation of a viral construction
encoding channel rhodopsin and YFP. CB1 immunoreactivity
was found in KP fibers, which were in close apposition to
GnRH perikarya and/or processes. This result suggest that GnRH
neurons are capable of influencing their input from kisspeptin
neurons via the endocannabinoid - CB1 retrograde signalling.

Keywords-GnRH; kisspeptin; retrograde signalling; afferents;
3D reconstruction;

I. INTRODUCTION

Kisspeptin neurons provide an important excitatory input
for the GnRH network in the hypothalamus [7-12]. The GnRH
network gives the main output of the hypothalamic reproduc-
tive regulation circuitry by producing the GnRH hormone,
secreted into the portal vessels of the hypophysis. Without
kisspeptin, e.g. in kisspeptin knock out animals, GnRH re-
lease is absent, causing underdeveloped gonads, and infertility
[14]. In rodents, two distinct kisspeptin populations exist:
one, in the rostral periventricular area of the third ventricle
(RP3V), and one in the arcuate nucleus (ARC) [1,13]. It
was previously described, that GnRH neurons are capable to
modulate their synaptic input from presynaptic GABA and
glutamate terminals expressing cannabinoid type 1 receptor
(CB1). This is an important regulation mechanism, because
due to the elevated chloride levels in the adult GnRH cells, the
GABA transmission causes depolarization in GnRH neurons,
resulting that GABA, the classical inhibitory neurotransmitter
is excitatory on GnRH neurons [2,3]. It was also shown,
that kisspeptin is released only when the kisspeptin neuron is
stimulated with a higher frequency (5-10Hz). Low frequency
(<1Hz) resulted in classic neurotransmitter release. [19] Due
to these properties of the GnRH cells, it is important that
some inhibitory regulation is employed in the network. To
investigate the possibility of endocannabinoid CB1 related

retrograde signalling is present in the kisspeptin neurons, triple
labelling immunohistochemistry was used in brain sections of
mice expressing cre enzyme and GFP in kisspeptin neurons
[15-18]. To visualize the kisspeptin cell membrane, an adeno-
associated virus construct AAV-EF1a-DIO-hChR2(H134R)-
EYFP was injected either into the preoptic area, or into the
arcuate nucleus carrying channel rhodopsin and YFP. With
this construct, the YFP migrates into the cell membrane,
making it possible to visualize the whole cell compartment,
compared to the direct kisspeptin immunolabelling, where only
the kisspeptin containing compartments are visible.

II. MATERIALS AND METHODS

A. Animals

Adult, female Kiss1-CreGFP mice (n=2 b.w. 25-30g) were
used. The Kiss1-CreGFP mouse expresses Cre recombinase
and GFP under the endogenous Kiss1 promoter, making it pos-
sible to see GFP only when Kiss1 is expressed. These animals
received a viral construct AAV-EF1a-DIO-hChR2(H134R)-
EYFP injection into the POA and ARC to label the KP
neurons. The animals were housed under controlled light-
ing(12:12h light-dark cycle; lights on at 07:00h, and temper-
ature (22±2 ◦C), with access to food and water ad libitum.
All studies were carried out with permission from the Animal
Welfare Committee of the Institute of Experimental Medicine
(No. 2285/003) and in accordance with legal requirements of
the European Community (Decree 86/609/EEC). Surgery was
performed on animals under deep anaesthesia induced by an
intraperitoneally injected cocktail of ketamine (25mg/kg b.w.),
xylavet (5mg/kg b.w.) and pipolphen (2.5mg/kg b.w.) in saline.

B. Tissue Preparation for Confocal Microscopy

The animals were injected with adeno-associated virus
carrying cre-dependent channel rhodopsin, and YFP in the
rostral periventricular area of the third ventricle (1 animal),
and one in the arcuate nucleus (1 animal). The animals were
perfused transcardially with phosphate-buffered saline (PBS;
0.1M ) containing 4% paraformaldehyde (PFA). The brain was
removed, postfixed for 24 hours, and transferred into 30% su-
crose for cryoprotection, then 30m thick coronal sections were
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Fig. 1: 2D confocal maximum intensity image of CB1- and
GFP-IR fibers on a GnRH neuron. Green channel: kisspeptin
cell visualized with the YFP immunoreactivity in the cell
membrane, red channel: CB1-IR, blue channel: GnRH-IR.
The white arrow shows the kisspeptin varicosity apposed to a
GnRH cell that was 3D reconstructed as shown in Fig.2 The
virus was injected into the preoptic area.

cut on a freezing microtome. After the endogenous peroxidase
activity had been quenched with 0.5% hydrogen peroxide (20
min), sections were permeabilised with 0.5% Triton X-100
(23,472-9, Sigma, 20min). Finally, 2% normal horse serum
was applied (20min) to reduce non-specific antibody binding.
Subsequent treatments and interim rinses in PBS (3×5min)
were carried out at room temperature, except for incubation
in the primary antibody or fluorochrome.

C. Triple Immunofluorescence for GnRH, CB1 and YFP Im-
munoreactivity

Sections from the RP3V and pre-optic region of the virus
injected kisspeptin-cre animals were incubated (72h) in a
cocktail of the guinea pig anti-GnRH (#1018, Hrabovszky,
1: 50,000)[6] and rabbit anti-GFP (1: 2,000, AB10145 Mil-
lipore), goat anti CB1([5], 1:600) primary antibodies for the
kisspeptin afferents, GnRH immunoreactivity was visualised
with CY5-conjugated donkey anti-guinea pig IgG (#706-175-
148, Jackson ImmunoResearch Laboratories, 1: 2,000, 2h).
To visualise the KP-IR structures, the sections were incu-
bated in FITC-conjugated donkey anti-rabbit (#711-095-152,
Jackson ImmunoResearch Laboratories, 1: 1,000, 2 h). To
visualise the CB1-IR structures, the sections were incubated
in CY3-conjugated donkey anti-goat (#706-165-147, Jackson

Fig. 2: 3D reconstruction of the confocal image shown in
Fig. 1. Green channel: kisspeptin varicosity showing the YFP
immunoreactivity in the cell membrane, red channel: CB1-IR,
blue channel: GnRH-IR. The green kisspeptin varicosity is
transparent, and it is in close apposition to the blue GnRH
cell without a visible gap (marked with black arrow), the
red CB1-IR is visible on the varicosity surface (marked with
white arrow), and inside the varicosity. The 3 images show
the same structure from different angles. As the connection of
neurons cannot be evaluated easily in a projected image (2D),
3D reconstruction was employed. With rotating the 3D model
interactively, it is easy to decide if there is a gap between
structures that would rule out a synapse.

ImmunoResearch Laboratories, 1: 2,000, 2 h).

D. Confocal Laser Analysis and 3-D Reconstruction of GnRH-
IR Afferents

The triple-labelled sections were analysed using a Nikon
A1R confocal microscope (Nikon, Japan). Multiple stacks
of optical slices (1024×1024 pixels, z-steps 0.15 µm) were
obtained by scanning all of the KP-IR neurons unilaterally
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Fig. 3: 2D confocal image of CB1- and GFP-IR fibers on
a GnRH neuron. Green channel: kisspeptin cell showing the
YFP immunoreactivity in the cell membrane, red channel:
CB1-IR, blue channel: GnRH-IR. The white arrow shows
the kisspeptin varicosity on the GnRH cell that was 3D
reconstructed as shown in Fig.4 The virus was injected into
the arcuate nucleus.

in each of the selected coronal sections using a 60× oil
immersion objective. The FITC, CY3, and CY5 fluorochromes
were detected with laser lines 488nm, 561 nm, and 641nm
laser excitation. The separately recorded green, red and the
artificially blue coloured far red channels were merged and
displayed with the ImageJ software [4] running on an IBM-
compatible personal computer. The images acquired with the
confocal laser microscope were further investigated using three
dimensional (3D) analyses. The stack of optical slices were
loaded into the visualisation software Amira (evaluation ver-
sion, Visual Imaging Group) and the three channels containing
images of consecutive optical slices were deconvolved with
the built in deconvolution module, then rendered in three

dimensions with surfaces generated from above threshold
immunoreacitvity. The threshold was set individually for each
image and colour channel to minimise any noise, while main-
taining the proper cellular boundaries. The surfaces generated
from the three channels in the same optical volume were
visualised to check for cell-to-cell contacts, and the presence
of CB1 receptor immunoreactivity. This enabled verification
of the findings from the two dimensional confocal image
analyses.

III. RESULTS

The presence of cannabinoid receptor in the afferent ter-
minal is necessary for the retrograde signalling pathway that
inhibits synaptic input via releasing endocannabinoids that
are detected by the CB1 receptors on the afferent terminal
membrane. [2,3] First, I have tried triple labelling immuno-
histochemistry to visualize CB1 in the kisspeptin afferents of
GnRH cells with labelling the kisspeptin directly, and I was
able to show kisspeptin immunoreactive terminals in close
apposition to GnRH that showed CB1 labelling. However, this
approach is not optimal, since the kisspeptin in the process
or terminal is packed into dense core vesicles trafficking, or
waiting to be released in the terminal, but it does not fill the
whole anatomical structure. The CB1 is a membrane receptor,
it is expected mainly in the membrane, but with the direct
kisspeptin labelling, only the kisspeptin containing parts of the
cell can be visulalised. To overcome this problem, I used the
virus construct to enable labelling the plasma membrane. The
channel rhodopsin encoded by this virus is also a membrane
protein, and it directs the YFP to the membrane, thus making
the whole cell visible. With this method, it can be decided if
the visible CB1 signal is part of the kisspeptin varicosity or
not. Next step will be to design a control experiment. A CB1
knockout mouse line will be used to repeat the staining with
a similar virus labelling. To quantitatively describe the CB1
immunoreactive signal in the membrane, we plan to make
measurements on the 3D model. Euclidean distance can be
measured between the CB1 signal, and the kisspeptin cell
membrane, and based on the distance, it can be decided,
whether the CB1 signal is inside the cell, meaning it is
trafficking inside vesicles, or it is in the membrane, or outside
in an other cell. The antibody we used recognises the C
terminal end of CB1, which is the intracellular end, but
counting the length of the 2 IgG molecules used for labelling,
and the diffraction of the microscope, it is possible that the
signal is detected both inside and outside the cell membrane
as visible in figures 2 and 4.
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Abstract—Light field display systems present visual scenes
using a set of directional light beams emitted from multiple light
sources as if they are emitted from points in a physical scene.
These displays offer better angular resolution and therefore
provide more depth of field than other automultiscopic displays.
However in some cases the size of a scene may still exceed the
available depth range of a light field display. Thus, rendering
on these displays requires suitable adaptation of 3D content for
providing comfortable viewing experience. We propose a content
adaptive depth retargeting method to automatically modify the
scene depth to suit to the needs of a light field display. By
analyzing the scene and using display specific parameters, we
formulate and solve an optimization problem to non-linearly
adapt the scene depth to display depth. Our method synthesizes
the depth retargeted light field content in real-time for supporting
interactive visualization and also preserves the 3D appearance of
the displayed objects as much as possible. The proposed algo-
rithm is embedded in an end-to-end real-time system capable of
capturing and reconstructing light field from multiple calibrated
cameras on a full horizontal parallax light field display. We
evaluate the effectiveness of our approach on synthetic and real
world scenes.

Keywords-on-the-fly depth retargeting; multiprojector light
field display; GPU; visually enhanced live 3D Video; multi-view
capture and display

I. INTRODUCTION

The main principle behind any glasses-free 3D display tech-
nology is direction-dependent light transmission. Ideally, to
completely describe a scene in 3D, a display should reproduce
light rays from all the points in all the directions within a
given viewing zone. In practice, however, this is not possible
due to the finite size of display hardware. Recent advances
in computational displays showed several improvements in
various dimensions such as color, luminance & contrast,
spatial and angular resolution (see [1] for a detailed survey
of these displays). Projection-based light-field displays, are
among the most advanced solutions.

Taking inspiration from the real-world, a light field display
emits light rays from multiple perspectives using a set of op-
tical modules. The various emitted light rays hit a holographic
screen which performs the necessary optical modulation for
reconstructing a 3D scene. Even though these displays provide
continuous views and improve over traditional automultiscopic
solutions, the extent of practically displayable depth with
reasonable 3D quality is still limited due to finite number

of light generating optical modules. Scene points rendered
outside this range are subjected to poor sampling and suffer
from aliasing, which typically lead to excessive blurring in
regions. This blurring makes it difficult to perceive details
of very far objects from the screen, and leads to visual
discomfort.

By matching the depth extent of scene to that of display by
applying a process of depth retargeting, it is possible to greatly
reduce the blurring artifacts, achieving all-in-focus rendering.
In the current work, we address this problem by proposing a
low-complexity real-time solution to adaptively map the scene
depth to display depth by taking into account the perspective
effects of a light field display and the saliency of the scene
contents. The proposed retargeting module is integrated into a
real-time light field rendering pipeline that can be fed with a
live multi-view video stream captured from multiple cameras.
Our improvements with respect to the state-of-the-art are the
following:

• A perspective depth contraction method for live light field
video stream that preserves the 3D appearance of salient
regions of a scene. The deformation is globally monotonic
in depth, and avoids depth inversion problems.

• A real-time plane sweeping algorithm which concurrently
estimates and retargets scene depth. The method can be
used for all-in-focus rendering of light field displays.

• An end-to-end system capable of real-time capturing and
displaying with full horizontal parallax high-quality 3D
video contents on a cluster-driven multiprojector light
field display with full horizontal parallax.

• An evaluation of the objective quality of the proposed
depth retargeting method.

II. RELATED WORK

Our end-to-end system enhances and integrates several
state-of-the-art solutions for 3D video capture and rendering
in wide technical areas. For comprehensive understanding, we
refer the reader to established surveys (e.g., [2], [3]). In the
subsequent paragraphs, we present some of the more relevant
works. Content remapping is a well established approach
for adapting image characteristics to limited displays, and is
routinely used for adapting spatial and temporal resolution,
contrast, colors, and aspect ratios of images. For the par-
ticular case of depth retargeting, Lang et al. [4] proposed
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a method for remapping stereoscopic 3D disparities using a
non linear operator. The non-linear mapping is generated by
sparse disparity estimation and combining the local edge and
global texture saliency. The method is based on warping the
stereo images independently to achieve depth retargeting. As
the method relies on sparse disparities, warping can lead to
noticeable artifacts especially near the depth discontinuities
and may also distort any straight lines in the scene. Extending
this method to remap full-parallax light field content would
introduce artifacts because of the increased number of views.
Kim et al. [5] extend the approach by proposing a framework
for the generation of stereoscopic image pairs with per-pixel
control over disparity, based on multi-perspective imaging
from light fields. While their method might be extended to
multiview images, the associated optimization problem is too
costly to be solved in a run-time setting. Masia et al. [6] deal
specifically with multiview displays by proposing a method
for display-adaptive depth retargeting. They exploit the central
view of a light field display to generate a mapping function
and use warping to synthesize the rest of the light field. Their
work strives to minimize perceived distortion using a model of
human perception, but does not achieve real-time performance
and does not include depth estimation. Piotr Didyk et al. [7]
proposed a model for measuring perceived disparity and a way
to automatically detecting the threshold for comfortable view-
ing. Their method can be used as a component to operate depth
retargeting. We concentrate instead on overcoming device lim-
itations. Birkbauer et al. [8] handle the more general problem
of light field retargeting, using a seam-carving approach. The
method supports visualizing on displays with aspect ratios
that differ from those of the recording cameras, but does not
achieve real-time performance. Content-aware remapping has
also been proposed to achieve non-linear rescaling of complex
3D models, e.g. to place them in new scenes. The grid-based
approach of Kraevoy et al. [9] has also been employed for
image retargeting. Graf et al. [10] proposed an interesting
approach for axis-aligned content aware 2D image retargeting,
optimized for mobile devices. They rely on the image saliency
information to derive an operator that non-linearly scales and
crops insignificant regions of the image using a 2D mesh. Our
method also takes the approach of using a discretized grid to
quickly solve an optimization problem. In our case, we use a
one-dimensional discretization of depth, which permits us to
avoid depth inversion problems of solutions based on spatial
grids.

III. RETARGETING MODEL

If a 3D scene and display have the same depth extent no
retargeting is required, but in a more general case, a depth
remapping step is needed. Our aim is to generate an adaptive
non-linear transform from scene to display that minimizes the
compression of salient regions. To extract the scene saliency,
we compute depth and color from perspectives of multiple
display projection modules and combine this information. To
make the process faster, we compute the saliency from central
and two lateral perspectives and use this information to retarget

the light field from all the viewing angles. Depth saliency
is estimated using a histogram of the pre-computed depth
map (depths are computed following all-in-focus rendering
approach). To estimate color saliency, we compute a gradient
map of the color image associated to the depth map of the
current view and dilate it to fill holes. The gradient norm of
a pixel represents color saliency. To avoid any abrupt depth
changes we quantize the scene depth range into different depth
clusters and accumulate the depth and color saliency inside
each cluster. Using the length of a cluster and it’s saliency, we
solve a convex optimization to derive the retargeting function.
our aim is to minimize:
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Fig. 1. Computation of content aware depth retargeting function.

qn−1∑

i=0

1

2
Ki (Si −Xi)

2 (1)

subject to:
∑qn−1

i=0 Si = Dd; Si > Dcs
min, i = 0, 1, ..., n− 1,

Where, Xi and Ki are the length and stiffness of ith cluster
spring, Dd is the total depth of field of the display and Dcs

min

are the minimum and allowable sizes of the resulting display
space clusters. For each point in the scene, we compute a
new point in the display zdisplay = f(zscene) using piecewise
linear interpolation. Any user looking from the central viewing
position perceives no change in the apparent size of the objects
as the scene points are adjusted in the direction of viewing
rays.

Fig. 2. Perspective Content adaptive retargeting.

IV. RESULTS

On-the-fly light field retargeting and rendering is imple-
mented on GPU using CUDA. We tested the results of our
content aware retargeting on a Holografika 72in light field
display that supports 50◦ horizontal Field Of View (FOV)
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Fig. 3. Left: Sungliders scene. Right: Zenith scene. Left to right: ground truth central view and close-ups: ground truth, without retargeting, with linear,
logarithmic and adaptive retargeting. Note that, as we present the content from display center viewing position, viewport content is not distorted in X-Y.

Fig. 4. Left: linear retargeting, middle: logarithmic retargeting and right: adaptive retargeting. The depth variations are better preserved for adaptive retargeting,
thus producing increased parallax effect on light field display.

with an angular resolution of 0.8◦. The aspect ratio of the
display is 16:9 with single view 2D-equivalent resolution
of 1066 × 600 pixels. The display has 72 SVGA 800x600
LED projection modules which are pre-calibrated using an
automatic multiprojector calibration procedure [11]. The front
end is an Intel Corei7 PC with an Nvidia GTX680 4GB, which
captures multiview images at 15 fps in VGA resolution using
18 calibrated Logitech Portable Web cameras. The camera rig
covers a base-line of about 1.5m and is sufficient to cover
the FOV of light field display. In the back end, we have 18
AMD Dual Core Athlon 64 X2 5000+ PCs running Linux
and each equipped with two Nvidia GTX560 1 GB graphics
boards. Each node renders images for four optical modules.
Front-end and back-end communicate over a Gigabit Ethernet
connection.

A. Retargeting synthetic light field content

As we aim to retarget the light field content in real-time, we
limit objective quality evaluation of our method with ground
truth and other real-time methods (in particualr, linear and
logarithmic remapping [4]). The two synthetic scenes are
Sungliders and Zenith. The ground truth central view and
close-ups from the central views generated without retargeting,
with linear, logarithmic and content adaptive retageting are
shown in Fig. 3. The original depths of the scenes are 10.2m
and 7.7m, that we remapped to a depth of 1m to match the
depth range of our display. Similarly to Masia et al. [6],
we generate the images by simulating the display behavior
and our display parameters. Figure 3 shows the simulation
results: ground truth central view and close-ups from the
central views generated without retargeting, with linear, loga-
rithmic and content adaptive retageting. To generate the results
for logarithmic retargeting, we use a function of the form
y = a+ b∗ log(c+x), where y and x are the output and input
depths. The parameters a, b & c are chosen to map the near
and far clipping planes of the scene to the comfortable viewing
limits of the display. When the original scene is presented on
the display, voxels that are very close to the user appear more
blurry. Note that in all the three retargeting methods, after

retargeting, the rendered scene is less blurry. The adaptive
approach better preserves the object dephts, avoiding to flatten
them. This is more evident for frontal objects between the
screen and display near plane, which are almost flattened by
the linear and logarithmic approaches and the blurry effect is
still perceivable. We can see it from insets of Fig. 3, where near
objects drawn with linear and logarithmic retargeting are less
sharper than corresponding adaptive retargeted objects. Table
I shows SSIM and RMSE values of various renderings from
the two experimental sequences when compared to ground
truth. The metrics show that our content adaptive retargeting
performs better than linear, logarithmic and no retargeting.

TABLE I
CENTRAL VIEW SSIM AND RMSE VALUES OBTAINED BY COMPARISON

WITH GROUND TRUTH IMAGE FOR SUNGLIDERS (S) AND ZENITH (Z)
DATA SETS. SSIM=1 MEANS NO DIFFERENCE TO THE ORIGINAL,

RMSE=0 MEANS NO DIFFERENCE TO THE ORIGINAL

Without Linear Logarithmic Adaptive
SSIM-S 0.9362 0.9733 0.9739 0.9778
SSIM-Z 0.8920 0.9245 0.9186 0.9290
RMSE-S 3.6118 2.0814 2.0964 1.9723
RMSE-Z 3.6700 2.8132 2.8910 2.7882

The flattening of objects in case of linear and logarithmic
retargeting is clearly perceivable as we move away from
central viewing position and manifests in the form of reduced
motion parallax. Fig. 4 presents the color coded side view
depth maps from the scene Sungliders for the three test cases.
The global compression in linear retargeting results in the loss
of depth resolution in the retargeted space. The non-linear
logarithmic mapping leads large depth errors unless the objects
are located very close to the display near plane. Adaptive
retargeting approach produces continuous and better depth
variations and thus preserves the 3D shape of objects. The
performance of our method can be better explained from the
original and retargeted depth histograms (see Fig. 6). Linear
retargeting compresses the depth space occupied by scene
objects and the empty spaces in the same way, logarithmic
retargeting is highly dependent on object positions and results
in large depth errors after retargeting. In contrast, our approach
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Fig. 5. Real-time light-field capture and retargeting results.

best preserves the depth space occupied by objects and instead,
compresses the less significant regions, thus maintains the 3D
appearance of objects in the scene.

Fig. 6. Top row: Original scene, bottom row : left to right - retargeted scene
using linear, logarithmic and adaptive retargeting.

B. Retargeting live multiview feeds

It should be noted that the 3D impression of our results
on the light field display can not be fully captured by a
physical camera. In Fig. 5, we present the screen shots of
the light field display with various renderings at a single
time instance of a multiview footage. For fair comparison,
images are captured from the same point of view to show
the perceivable differences between plain rendering, linear
retargeting and adaptive retargeting. Our experiments show
that the results from the real-world scenes conform with our
simulation results on the synthetic scenes. The front end frame
rate is limited at of 15fps by the camera acquisition speed.
The back end hardware used in the current work supports
an average frame rate of 11fps. However, our experiments
showed that Nvidia GTX680 GPU is able to support 40fps.

V. CONCLUSIONS AND FUTURE WORK

We presented a working method to perceptually enhance the
quality of rendering on a projection-based light field display
in a real-time capture and rendering framework. In particular,
we addressed the problem of rendering scenes with greater
depth than the tolerable depth of a light field display. To
the best of our knowledge, we propose the first real-time
setup that reconstructs an adaptively retargeted light field on
a light field display from a live multiview feed. The method
is very general and is applicable to 3D graphics rendering on
light field display as well as to real-time capture-and-display
applications. We showed that adaptive retargeting preserves
the 3D aspects of salient objects in the scenes and achieves
better results from all the viewing positions than linear and
logarithmic approaches. One of the limitations of our end-to-
end system is the inaccuracy of estimated depth values while

retargeting and rendering. In future work, we plan to employ
additional active sensors to get an initial depth structure of the
scene, use human visual system aware saliency estimation, and
conduct user studies to subjectively evaluate the performance
of the method.
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Abstract—In this paper we describe algorithmic methods for
the computational analysis of kinetic systems. The proposed
computational methods can be applied to compute a special
linearly conjugate realization of a kinetic system, or to deter-
mine all possible graph structures describing realizations of a
kinetic system. It is proven that these algorithms can effectively
determine all the realizations meeting the descriptions.

Index Terms—chemical reaction network, directed graph rep-
resentation, optimization, weak reversibility, dynamically equiv-
alent realization, linearly conjugate realization

I. INTRODUCTION AND BASIC NOTIONS

Chemical reaction networks (CRNs) obeying the mass ac-
tion law can be originated from the dynamical modelling
of chemical and biochemical processes. Reaction networks
can describe all kinds of non-linear qualitative dynamical
phenomena using a simple algebraic structure, which makes
it appealing to develop computational model analysis methods
for these kinds of for dynamical models.

A. Algebraic characterization

Definition 1. Chemical reaction networks can be determined
by three sets (see, e.g. [2], [3]).
• A set of species: S = {Xi | i ∈ {1, . . . , n}}
• A set of complexes: C = {Cj | j ∈ {1, . . . ,m}}, where

Cj =
n∑
i=1

αjiXi ∀j ∈ {1, . . . ,m}
αji ∈ N ∀j ∈ {1, . . . ,m}, ∀i ∈ {1, . . . , n}
The complexes are defined as formal linear combinations
of the species with coefficients, called the stoichiometric
coefficients.

• A set of reactions: R ⊆ {(Ci, Cj) | Ci, Cj ∈ C}
The reaction Ci → Cj is represented by the ordered pair
(Ci, Cj).

The reaction speeds are determined by non-negative real
numbers kij called the reaction rate coefficient. The reaction
(Ci, Cj) takes place if and only if the coefficient kij belonging
to it is positive.

Special matrices are applied to describe the properties of
the reaction network.

Definition 2. The complex composition matrix Y ∈ Nn×m
of the CRN is determined by the stoichiometric coefficients as
follows:

[Y ]ij = αji ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . ,m} (1)

Definition 3. The Kirchhoff matrix Ak ∈ Rm×m of the
CRN encodes the reaction rate coefficients by its off-diagonal
entries. The diagonal entries are defined so that the sums of
entries in each column are zero, therefore matrix Ak is also
called a column conservation matrix

[Ak]ij =





kji if i 6= j

−
m∑

l=1,l 6=i
kil if i = j

(2)

In this paper we are examining reaction networks where
the dynamics of the concentrations are governed by the
mass-action law. If the function x : R → Rn+ defines the
concentrations of the species depending on time, then the
dynamics can be described by the dynamical equation

ẋ = Y ·Ak · ψ(x), (3)

where ψ : Rn+ → Rm+ is a monomial function

ψj(x) =

n∏

i=1

x
αji

i j ∈ {1, . . . ,m} (4)

As we have seen, the dynamics of a reaction network can
be described by a polynomial system, however not every
polynomial system describes a CRN.

Definition 4. Let x : R → Rn+ be a function, M ∈ Rn×p
a matrix and ϕ : Rn+ → Rp+ a monomial function. The
polynomial system

ẋ = M · ϕ(x), (5)

is called kinetic if there exist a matrix Y ∈ Nn×m, and a
Kirchhoff matrix Ak ∈ Rm×m, so that

M · ϕ(x) = Y ·Ak · ψ(x) (6)

where ψ : Rn+ → Rm+ is a monomial function determined by
the matrix Y , ψj(x) =

∏n
i=1 x

Yij

i for j ∈ {1, . . . ,m}.
If the matrices Y and Ak of a reaction network fulfil Equa-

tion (6), then the CRN is called a dynamically equivalent
realization of the kinetic system (3), and it is denoted by the
matrix pair (Y,Ak). However, reaction networks with different
sets of complexes and reactions can be governed by the same
dynamics. see e.g. [5].

For the kinetic property of the polynomial system a neces-
sary and sufficient condition can be given by determining the
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sign-pattern of matrix M , and a dynamically equivalent real-
ization called the canonical structure can be algorithmically
determined, see [4].

The property of dynamical equivalence can be extended to
the case when the polynomial system is subjected to a positive
linear diagonal state transformation. Such transformations are
known to preserve the kinetic property of the system.

The state transformation is performed by a positive definite
diagonal matrix T ∈ Rn×n as follows:

x̄ = T−1 · x, x = T · x̄. (7)

Applying it to the polynomial system (5) we get

˙̄x = T−1 · ẋ = T−1 ·M · ϕ(x) = T−1 ·M · ϕ(T · x̄)

= T−1 ·M · ΦT · ϕ(x̄),
(8)

where ΦT ∈ Rn×n is a positive definite diagonal matrix
so that [ΦT ]ii = ϕi(T · 1) ∀i ∈ {1, . . . n}, ϕi is the ith
coordinate function of ϕ and 1 ∈ Rn is a column vector with
all coordinates equal to 1.

Definition 5. A reaction network (Y,A′k) is a linearly con-
jugate realization of the kinetic system (5) if there exists a
positive definite diagonal matrix T ∈ Rn×n such that

Y ·A′k · ψ(x) = T−1 ·M · ΦT · ϕ(x), (9)

where Y ∈ Nn×m, ψ : Rn+ → Rm+ so that ψj(x) =
∏n
i=1 x

Yij

i

for j ∈ {1, . . . ,m}, and A′k ∈ Rm×m is a Kirchhoff matrix.

Dynamical equivalence is a special case of linear conjugacy,
when the matrix T , and therefore the matrices T−1 and ΦT
as well are identity matrices.

The monomial functions ϕ and ψ in equations (6) and (9)
might be different, therefore in both cases the set of complexes
is not fixed. By applying the method presented in [4] a suitable
set can be determined, and also the matrices M and ΦT have
to be modified accordingly. By using the notation Ak = A′k ·
Φ′T
−1 we get the following equation:

Y ·Ak · ψ(x) = T−1 ·M · ψ(x) (10)

From now on we will consider only linearly conjugate
realizations on a fixed set of complexes. With this assumption
a linearly conjugate realization can be determined only by the
matrices T and Ak.

II. GRAPH REPRESENTATION

A reaction network can be represented by a weighted
directed graph.

Definition 6. The graph G(V,E) representing the CRN is
called Feinberg-Horn-Jackson graph, or reaction graph for
short, if it is defined as follows:
• the vertices correspond to the complexes, V (G) = C

• the directed edges describe the reactions, E(G) = R,
the directed edge from vertex Ci to Cj represents the
reaction Ci → Cj

• the weights of the edges are the reaction rate coefficients,
w((Ci, Cj)) = kij ∀(Ci, Cj) ∈ R.

Loops and multiple edges are not allowed in a reaction graph.

In this paper we do not consider the actual reaction rates,
only the graph structure.

Definition 7. A realization of a CRN is called a dense
realization if the maximum number of reactions take place.

The applicability of our algorithms highly depends on the
property of dense realizations worded in Proposition 1, which
was proven in [1].

Proposition 1. Among all the realizations linearly conjugate
to a given kinetic system and fulfilling a finite set of additional
linear constraints there is a realization determining a super-
structure.

The super-structure is the reaction graph describing the
dense linearly conjugate realization, which contains the re-
action graph of every realization as subgraph. It is easy to see
that that the super-structure is unique.

III. OPTIMIZATION MODEL

Linearly conjugate realizations can be computed by using
linear optimization. It was described earlier that in case of a
linearly conjugate realization Equation (10) must be fulfilled.
Since the function ψ can be omitted on both sides of the
equation, it can be written as follows:

T−1 ·M − Y ·Ak = 0 (11)

where 0 ∈ Rn×m denotes the zero matrix. The matrices Y
and M are fixed, and the variables are represented by the
diagonal entries of T−1 and the offdiagonal entries of Ak.

Equation (11) guarantees the linear conjugacy of the system,
and equations (12), (13) and (14) ensure that the matrices T−1

and Ak meet their definitions.

[Ak]ij ≥ 0 ∀i, j ∈ {1, 2, . . .m}, i 6= j (12)

[Ak]ii = −
m∑

j=1
j 6=i

[Ak]ji ∀i ∈ {1, 2, . . .m} (13)

[T−1]ii > 0 ∀i ∈ {1, 2, . . . n} (14)

IV. RESULTS

We are developing linear programming based algorithms for
computing linearly conjugate realizations with special proper-
ties in regard to the graph structures. Since the actual values
of the variables are not important in our work, and several
computational solvers require bounded variables, the following
property is essential. For linearly conjugate realizations we
have shown in [1] that in case of any kind of upper bounds (all
variables are non-negative by definition) it holds, that for all
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possible graph structures there is a realization with variables
between the given upper and lower bounds.

A. Computing dense realizations

Several algorithms include the computation of dense realiza-
tions as a subroutine. There are different methods for determin-
ing such a realization, but these usually use auxiliary variables
and often integer variables. In this latter case the problem
turns out to be a mixed integer linear programming (MILP)
problem, which are known to be NP-complete. Furthermore,
the strictly positive property of variables can not be described
by non-strict inequalities, but in linear programming models
only these kinds of constraints can be applied.

We have developed an iterative algorithm to compute dense
realizations, which is based on a geometric approach. It
requires only the (real-valued) variables necessary to describe
the realizations and use only linear programming methods and
only non-strict inequalities.

It has been submitted for publishing along with our al-
gorithm for developing weakly reversible linearly conjugate
realizations as [1].

B. Computing all graph structures - Version 1

It is known that a kinetic system can have several different
linearly conjugate realizations, but this rises the questions:
How many are there? What kind of graph structures are
possible?

To answer these questions we developed an algorithm to
compute all the reaction graphs describing linearly conjugate
realizations of a given kinetic system. Since the number of the
possible reaction graphs is exponential (2m), we can not expect
polynomial running time. The exact running time depends
on the kinetic system, but we have proven that the proposed
algorithm determines every reaction graph describing linearly
conjugate realizations, and between the computation of two
realizations only polynomial time passes.

C. Computing all graph structures - Version 2

Though the first algorithm seems to be effective, since
each step takes only polynomial time, but it computes several
realizations more than once. To avoid repeated computation
we developed another algorithm to solve this problem, which
computes each realization only once, though there might be
steps requiring exponential running time. We can prove that
this algorithm as well can compute every reaction graph
structure describing linearly conjugate realizations.

The articles for publish our algorithms computing all reac-
tion graph structures are under preparation.

D. Example

In this section we demonstrate all the linearly conjugate
realizations of the kinetic system (15),

ẋ1 = 3k1 · x32 − k2 · x31 (15)

ẋ2 = −3k1 · x32 + k2 · x31

where the set of complexes is fixed to be {C1 = 3X2, C2 =
3X1, C3 = 2X1 + X2}. According to the definitions the
matrices Y and M are as follows:

Y =

[
0 3 2

3 0 1

]
M =

[
3k1 −k2 0

−3k1 k2 0

]

As the result of the first algorithm we get 18 different reac-
tion graphs denoted by G1, . . . , G18. The reaction graph G1

(the complete directed graph) describes the dense realization,
and consequently all other reaction graphs are subgraphs of it.

This small example is special in the sense, that all the
obtained reaction graphs describe not just linearly conjugate
but at the same time dynamically equivalent realizations. In
general there are many more linearly conjugate realizations
than dynamically equivalent ones. An other interesting obser-
vation is that there are two reactions (C3, C1) and (C3, C2)
which are either both present or both missing from the reaction
graph. If in a realization these two reactions take place, then
there is another realization, where all the reactions of the first
realization take place, except (C3, C1) and (C3, C2). Con-
sequently, the reaction graphs Gi with the special reactions,
shown in Figure 1 determine the reaction graphs Gi+9 without
these edges for i ∈ {1, . . . , 9}, shown in Figure 2.

V. CONCLUSION

We have designed a linear programming based iterative
algorithm using the minimum number of variables to compute
dense linearly conjugate realizations of a kinetic system (and
fulfilling a finite set of linear constraints) in polynomial time.

We have developed two algorithms to determine all the
possible reaction graphs describing linearly conjugate realiza-
tions of a kinetic system. Both algorithms have an advantage
considering the running time, although the whole computation
in both cases might require exponential time.

We have proven that all three algorithms work properly,
determining all the required answers within the time bounds.
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Abstract—In this study the design aspects and a proof of
concept implementation of an inertial sensor based measurement
setup is presented for kinematic analysis of wrist movements.
Commercially available inertial sensor systems and packages are
reviewed and compared to establish the design requirements for a
custom-designed, task oriented measurement device. In addition
to hardware considerations, current sensor fusion algorithms are
discussed and compared on the basis of implementation com-
plexity, hardware requirements and effectiveness to support the
design decisions shown in the proof of concept implementation.
Measurement data is also presented to validate system usability
in a wrist movement task designed for device testing.

I. INTRODUCTION

In the last decade, the field of inertial sensor based move-
ment tracking has gained popularity and evolved from concept
to commercially available, complex motion capture systems
that provide accurate and reliable measurement of human
body movements. This process was mainly driven by the
developments in Micro-Electro-Mechanical-System (MEMS)
sensor technology that eased system design and development
via device miniaturization and integration, making wearable
measurement system technology a reachable alternative to
the classic line-of-sight measurement methods. These include
optical (e.g. Vicon or OptiTrack) and ultrasound-based systems
(Zebris), both providing good to excellent tracking accuracy
in most cases, but having the sometimes restricting need for a
controlled laboratory environment for proper operation (even
when outdoor measurement is possible).

This restriction comes from the marker-based operation of
these systems, where passive (mainly optical usage) or active
(mainly ultrasound usage) markers are placed on anatomically
relevant bony areas of body segments (near the joints in the
case of extremities) and their spacial position is recorded in
a device-specific measurement frame. This system architec-
ture induces additional computational steps to determine the
kinematics of the measured movement because the recorded
marker coordinates have to be transformed into a protocol-
specific external reference frame that is independent from the
measurement system itself. Following this transformation step,
anatomical joint angles have to be determined from the spacial
position of the markers which may involve the development
of custom algorithms or using readily available software tools
such as OpenSim [1], an open source simulation software for
human movements developed at Stanford University.

As a main difference to the above concept, inertial sensors
give orientation information more accurately than position
compared to marker-based methods, providing the possibility
to calculate inter-segmental angles of measured body parts at
a lower computational cost [2]–[4].

In the present work currently available inertial sensor
packages are introduced focusing mainly on single-chip so-
lutions and their application possibilities in custom wearable
measurement system designs.

II. TECHNOLOGY OVERVIEW

A. Inertial sensor based motion capture

There are commercial motion capture systems using inertial
sensors focusing mainly on media content production like the
3DSuit from InertialLabs1, different suits and gloves from
Synertial2 and the MVN system from Xsens3 [5], which even
provides a biomechanical option called MVN Biomech and
was evaluated for academic use, too [6], [7]. While these
systems are valuable motion capture options, the current study
seeks the possibilities of self-developed inertial measurement
to achieve the highest possible flexibility in system design and
integration, especially considering the measurement of other
modalities in the future like electrical muscle activities.

B. Inertial sensors (based on manufacturer descriptions)

Regarding the in house development of an inertial sensor
based measurement system the used sensor package has to be
carefully chosen based on available measurement modalities
(e.g. 3-, 6-, or 9-axis measurement), resolution, package size
and data fusion possibilities. In the following subsections the
currently available single chip sensor packages are shortly
presented.

1) MPU-9150 / MPU-9250: Manufactured by In-
venSense4, the MPU-9150 was the world’s first integrated
9-axis device that combines a 3-axis MEMS gyroscope, a
3-axis MEMS accelerometer, a 3-axis MEMS magnetometer
and a Digital Motion Processor (DMP) hardware accelerator
engine. The sensor features three 16-bit analog-to-digital con-
verters (ADCs) for digitizing the gyroscope outputs, three 16-
bit ADCs for digitizing the accelerometer outputs and three
13-bit ADCs for digitizing the magnetometer outputs. For
precision tracking of both fast and slow motions, the parts
feature a user-programmable gyroscope full-scale range of
±250, ±500, ±1000, and ±2000 ◦/sec, a user- programmable
accelerometer full-scale range of ±2g, ±4g, ±8g, and ±16g,
and a magnetometer full-scale range of ±1200µT. The MPU-
9150 is a multi-chip module (MCM) consisting of two dies

1http://inertiallabs.com/3dsuit.html
2http://synertial.com/brochure-suits/
3https://www.xsens.com/products/xsens-mvn/
4http://www.invensense.com/
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integrated into a single LGA package. One die houses the 3-
axis gyroscope and the 3-axis accelerometer. The other die
houses the AK8975 3-axis magnetometer from Asahi Kasei
Microdevices Corporation. Communication with the sensor
package can be performed using I2C protocol.

The MPU-9250 is the successor of the first generation
device with differences in the integrated magnetometer (the
AK8963 is used here) resulting in a wider magnetic full-scale
range (±4800µT), an additional communication interface (SPI)
and smaller overall noise than its predecessor.

2) LSM9DS0 / LSM9DS1: The LSM9DS0 and LSM9DS1
are system-in-package devices from STMicroelectronics5 fea-
turing a 3D digital linear acceleration sensor, and a 3D
digital angular rate sensor, a 3D digital magnetic sensor. Both
devices include an I2C and an SPI serial bus interface for
communication. The LSM9DS0 has a linear acceleration full-
scale range of ±2g, ±4g, ±6g, ±8g and ±16g, an angular
rate full-scale range of ±245, ±500 and ±2000 ◦/sec and a
magnetic field full-scale range of ±2, ±4, ±8 and ±12 gauss,
while the LSM9DS1 shifts the magnetic full-scale range one
level upwards as follows: ±4, ±8, ±12 and ±16 gauss. Both
sensor packages are available in small size LGA packages.

3) MAX21100: Developed by Maxim Integrated6, the
MAX21100 is a special device in the field because however
the chip itself features only a 6-axes sensing solution with a
3D accelerometer and 3D gyroscope having full-scale ranges
of ±2g, ±4g, ±6g, ±8g, ±16g, and ±250, ±500, ±1000,
±2000 ◦/sec, it contains a master I2C interface for external
magnetometer handling and an integrated Motion Merging
Engine (MME) to perform a complete 9-axis sensor fusion
process inside the IC. This technological improvement brings
easier implementation of orientation tracking systems because
it frees system developers from the implementation of sensor
fusion algorithms on control hardware. The device is available
in a tiny LGA package, but if 9-axis fusion is needed in the
application the extra magnetometer IC have to be considered
during the design phase.

4) BMX055 / BNO055: The BMX055 is a fully integrated
device manufactured by Bosch Sensortec7. In contrast with
the other packages, all sensors in the device are designed and
manufactured inside the same company which promises the
least technical difficulties during application development. The
package features a 3D linear accelerometer with programmable
full-scale range of ±2g, ±4g, ±6g, ±8g or ±16g, a gyroscope
programmable full-scale range of ±125, ±250, ±500, ±1000,
±2000 ◦/sec and a magnetometer with full-scale ranges of
±1200 (x, y direction) and ±2500 µT (z direction). Like the
other devices, the BMX055 is available in a small size LGA
package.

As the evolution of the BMX055, to further improve
usability and ease development, Bosch Sensortec developed
the BNO055 which is a System in Package (SiP), integrating
a triaxial 14-bit accelerometer, a triaxial 16-bit gyroscope with
a range of ±2000 degrees per second, a triaxial geomagnetic
sensor and a 32-bit microcontroller running the company’s
proprietary Kalman filter based sensor fusion algorithm. At just
5.2 x 3.8 x 1.1mm3, it is significantly smaller than comparable

5http://www.st.com/web/en/home.html
6http://www.maximintegrated.com/
7https://www.bosch-sensortec.com/

Fig. 1. Concept drawing of the measurement system. The Base Unit is
separated in the current phase for evaluation purposes. Inertial sensors are
placed at the distal end of the lower arm right before the wrist joint and
on the back of the hand, allowing the measurement of the hand’s relative
orientation with respect to the lower arm’s orientation.

discrete or system-on-board solutions while providing stable
and ready to use device orientation data.

C. Sensor fusion algorithms

1) Kalman filter: A widely used sensor fusion method is
based on the Kalman filter [8] which operates recursively on
streams of noisy input data to provide statistically optimal
estimates of the underlying system states that are more precise
than the ones based on measurements only. While the Kalman
filter can be considered very popular among inertial sensor
fusion tasks even in movement analysis [9], [10], there are
other approaches to the problem that does not need preliminary
system or noise models for acceptable operation.

2) Madgwick AHRS filter: One of these methods is a
computationally efficient open source orientation filter [11]
that is able to provide 9-axis fusion sensor fusion using a
gradient descent algorithm. The filter has the benefits of being
computationally inexpensive and effective at sampling rates as
low as 10 Hz, making it an ideal looking choice for low power
embedded application.

III. PROOF OF CONCEPT IMPLEMENTATION

The concept of the system is depicted in Figure 1. The
core of the design is a Base Unit responsible for controlling
the measurements, collecting sensor data, performing pre-
processing tasks and sending and/or storing the output data.
There are two inertial sensors in the design which are placed
at the distal end of the lower arm right before the wrist joint
and on the back of the hand, respectively. This arrangement
allows the measurement of the hand’s relative orientation with
respect to the lower arm’s orientation, resulting in anatomically
relevant joint angles of the wrist.

A. Base Unit

The block diagram of the Base Unit is depicted in Figure
2. It is designed with an STM32F407VG microcontroller unit
(MCU) as its central element which is a high performance
ARM Cortex-M4 core running at up to 168 MHz. The MCU
has 1 MB flash and 192 kB SRAM, built-in 12-bit 2.4 MSPS
ADCs, various serial peripherals (including I2C, SPI and
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Fig. 2. Block diagram of the Base Unit. All measurement and processing
is performed by an ARM Cortex-M4 core running at 168 MHz. The Base
Unit contains a Power Management Unit to provide the digital supplies, data
streaming (Bluetooth) and data storage (SD card) modules. Inertial sensors
through a corresponding hardware interface.

UART), a dedicated SDIO interface for high speed SD card
control and a 16-stream DMA controller. These properties
make this device a good choice for device prototyping be-
cause it provides enough headroom for different development
options. In the initial phase of development an STM32F4
Discovery board was used as the central hardware element
of the system which provides access to almost all pins of this
MCU and a debugger unit in the same package.

Device firmware was implemented in C using the Eclipse
IDE (version Kepler) and the GNU Tools for ARM Embedded
Processors package on an Ubuntu 12.04 LTS system. Device
programming and debugging was performed with OpenOCD
(versoin 0.8.0). The Base Unit’s firmware was designed and
implemented using FreeRTOSTM 8, a free and industry standard
real-time operating system for embedded applications. The
MCU’s DMA controller was utilized in each scenario where
it was applicable to further improve execution parallelism.

B. Inertial sensors

To perform measurements of joint kinematics, MPU-9250
single chip 9 degrees-of-freedom MEMS inertial sensors were
used. Considering sensor properties shown in Section II-B, this
sensor was used based on the good balance of measurement
properties and handling. It should be noted however, that in the
final design the BNO055 package would worth trying because
the integrated sensor fusion algorithm can offload the main
processor by a great amount.

A custom device driver was developed for the inertial sen-
sors to utilize control, calibration and measurement processes
over the I2C bus. Zero motion calibration of the accelerometer
and the gyroscope was implemented as part of the sensor
initialization process, while hard and soft iron calibration of
the magnetometer was performed only once for each sensor
and hard-coded into the sensor driver. However, there is a
proprietary on-chip Digital Motion Processor (DMP) in each
sensor package, it was not used during development because
it is only capable of performing 6-axis (accelerometer +
gyroscope) sensor fusion, and and there is no publicly available
documentation for this unit. Instead, a computationally efficient
open source orientation filter [11] was used to provide sensor
orientations in software using a gradient descent based 9-
axis fusion algorithm. The applied method provides direct
quaternion output (avoiding the phenomenon of gimbal lock)

8http://www.freertos.org/

Fig. 3. Block diagram of the sensor fusion algorithm implemented on the
proof of concept device.

Fig. 4. Experimental measurement data from a wrist movement task while
the subject performed a rest-extension-flexion-extension-rest sequence. Flexion
and deviation angles were calculated from the combined quaternion data
coming from the inertial sensors placed at the distal end of the forearm and
at the back of the hand as shown in Figure 1.

and is easily capable to provide stable 200 Hz output rate
enabling the system to meet and exceed the requirements for
orientation data measurement.

C. Control and evaluation software

To control the test device and evaluate usability of the
measurement setup, task specific MATLAB programs were
designed and developed. The control part contained wireless
command and data exchange, incoming data visualization
and storage. In the evaluation part anatomical wrist angle
calculation from separate quaternion inputs was implemented.

IV. RESULTS

Anatomical wrist angles were calculated from differential
quaternion data calculated from the wrist and hand sensors
as shown in Figure 3. A simple algorithm was applied to
get the extension and deviation angles by calculating the
orthogonal projections of the hand vector determined by the
differential quaternions on the sagittal and transversal planes
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attached to the lover arm vector. Experimental measurement
data from a wrist movement task is shown in Figure 4. while
the subject performed a rest-extension-flexion-extension-rest
movement sequence.

V. CONCLUSION AND FUTURE WORK

In this study the design and proof of concept implemen-
tation of a biomedical measurement device with preliminary
measurement data is presented showing its capability for
kinematic measurements of the wrist. In the current state the
design shows promising characteristics, however further testing
and fine tuning is necessary to finalize the design. Further
work includes finalization and integration of the whole design,
PCB design and manufacturing of the device and data validity
testing with reference measurements.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Measuring the continuous arterial blood pressure
is very important in clinics: during surgery, monitoring intra-
and postoperative patients, in intensive care and during patient
transport in ambulance, because for immediate intervention the
changes must be followed moment by moment. The most accurate
solution for that is an invasive method realised with arterial
catheterization. As an invasive method it has more risks and
involves a greater strain thus it requires a good reason to be
applied. It is also uncomfortable for either the practitioners
and the patients. So a continuous non-invasive blood pressure
monitoring device would be important, but it is still a great
challenge to measure the blood pressure waveform non-invasively.
There are several devices commercially available, but each has
disadvantages and none of them has been used widespread yet.
Beside the blood pressure values, the continuous arterial pulse
waveform is also important. It can be used for pulse diagnosis and
combined with the pressure values, it gives important information
on other haemodynamic values.

Index Terms—arterial blood pressure, non-invasive method,
pulse diagnosis, arterial pulse waveform

I. INTRODUCTION

Most people’s first thought about blood pressure monitoring
is the classical cuff-based blood pressure monitor. It can be
enough for a routine check at home, but for hospitals and
clinics in many cases it can not give enough information
about the patients. Cuff-based blood pressure monitors can
only measure a systolic and a diastolic blood pressure value
at a given moment and can only make several measurements
per minute. This information is not enough for monitoring
the patients in intensive care or during surgery, where the
continuous blood pressure waveform is required to monitor
the sudden changes in blood pressure. The inflation of the cuff
can be uncomfortable for the patient, the grip can be painful
and in worst case it can cause microtrauma like haemorrhages.
Nowadays the general standard in continuous blood pressure
monitoring is arterial catheterization [1]. It is an invasive
method, the arterial cannula is inserted into an artery, usually
into the radial or the femoral artery. As an invasive method it
has many disadvantages, for example the cannula can only
be inserted and applied by a trained person, requires very
strict hygiene conditions, could not be applied during non-
invasive experiments without a clinical license and it is also
very uncomfortable for patients. It has many risks, like injury
of the artery, bleeding, hematoma formation, infection at the
cannula site and embolism. These are several reasons why

a non-invasive continuous blood pressure monitor is required.
This continuous waveform can be useful in some examinations
too.

One of the first continuous non-invasive blood pressure
monitor was developed by Etienne Jules Marey in 1860 [2]. It
was based on applanation tonometry, which is a non-invasive,
reproducible and reliable technique that is able to estimate the
central arterial blood pressure. One of its modern versions is
the PulsePen device [3], which is also based on applanation
tonometry. It is composed of one tonometer and an integrated
electrocardiogram. It is very compact, the size of the PulsePen
sensor is like a ball point pen. It is also easy to use. It can
measure pulse wave velocity and estimate the wave reflections,
which can give information about the arterial wall. Another
tonometric device is the Tensys T-Line-device [4]-[8], which
can be applied on the radial artery. It is one of the most
accurate continuous non-invasive blood pressure monitors in
the market. It has a very high accuracy in beat-to-beat blood
pressure values, but also capable of waveform recording. First,
the appropriate pulse taking position must be found, which is
done by palpation. After the device is attached to the wrist at
that position it automatically adjusts the position according to
the biggest amplitude signal. Then it must be calibrated that
is done by a classical cuff-based blood pressure monitor (it
gives the baseline value) and a parameter calculation from data
like the patient’s gender, age, height and weight. This whole
procedure could take 3-5 minutes. One of its disadvantages is
that it must be recalibrated in case of every little movement,
thus it can only be used effectively in general anesthesya.

Beside devices based on applanation tonometry there is
another big group of continuous non-invasive blood pressure
monitoring devices, which are based on the Peñaz principle
[1], [9]. The Peñaz principle is based on the volume clamp
method. The basic measuring device consists of a finger cuff,
which contains a photoplethysmograph. It can estimate the
blood volume of the finger by infrared light absorbance. This
estimation is used in a feedback loop for the finger cuff to
keep the blood volume constant. This basic idea is further
developed by Nexfin [10], [11]. According to the feedback
loop, a signal similar to the invasive continuous blood pressure
waveform could be acquired. This method is realised in the
Nexfin Finapres device. Another variation using this method
is the CNAP CNSystem that has an integrated calibration by
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upper arm cuff-based blood pressure measurement [12], [13].
These devices have many disadvantages, they are affected by
factors like skin colour, light conditions in the room, cold
extremities, etc. They are also expensive.

Non-invasive continuous blood pressure waveform is also
important in diagnostics. From this, many haemodynamic
parameters can be estimated, like cardiac index that relates
to cardiac output [14]. Good quality waveforms can be used
for pulse diagnosis. It is a diagnostic method that can diagnose
cardiovascular and inner-organ diseases according to the shape
of the pulse wave measured on the radial artery at the wrist
[15].

All the above mentioned devices can estimate the beat-to-
beat blood pressure value with a relatively high accuracy,
but the waveform is still a problem in most of the cases.
Due to that fact, these devices have not been used for pulse
diagnosis purposes except the PulsePen device. Another issue
is the individual’s movements. The validation of these devices
is usually made in general anesthesya, which means the
subject does not move during the measurement. This is a big
limitation, because this way they can only be applied during
surgery. These devices are expensive as well.

In the following sections our non-invasive continuous blood
pressure waveform monitoring device is introduced with its
current capabilities.

II. METHOD

A. Non-invasive pulse waveform measuring system

The measurements were made with an Optoforce OMD-20-
SA-60N 3D force sensor [16]. This is an optical based sensor
that can measure not only the magnitude of the force, but
also the direction of it. It has high resolution, high sensitivity
and a robust design. The sensor has a semispherical shape
with 20 mm diameter. The sensing surface is silicone rubber,
which is comfortable contacting with the wrist. It has also
a low chemical reactivity that is an advantage in healthcare,
because it can be disinfected easier. The sensor was attached to
a wrist band specially design for pressure waveform measuring
at the wrist. It consist of three elements: a band, a buckle and
a sensor holding ”slider”. The sensor holding element was
designed in Autodesk Inventor Professional 2015 software and
printed with a 3D printer. It is easy to put the sensor into it
and it holds the sensor steady. The most important function of
this slider is that after the wrist band was put on the wrist, the
sensor position can be adjusted to acquire the best quality pulse
signal which basically means the highest amplitude. The signal
of the sensor is visualized and recorded by the Optoforce Data
Visualization software. Fig. 1. shows the non-invasive pulse
waveform measuring environment.

B. Signal processing

For arterial blood pressure waveform signal processing,
a wavelet based cascaded adaptive filter was used. This
filter consists of two main parts: a discrete Meyer wavelet
decomposition-based filter and a spline estimation filter [17].
By the wavelet decomposition filter the signal and the noise is

Fig. 1. Continuous non-invasive arterial blood pressure waveform measuring
system. 1 - buckle, 2 - band, 3 - sensor holding ”slider” with the Optoforce
3D force sensor, 4 - data visualization and recording software.

approximated on different decomposition levels. By subtract-
ing the noise and recomposing the signal, most of the hand
movement and breathing caused noises could be filtered. The
next step before the spline estimation filter is detecting the
onset points. The onset point indicates the start of the systole,
so it is a local minimum point. Onset point detection is based
on a slope sum function [18]. This converts the pulse signal
into a simpler one whose extremes corresponds to the onset
points. The extremes of this slope sum function could be found
easily by a simple derivative method. After the onset points
are detected, the spline estimation filter is applied that removes
the baseline wander from the signal by approximating it with a
spline function. The last step is signal segmentation according
to the onset points. Fig. 2. summarizes the signal processing
algorithm. The presented signal processing method could be
used as a filter for signal waveform comparison. For blood
pressure value comparison, the spline estimation filter must
be omitted to reserve the diastolic blood pressure values.

C. Data collection

The measurements were made at the Semmelweis Univer-
sity Department of Vascular Surgery under clinical TUKEB
license no. 186/2013. The individuals received written and oral
information about the experiment and after their approval, a
written informed consent was obtained. All individuals par-
ticipated in Carotid surgery, thus the invasive blood pressure
monitoring was necessary. Our measurements were made after
the successful surgery and the patients were awake and moni-
tored by trained nurses. The signal of the invasive catheter was
read out by GE Dashboard 4000 patient monitor device and
recorded on a PC by Datex-Ohmeda S/5 Collect software. The
non-invasive signal was measured on the opposite arm with the
presented measuring device. Invasive and non-invasive signals
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Fig. 2. Diagram of signal processing algorithm

TABLE I
CHARACTERISTICS OF PARTICIPANTS

Range Mean±sd

Age 57-77 65.2±7.7

Height (cm) 148-173 161.2±8.6

Weight (kg) 50-82 69.1±9.9

Heart rate (bpm) 57-90 72.4±10.1

Systolic BP (mmHg) 106-178 132.7±20.3

Diastolic BP (mmHg) 51-78 58.7±8.1

were recorded simultaneously for 20-30 minutes with 100
Hz sampling frequency. In this study 13 patients participated
(7 men, 6 women), but 4 had to be excluded (3 men, 1
woman) because there were too many movements during the
measurement. The characteristics of the participants (without
the excluded) is represented in Table I.

D. Data comparison

This study focuses on the validation of the waveform.
The invasive and non-invasive signals are both filtered by
the signal processing method introduced above. After that
each single-period pulse signal is normalized to 1 and the
invasive and non-invasive signals are cross-correlated. Those
single period signals that were corrupted by movement are
excluded form the comparison, if the movement could not be
filtered via signal processing. It is decided by the length of
the processed single-period signals. If this length differs more
than 20% of the length of the corresponding invasive single-
period signal than the signal is excluded with the overlapped
invasive signals. The rate of the excluded single-period signals
is always less than 10% for the examined pulse signals.

III. RESULTS

For each individual the mean, the standard deviation, the
minimum and maximum value and the median of corre-
lation between the corresponding single period signals are

TABLE II
CORRELATION OF SINGLE-PERIOD SIGNALS

Individual Mean correlation±std. Min. Max. Median
#1 0.939±0.142 -0.479 0.998 0.981

#2 0.968±0.055 0.240 0.992 0.980

#3 0.986±0.024 0.617 0.997 0.990

#4 0.960±0.090 0.176 0.999 0.991

#5 0.893±0.187 -0.590 0.990 0.945

#6 0.949±0.079 0.100 0.993 0.969

#7 0.960±0.111 -0.397 0.998 0.987

#8 0.935±0.073 -0.073 0.993 0.951

#9 0.984±0.064 0.112 0.999 0.992

presented in Table II. The highest average correlation value
was 0.986±0.024 and most of the results are above 0.9, which
means great similarity between the invasive and non-invasive
measurements. Fig. 3. shows a short example of a highly
correlated single-period site from a whole pulse waveform.
For each individual there were some less correlated signals
that can occur as a part of a movement. During the experiment
the reproducibility was also tested. For 4 individuals two
measurements were made consecutively by replacing the non-
invasive sensor on the wrist. For each measurement pairs the
mean correlation value of the corresponding invasive and non-
invasive single-period pulse waveforms were: (0.939±0.142,
0.971±0.096); (0.968±0.055, 0.977±0.022); (0.986±0.024,
0.969±0.076); (0.935±0.073, 0.954±0.032) respectively.

IV. CONCLUSION

As Table II. shows for each individual the mean correla-
tion value between corresponding invasive and non-invasive
single-period signals were high. Considering the minimum
correlation values for individuals there were some low values.
According to the mean, standard deviation and median values
these small correlations were rare. It could be occurred due
to several reasons. One is that the participants were awake
and sometimes made movements. As mentioned certain single-
period signals were excluded from the examination but there
are several that could be processed, but the waveform signifi-
cantly differs due the the effect of movement. There are some
other factors that should be considered for signal comparison.
The non-invasive measurements were made on the opposite
wrist than the position of the invasive catheter. This can mean
a small shift between the two signals. It is also important
in waveform similarity, because the two waveform can be
different due to disease or differences between the conditions
of the arterial wall in the two sides. For example in two cases
the difference between blood pressure in the two arms was
more than 20 mmHg that can mean a significant difference in
waveform either.

Examining the reproducibility of non-invasive measure-
ments high correlation values were obtained for the consec-
utive measurements. It means that the non-invasive pressure
waveform measuring sensor can be applied reproducibly. It is
important in its application as a monitoring device and as a
diagnostic device either.
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Fig. 3. An example of a highly correlated pulse waveform segment

This paper introduced a non-invasive pressure waveform
measuring system and proved its usability by validating by an
invasive arterial catheter. The next step will be the comparison
of the blood pressure values and the output of the non-invasive
sensor. We hope that in the future this system can be used for
both diagnostic and monitoring tasks.
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Abstract—The most widely used parallel architectures in to-
day’s High Performance Computing systems utilize multi-core
CPUs, many-core GPUs or Intel’s MIC (Many Integrated Core)
architectures. FPGAs (Field Programmable Gate Array) were
also considered in some HPC applications recently. The effort
of new algorithm and implementation development greatly influ-
ences the performance on these architectures, and the differences
between their underlying ILP (Instruction Level Parallelism)
parallelism - namely SIMT (Single Instruction Multiple Thread)
and SIMD (Single Instruction Multiple Data) - and the gate level
design of FPGAs require different approaches. In this annual
report high performance solutions and results are presented
for solving multiple scalar tridiagonal system of equations and
solving the Black Scholes PDE. The scalar Thomas algorithm
is implemented on all four hardware platforms, namely CPU,
MIC, GPU and FPGA. For the GPU a hybrid algorithm based
on Parallel Cyclic Reduction and Thomas algorithm is presented.

I. INTRODUCTION

The numerical approximation of multi-dimensional PDE
problems on regular grids often requires the solution of
multiple tridiagonal systems of equations in each coordinate
direction, like in the case of ADI (Alternating Direction Im-
plicit) time discretization [1]. If we take the specific example
of a regular 3D grid of size N3, then an ADI time-marching
algorithm will require the solution of N2 separate tridiagonal
system of equations along each line in the first coordinate
direction, then along each line in the second direction, and
then along each line in the third direction. Data layout which
may be optimal for the solution in one particular direction,
may be far from optimal for another direction.

The architectural, programmability and development issues
regarding novel CPU, GPU and FPGA architectures are exam-
ined in the case of one dimensional finite difference problem
like the one-factor Black-Scholes (BS) PDE. The BS PDE is
a parabolic type defined with Dirichlet boundary conditions.
Therefore the solution of this problem is similar to the solution
of the heat equation in one dimension. The problem can be
solved using explicit and implicit time marching. Although the
explicit solution is programmatically much simpler, it requires
significantly more time step computations than the implicit
method, due to stability limit of the explicit method. Besides,

the implicit method doesn’t pose such restrictions on the grid
resolution which is defined by the convergence criteria of the
explicit method.

The balance of computational speed, programming effort
and power efficiency are the key factors that decide where
a certain architecture will be used in the engineering and
research practice. Therefore, for solving the Black-Scholes
PDE the following architecture-parallelisation tool combina-
tions were chosen:

• Intel Xeon 2 socket server CPU with Sandy Bridge
architecture: algorithms implemented using AVX ISA
(Instruction Set Architecture) intrinsics in C/C++.

• NVIDIA Tesla K40 GPU with Kepler architecture: al-
gorithms implemented with CUDA C programming lan-
guage

• Xilinx Virtex7 FPGA: algorithms implemented with Vi-
vado HLS (High Level Synthesis) C/C++ language.

The literature on the finite difference solution of the Black
Scholes PDE is abundant, but only a few papers provide a
thorough comparison of solvers on novel CPU, GPU and
FPGA architectures. See [2] for efficient algorithms on CPUs
and GPUs, [3] for comparison between GPU and FPGA
implementations. FPGA implementations of the explicit solver
are studied in [4] and [5], while implicit solution is considered
in [6].

The structure of the report is the following. Algorithms
for the solution of scalar tridiagonal system of equations
is discussed in Section II. Then the Black-Scholes PDE
and its numerical solution is discussed in Section III and
the parallelized Black-Scholes PDE solvers are discussed
in Section IV. Performance of standalone scalar tridiagonal
solvers along with the specialized Black-Scholes PDE solvers
are summarized in Section V and conclusion for the scalar
tridiagonal solvers along with the parallel Black-Scholes PDE
solvers are given in Section VI.

II. SOLUTION OF SCALAR TRIDIAGONAL SYSTEMS

First, we briefly review the Thomas, PCR/CR and a hybrid
algorithm. The tridiagonal system to be solved is represented

E. LÁSZLÓ, “Solving tridiagonal system of equations and the Black-Scholes PDE on parallel processor architectures” in PhD Proceedings

Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2015. G. Prószéky,
P. Szolgay Eds. Budapest: Pázmány University ePress, 2015, pp 119– 122.
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as

aiui−1 + biui + ciui+1 = di, i = 0, 1, . . . , N−1

with a0 = cN−1 = 0.
a) Thomas algorithm: The Thomas algorithm [7] is the

single-thread sequential algorithm. It is simply a customization
of Gaussian elimination to the case in which the matrix is
tridiagonal. The algorithm requires at the minimum the loading
of ai, bi, ci, di, and the storing of the final answer di - this
shows that the implementation of the algorithm is likely to be
memory-bandwidth limited.

b) Parallel Cyclic Reduction: PCR [8] is an inherently
parallel algorithm which is ideal when using multiple execu-
tion threads to solve each tridiagonal system. If the computa-
tions within each step are performed simultaneously for all i,
then it is possible to reuse certain coefficients in the scratch
memory.

c) Thomas-PCR hybrid algorithm: Hybrid algorithms
have been studied in [9] [10] [11]. The proposed hybrid algo-
rithm is a combination of the Thomas and PCR algorithms.
Suppose the tridiagonal system is broken into a number of
sections of size M , each of which will be handled by a separate
thread. Within each of these pieces, using local indices ranging
from 0 to M−1, a slight modification to the Thomas algorithm
operating on rows 1 to M−2 enables one to obtain the solution
of a smaller equation with respect to the neighboring values
- this produces a reduced system. This reduced tridiagonal
system can be solved using PCR, and the interior values can
be computed as a function of the PCR solution.

A. SIMT and SIMD implementations

Hardware devices used in the research are a high-end,
2 socket Intel Xeon E5-2680 CPU, Intel Xeon Phi 5110P
coprocessor and NVIDIA K40m GPU. In general, the largest
difference between the vector level parallelism of the CPU
and GPU are in the difference where the actual parallelism
happens. In CPU code the compiler decides how a code
segment can be parallelized with the available instruction
set. Therefore, to exploit the power of a multicore CPU, the
SIMD (Single Instruction Multiple Data) vector instruction
set together with the multi-threaded execution needs to be
exploited.

GPUs on the other hand leave the vector level parallelization
for the hardware. This is called SIMT (Single Instruction
Multiple Threads). It is decided in run-time by the scheduling
and instruction dispatch unit whether an instruction can be
accomplished in parallel or not. Global memory load on the
GPU pose strict constraints on the access patterns used to
solve systems of equations on a multidimensional domain. In
order to utilize the whole, 32 byte cache line threads need to
use all the data available in that line. When solving tridiagonal
problems along the X dimension, the following algorithms are
proposed: 1) Thomas algorithm with local data transpose in
shared memory; 2) Thomas algorithm with local data transpose
using register shuffle and 3) Thomas-PCR hybrid algorithm.

III. BLACK-SCHOLES EQUATION AND ITS NUMERICAL
SOLUTION

The Black-Scholes (BS) PDE for derivative security pricing
is a celebrated tool of the Black-Scholes theory [12]. The one-
factor BS in the case of European call options is shown on
Eq. (1).

∂V

∂t
+ rS

∂V

∂S
+

1

2
σ2S2 ∂

2V

∂S2
− rV = 0 (1)

The BS equation is a second order, parabolic, convection-
diffusion type PDE sharing common numerical features with
the heat equation. Both explicit and implicit solutions iterate
in time backwards, since the problem is a final value problem
rather than an initial value problem. After explicit (backward
time differentiation) discretization of Eq. (1) the BS PDE boils
down to the algebraic expression shown in Eq. (2). Evaluating
this expression gives the price curve in the next time-step.

V
(n+1)
k = akV

(n)
k−1 + bkV

(n)
k + ckV

(n)
k+1 (2)

with some ak, bk and ck coefficients. (n) = 0, ..., N−1 super-
script is the time coordinate with ∆t time step, k = 0, ...,K−1
subscript is the price coordinate with ∆S price step (price step
is factorized out).
Eq. (3) shows the implicit form of the solution of BS PDE,
which requires the solution of a tridiagonal system of equa-
tions.

akV
(n+1)
k−1 + bkV

(n+1)
k + ckV

(n+1)
k+1 = V

(n)
k (3)

with some ak, bk and ck coefficients.
Since many options need to be calculated in a real-world

scenario, a natural parallelism arises in computing these op-
tions in parallel.

IV. CPU, GPU AND FPGA SOLUTIONS FOR THE
BLACK-SCHOLES PDE

The problem of solving the explicit and implicit time-
marching is done using stencil operations in the explicit case
and using the Thomas algorithm for solving the tridiagonal
system of equations arising in the implicit case. In depth
details and comparison of the CPU and GPU implementations
can be found in [2].

A. Stencil operations for explicit time-marching

The one dimensional, stencil-based computations required
for the one-factor application can be efficiently implemented
on both CPUs and GPUs.

d) CPU implementation: Stencil based computations can
be efficiently implemented on CPUs equipped with vector
instructions sets such as AVX or AVX2. Due to the efficient
and large L1 cache (32KB) these problems on CPUs tend to be
compute limited rather than bandwidth limited. On a typical
CPU implementation the computations are parallelized over
the set of options. Smaller subsets of options are solved using
multithreading with OpenMP and options within a subset are
solved within the lanes of CPU vectors.
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e) GPU implementation: GPUs, due to the implemented
thread level parallelism and compile-time register allocation
give more freedom for better vectorization and optimization
and therefore the achievable computational efficiency is very
high. Among the many possible efficient algorithms discussed
in [2] the best performing utilizes the new register shuffle
instructions to share the work-load of computing a single
timestep. The shuffle instruction (introduced in the Kepler ar-
chitecture) makes communication possible between the threads
inside a warp, ie. shuffle allows data to be passed between
lanes (threads) in a vector (warp).

B. Thomas algorithm for implicit time-marching

The solution of the implicit form of the discretized BS
equation requires the solution of a tridiagonal system of
equations. The solution of the system is essentially the Gauss-
Jordan elimination process of the matrix equation Eq. (4).



b0 c0 0 0 · · · 0
a1 b1 c1 0 · · · 0
0 a2 b2 c2 · · · 0
...

...
...

...
. . .

...
0 0 0 · · · aK−1 bK−1







u0
u1
u2
...

uK−1




=




d0
d1
d2
...

dK−1




(4)
a) CPU solution: The CPU implementation relies on L1

cache performance and vectorization over options with either
auto vectorization or explicit vectorization with instrinsic func-
tions. Due to vectorization, 4 options with double precision
or 8 options with single precision are solved in parallel with
AVX or AVX2 instructions. The workload of the complete
set of options is then parallelised using multithreading with
OpenMP.

b) GPU solution: Just as in the case of the explicit
solver, the GPU solver allows for more optimization. The
discussion of these novel, optimized algorithms can be found
in [2]. Beside the Thomas and the PCR (Parallel Cyclic
Reduction) algorithms, a new hybrid Thomas/PCR algorithm
is also introduced in [2]. The efficiency of the latter algorithm
relies on the aforementioned register shuffle instruction and
compile-time register allocation. The algorithm works on a
work-sharing basis in three steps: 1) the system of size N is
split into 32 pieces which are partially solved and results in a
reduced system of size 64; 2) threads cooperate to solve the 64
size system with PCR; 3) the solution of the reduced system
is used to solve the partially computed systems in step 1).

C. FPGA solution with Vivado HLS

Xilinx in its Vivado HLS (High Level Synthesis) suite
started a new software-based syntheser for the C,C++ and
System C languages. The Vivado HLS support for C with
its customized support for the Xilinx FPGA is a potentially
efficient solution.

1) Stencil operations for explicit time-marching: One of the
key optimizations in FPGA circuit design is the maximization
of the utilization of processing elements. This involves careful
implementation that allow for pipelining computations to keep

the largest possible hardware area busy. In HPC terminology
this optimization is similar to cache-blocking, although the
problem is not the data movement but rather keeping the
system busy.

One way to create such a (systolic) circuitry is to create
multiple interleaved processing elements with simple structure
to allow low latency and high throughput. Each processing
element is capable of handling the computation associated
with three neighboring elements f(u

(n)
k−1, u

(n)
k , u

(n)
k+1) within

a single timestep n, where f is the stencil operation. One
may stack a number of such processing elements to perform
consecutive timestep computations by feeding the result of
processor p = 1 to p = 2 as shown on Figure 1.
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Fig. 1. Stacked FPGA processing elements to pipeline stencil operations in a
systolic fashion. The initial system variables u(0)

0 , ..., u
(0)
K−1 are swept by the

first processing element. The result u(1)
k+1

is fed into the second processing
element.

2) Thomas algorithm for implicit time-marching: The op-
timization of the implicit solver relies on the principle of
creating independent processors to perform the calculation of
independent options. Each of these processors is capable of
pipelining the computation of more options into the same
processor with the associated cost of storing the temporary
(c∗, d∗) arrays of each option. The number of options that can
be pipelined is defined by the depth of the forward sweep of
the Thomas algorithm, which is 67 clock cycles in the present
case. The temporary storage is implemented in the available
Block RAM memories, but due to the deep pipeline the
BRAM memory requirement limits the number of deployable
processors.

V. PERFORMANCE COMPARISON

Execution performance of the scalar tridiagonal solvers is
measured on a 2563 cube domain. Results are presented on
Figure 2. One can see, that the Thomas-PCR hybrid algorithm
on the GPU is the most efficient in the X dimension.

The performance of the Black-Scholes PDE solvers are
compared on Table I and II. FPGA performance is compared
to highly optimized CPU and GPU code. Estimations based on
the Xilinx Vivado toolset are made to predict the achievable
clock frequency on a Xilinx Virtex 7 VX690T. Based on the
figures it can be stated that the proposed FPGA implementa-
tion is slower than the highly optimized CPU implementation,
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Fig. 2. Kernel execution times for solution of scalar problems.

TABLE I
PERFORMANCE - SINGLE PRECISION

ps/element GFLOPS GFLOPS/W

C G F C G F C G F

Explicit 15.2 2 17.4 394 3029 344 1.46 12.9 8.6

Implicit 142.7 14.5 766 139 1849 26 0.51 7.9 0.65

Note: C - 2 Xeon CPUs, G - Tesla K40 GPU, F - Virtex 7 FPGA

TABLE II
PERFORMANCE - DOUBLE PRECISION

ps/element GFLOPS GFLOPS/W

C G F C G F C G F

Explicit 29.8 4.1 48.2 201 1463 124 0.74 6.2 3.1

Implicit 358.8 43.5 1748 48 892 9.8 0.18 3.8 0.24

Note: C - 2 Xeon CPUs, G - Tesla K40 GPU, F - Virtex 7 FPGA

but it is significantly more power efficient. Compared to the
GPU version the FPGA is significantly slower and even if the
power dissipation of the GPU is higher than the FPGA the
overall power efficiency is higher for the sake of the GPU.

VI. CONCLUSION

A number of algorithms for the solution of scalar tridiagonal
problem have been shown. The performance of a new hybrid
algorithm on GPU is presented. Performance is compared
against other, highly optimized solvers on the most prominent
HPC architectures today.

A well studied finite difference problem – the solution
of the Black-Scholes PDE – was chosen to compare novel
CPU, GPU and FPGA architectures. Efficient FPGA based
implementation of the explicit and implicit Black-Scholes
solvers have been created using Vivado HLS. The relatively
low programming effort and the achieved efficiency of the
resulting circuitry shows a promising step towards the applica-
bility of FPGAs in an HPC environment and more specifically
in finite difference calculations. The results clearly show the
superior performance of GPUs both in terms of computational
efficiency and power efficiency.
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Abstract— Deployment of automated traffic surveillance 

systems play an important role in traffic law enforcement. 

Existing devices use RADAR or LIDAR technologies for speed 

measurement, as well as cameras for license plate recognition. It 

would be profitable to replace those relatively expensive active 

systems with a single camera for both tasks. An optical based 

vehicle speed measurement method is presented in this paper. 

The proposed method calculates speed estimates based on a 

single, superimposed frame, which contains information of the 

movement of certain objects during exposure, and can be 

obtained through modified shutter control. An applicable sensor 

structure and exposure-control are also shown, as well as some 

experimental results. 

Keywords—CMOS Sensor; Global Shutter Efficiency; 

Exposure Control; Speed Estimation; Motion Blur; Intra-Frame 

Speed Measurement 

I.  INTRODUCTION 

Authorities use several devices for speed limit enforcement, 
to detect traffic violations. Conventional speed measurement 
systems are usually based on either RADAR or LIDAR speed 
guns [1]. Both techniques use active sensing technologies, 
which are more complicated and expensive than passive 
camera systems. On the other hand, there are methods in the 
literature aiming at producing reliable speed estimates, based 
on optical information only [2, 3, 4, 5]. Scientific studies in this 
field can be divided into two major research directions: optical 
flow (inter-frame), and motion-blur (intra-frame) based 
displacement calculation methods. Besides speed 
measurement, it is required for law enforcement authorities to 
be capable of identifying cars by number plate recognition. 
Hence it must be an essential feature of the system, to provide 
adequate image quality. The most important drawback of the 
motion blur based methods is that the measurement concept 
itself is based on the degradation of the image, which is 
controversial with precise number plate identification. Hence it 
is a difficult engineering task to apply one device for both 
measurement and identification. In this paper we propose a 
new method for intra-frame speed measurement, which meets 

the mentioned requirements, and present a suitable sensor 

structure and hardware-level control for such a system. The 
paper is composed in the following way. In the second section, 
the fundamental concept is described, and the speed estimation 
based on displacement is formulated. The third section presents 
a suitable pixel-level control method for the measurements, 
while in the last two sections, measurement results, proof-of-
concept experiments and conclusions are presented. 

II. CONCEPT 

The amount of incident light reaching the image sensor is 
determined by the camera’s shutter speed (t), the lens’s relative 
aperture (N) and the luminance of the scene (Lv). Considering a 
measurement situation with N, Lv given, the behavior of fast 
moving objects on the image plane can be controlled through 
shutter speed. The appearing motion blur on an image is 
proportional with the speed of the object and the shutter speed. 

A. Measurement concept 

 Figure 1. Exposure control scheme of the proposed method, with 
the primary [0, τ1] and secondary [τ1, τ2] exposure intervals 
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The measurement concept is based on a special control 
method of the sensor shutter. The proposed method ensures 
adequate image quality, while still holding information 
describing intra-frame motion of certain objects. The classical 
shutter cycle (open, close) is expanded with an intermediate, 
„semi-open” state. We defined two phases of the exposure 
(Fig. 1.). The first (open) phase is denoted with τ1, in which 
ψ% of the dynamics is exposed with fast shutter speed, to 
minimize the impact of motion blur on the image. Then in the 
semi-open phase [τ1, τ2], the process continues with 
significantly longer exposure (τ1≪τ2), and lower intensity. 
Thus it is feasible with this control method to have a 
superimposed image, consisting of a sharp image, and a blurred 
image, where only the high intensity regions of the scene 
appear. In the case of a fast moving object with a light source 
(e.g. car on a highway with headlights on), this implies that a 
light beam appears on the image plane (Fig. 2.) according to 
the path of the movement of the light source. Considering a 
fixed [τ1, τ2] interval, the length of the beam is proportional 
with the speed of the object. 

B. Calculation of speed estimates 

The measurement geometry is presented in Fig. 3. 
Considering γ, e, c is known, as spatial geometry is known 
prior to the measurement, one can derive (1) and (2) from the 
given geometry 
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and 

         (3) 

where γ is the angle between the image plane and the 
movement direction of the measured object, d is the 
displacement, and α, β can be derived from the image, 
assuming that the calibration parameters of the camera are 
known. After substitution of (1) and (3) into (2) and removing 
e and δ, we have 

   (  (   )    (     ))  (4) 

If the interval of the secondary exposure is denoted with [τ1, 
τ2], movement speed of the measured object can be obtained as 
follows in (5) 

  
 

     
 

 
(5) 

As a result, the expected accuracy of the speed 
measurement is proportional with the measurement accuracy of 
the light beam on the image plane (again, if we consider spatial 
geometry and camera parameters are known). Hence it would 
be an ideal situation if the exposure scheme could be defined in 
a way which could ensure the light beam to be at least 100 
pixel long on the captured image, even in sufficiently low 
speed ranges of the measured vehicles. In this case the 
expected accuracy would be below 1%, without using 
subpixelization techniques. The lateral movement of the 
measured vehicle inside the lane was not taken into account 
and will appear as perturbation during the calculation. 

Detection of the light beam superimposed on the initial 
image, and the related image processing methods along with 
the camera system and the embedded control, data acquisition 
and image processing circuitry, implemented on FPGA, will be 
presented in another paper.  

III. IMPLEMENTATION 

CMOS sensor technology enables pixel-level control 
features, therefore electrical shutters can be implemented with 

 
Fig. 2. Expected superimposed image with the applied exposure 

control scheme 

 

Figure 3. Geometry of the measurement setup 
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pixel-level exposure control switch. This paper presents a 
special exposure-control concept for CMOS sensors, to 
implement the described measurement method. Most CMOS 
imagers apply rolling shutter readout method [6], where the 
exposure starts in a slightly delayed manner for every row of 
the sensor. This causes geometrically incoherent images when 
capturing objects moving at high speed. Hence in many 
machine vision applications, rolling shutter cameras are not 
applicable. This fact calls for the other type of CMOS sensors 
featuring global shutter pixels (Fig. 4.). In this case, every pixel 
is equipped with a pixel-level memory element, which allows 
simultaneous integration of the pixel array. 

A. Description of a global shutter pixel[6] 

A fundamental component of a global shutter (or snapshot) 
pixel is a sample-and-hold (S/H) switch with analog storage 
(parasitic capacitance in the amplifier input), and a source 
follower amplifier, which performs the in-pixel amplification. 
The schematic figure of a global shutter pixel is shown in Fig. 
4. The incident light generated charge is stored in the in-pixel 
capacitance after the integration. 

B. Pixel control 

To ensure the sensor operates in accordance with the 
previously mentioned schedule, the S/H stage could be 
replaced with a suitable control circuitry, which implements 
analogous functionality of the “semi-open” state of the 
electrical shutter. 

One important issue related with charge storage is the GSE 
(Global Shutter Efficiency). According to [7, 8, 9] an 
increasing tendency of CMOS image sensor manufacturers can 
be noticed to achieve better GSE values, which is defined as a 
ratio of photodiode sensitivity to pixel storage parasitic 
sensitivity. The GSE of specific CMOS sensor [7] (Aptina

TM
 

MT9M021) used in this study is shown in Fig. 5. Maintaining 
sensor performance, while reducing the pixel size requires 
higher quantum efficiency and lower noise floor. Electrical and 
optical isolation of the in-pixel storage nodes is also becoming 
more and more difficult with the shrinking pixel size. 
Aptina

TM
’s recent 3,75 and 2,8µm (3

rd
 and 4

th
 generation) 

global shutter pixel arrays implement [7] some extra features 
like Correlated Double Sampling (CDS) to reduce the impact 
of dark current (thermal generation of electron-hole pairs in the 
depleted region) and readout noise and to improve GSE. On the 
other hand increasing pixel level functionality along with 
transistor number, is controversial with sensitivity, since the fill 
factor is decreasing. 

In our experiments, we exploit the relatively low GSE of 
the Aptina

TM
 MT9M021 sensor. The leakage of the S/H stage 

“simulates” the control method proposed in Section 2, 
assuming that τ1, τ2 represents exposure time and read-out time, 

respectively. As a result, the qualitative characteristics of the 
secondary blurred image which will be superimposed on the 
initial sharp image, depends on the read-out time (Treadout). 
Read-out time can be calculated as follows in (7) 

         
 

       
             

 
(7) 

where fpixclk denotes the readout frequency. Equation (7) 
implies that the readout time of a detected object depends on its 
vertical position on the image plane. As a result, (6) can be 
rewritten into the following form 

  
 

        
 

 
(8) 

IV. EXPERIMENTAL RESULTS 

This section presents some proof-of-concept measurement 
results, based on the proposed method. To verify the results, 
the knowledge of the “ground truth” is essential, therefore we 
applied an inertial measurement unit to gather GPS and 

 

Figure 4. Transistor scheme of a common global shutter pixel 

 
2. Figure 

 

Figure 5. Global shutter efficiency for an AptinaTM 3rd generation 3.75µm 
pixel [7] 

 
Figure 6. Image capturing system: four cameras are placed inside an 

aluminum holder frame. The camera on top of the frame belongs to the FPV 
(First Person View) system 
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Figure 7. Relevant part of the image taken with the applied camera, and the associated IMU measurement graph 

acceleration data for the verification. 

The used camera and image acquisition system was 
designed for a UAV’s onboard collision warning system (Fig. 
6.), as described in [10, 11], which seemed to be an appropriate 
choice for this application. The device applies a 1.2 Megapixel 
camera with Aptina MT9M021 sensor chip. 

The measurement of the geometry (c, γ in Fig. 3.) of the 
selected experiment location was done. Fig. 7 shows the result 
of a specific measurement situation, with a selected frame and 
the appropriate IMU measurement highlighted (approx. 
52km/h). After applying the image processing method and the 
speed calculation formula, the speed estimation is 51.3km/h, 
which means 1.36% error compared to the IMU measurement, 
which is comparable with the IMU measurement error. 

Another uncertainty of the proposed method is in 
connection with the image processing component. Detection of 
both ends of the light beam is required for the method. The 
endpoint causes no difficulties, but the identification of the 
light source has some pixel uncertainty. To overcome this 
problem, a slightly improved exposure control scheme is 
proposed. With the modification of the shutter cycle, inserting 
one extra (short) close state after the primary exposure: [open, 
short-close, semi-open, close], one can achieve an image, 
where the light beam stripe is separated from the saturated 
areas of the light source, which simplifies the measurement of 
its length. On the other hand this method would require a 
sensor architecture with a true controllable shutter. 

V. CONCLUSIONS 

A new optical based speed estimation method was 
developed, capable of measuring speed of specified objects. 
The measurement results are encouraging, because the 
published intra-frame speed measurement solution [3] reached 
2% accuracy and generated blurred image of the moving object 
(license plate unreadable in that case), while our first 
experiment generated higher accuracy and better image quality 
(license plate is clearly readable). 
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Abstract—This paper presents the design concept and method
of a biomotivated control design for a novel biomimetic hand
test bed. The article focuses on the under standing of how is the
interconnection and coupling in the forearm in a static state and
during a dynamic actuation both as mechanically and electrically.
A brief description of the system model and the control model
is included and the target hard wear where the model will be
used.

I. INTRODUCTION

The main objective of our study was to get to understand
the nature of movement, the kinematic analysis and muscle-
skeletal model of the fingers and thei additional systems. At
the moment we have designed a finger test bed[1] which has
all the required parts to implement an accurate actuation which
is derived from the human motor control systems. This article
discuss the low level representation of movement control based
on the coupling between the muscles both mechanically and
electrically.

In the II. section the Biological motivation is presented
based on the anatomy, in the III. section the dynamic model
of the index finger is showen, the IV. section discuss and
explains the coupled closed control-loop of the test bed, in
the V. section the test bed prototype is shown and in the
VI. section the conclusions and future works are described.

II. BIOLOGICAL MOTIVATION

Motivated by the human anatomy the control design is based
on the physical structure of the forearm. The longitudinal view
and cross-section of the muscles and force-delivering tendons
of the forarm are shown in Fig. 1

The coupling between the muscles of the forearm is in two
ways a simpler mechanical and an bioelectric way. We can see
that the muscles are tightly placed and adhered to each other.
During muscle contraction the main actuated muscle pulls the
neighboring tissue with it and this realizes contraction in them
too.

The bioelectric connection is the crosstalk between the
muscles, cosed by the action potential during the stimulation.
At the moment we do not deal with the electric coupling, but
we focus on the mechanical.

III. SYSTEM MODEL

The first and intuitive way is to mechanically achieve the
connection in the test bed but the main problem is that with
mechanical coupling the system would increase its uncon-
trolled degree of freedoms (DOF) or make it more complex

(a) Longitudinal (b) Cross section

Fig. 1: The human forearm and its muscles.[2]

just like we experienced in our previous study [1] . If the
coupling is implemented with metal strand it is required
firming them but when they are connected on the same pulley
it is hard to achieve that.

The algorithmic implementation of the coupling could be
realized in the high or the low level control. The high
level representation in our research is an abstraction of the
actuation.Thus the coupling can not prevail so accurate at this
level. Unless separate actuation of the fingers is the task but
these could also been represented as an abstraction.

The low level control without the coupling would be limited
only on one joint representation, so this kind of implementa-
tion can achieve an affined behavior to reflexes. The coupling
is present between the actuators (muscles) of the same finger
and in a weaker level between the muscles of neighboring
fingers.

The kinematic representation of the index finger is shown in
Fig. 2 where ϕi is the actual motor angle , ϕ′i is the calculated
joint angle , τi is the measured motor torque, τ ′i is the joint
torque calculated on the CoM of the phalanges and β is the
angle range of the figer joints which is 130◦.

N. SÁRKÁNY, “A Biomimetic hand test bed control design” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of Information
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The Numbering used for all variables associated with the
joint and their actuator is as follow for every finger: 1 is for
MCP(metacarpophalangeal joint), 2 PIP(proximal interpha-
langeal joints), 3 DIP(distal interphalangeal joints).

Fig. 2: The Kinematic model of a three-link open-chain finger
and the base layout of the test bed.

For the torque driven motion of a three-link open-chain
model the equations (1) were derived using a standard La-
grangian formulation [3], [4].

τ(t) =M(ϕ(t))ϕ̈(t) + C(ϕ(t), ϕ̇(t))ϕ̈(t)

+N(ϕ(t)) + τd = KτI(t) (1)

In the equation (1) M(ϕ(t)) is the given phalanges 3X3
inertia matrix such that the total rotational kinetic energy of the
system can be calculated as shown in equtaion (2) where ω is
the angular velocity and M is moment of inertia by extension
to a 3D coordinate system the equatiuon change as follows (3)
.

Er =
1

2
Mω2 (2)

Er =
1

2
ϕ̇TM(ϕ)ϕ̇ (3)

C(ϕ(t), ϕ̇(t)) is a 3X3 matrix that contains centrifugal and
Coriolis contributions to joint torques that can be calculated
shown in equation (4).

Cij(ϕ, ϕ̇) =
1

2

3∑

k=1

(
∂Mij

∂ϕk
+
∂Mki

∂ϕj
− ∂Mjk

∂ϕi
)ϕ̇k (4)

N(ϕ(t)) is a 3X1 vector of joint torque generated by grav-
ity and τd is the disturbance. We represented the mathematical
terms that describes the physical effects that occurs at the
finger phalanges.

Based on the explained equations above we put together a
Matlab Simulink model shown in Fig. 3 using the Simscap
library. This way, in Matlab we could build the whole model
of the system using physical connections. Thus the structure
of the model is similar to the system we are developing as
well.

Fig. 3: Matlab Simulink simulation.

IV. CONTROL MODEL

The concept mentioned in section II is the bases for the
control model which is implemented.

Fig. 4 shows the basic control design for our system which
is a slightly modified direct torque based PID control. The
coupling appears at the out put of the PID which is the current
input of our motor. At the moment the coupling is represented
with a scalar taken from our previous study [1] showen in
equation (5) and (6).

Fig. 4: The basic closed-loop control model for one joint
actuation.

ϕi,DIP =
2

3
ϕi,PIP (5)

ϕi,MCP =
4

3
ϕi,PIP (6)

In Fig. 5 we can see the main concept of the coupling
between the fingers and their phalanges. In our actuation
model the grasping is a fully controlled process where the
DIP joint starts the actuation and it has the maximum rate
of applied force. In principle we think that if we only direct
control the corresponding motor for the DIP it would pull all
the others too.

V. HARDWARE PROTOTYPE

The finger test bed is designed by reproducing, as close as
possible to the size and kinematics of the human finger. Fig. 6
shows the prototype of the biomimetic finger.

In our first prototype to achieve human-like motion we
had implemented mechanical constraints but it showed that
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Fig. 5: The representation of the coupling between the fingers
and their phalanges.

Fig. 6: The biomimetic finger testbed prototype.

this kind of coupling between the finger joints achieve not
so human-like motion thats why we decided to implement a
different kind of coupling which is able to provide a more
dynamic motion and response to the environment.

VI. CONCLUSION & FUTURE WORK

We have shown a control design for a biomimetic test bed
that could achieve a human-like motion. Now that we have an
initial model the next step is to bring the test bed and the model
together on the same platform. There are other really important
aspects that we have to examine at the moment one of them is
the above mentioned high level abstract control based on the
functional, biological structure of the cerebellum.
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Abstract – During lower limb rehabilitation, it is often 

necessary to perform exercises at a constant speed on an 

ergometer for predefined periods of time. Due to the geometry 

of the limb and neural properties, the ability to perform these 

tasks at a constant speed varies with each subject. In this 

report, a research about the relations of femoral sEMG and 

kinematics with respect to two speed and three resistance 

conditions is presented with a statistical perspective. 15 able 

bodied subjects (age 24 ± 4 years) participated in this research. 

The sEMG of vastus lateralis, rectus femoris, vastus medialis 

and biceps femoris on the left leg was measured along with 

kinematics for each subject. For each measurement, it was 

possible to extract kinematic and sEMG data for consecutive 

complete revolutions of the ergometer crank. These results 

indicate that there is no significant correlation between 

different properties of the sEMG associated with each 

complete revolution, however if resistance or speed is 

increased, sEMG amplitude averages increase and flexor-

extensor muscle co-contraction ranges decrease. 

 

Keywords – surface EMG, kinematics, biomechanics 

 

I. INTRODUCTION 

 

ehabilitation of the lower limb after spinal cord injury 

or stroke is critical if one wishes to avoid deterioration 

of the limb and keep their quality of life. A common 

method for achieving this is performing cycling tasks on an 

ergometer with variable power output. 

These types of exercises are commonly used to study 

relationships between sEMG, kinematics and muscle forces 

[1-5] which reflected on many details of human motion 

during cycling. 

However, when a subject is asked to pedal at a constant 

speed, it is very difficult to keep that speed even if feedback 

is available (e.g. via ergometer display). Therefore, the time 

needed to complete each 360 degree revolution, temporal 

stability varies. At present, the author has no information on 

any study related to the temporal stability of cycling on an 

ergometer. 

II. METHODS 

 

15 able bodied subjects (age 24 ± 4 years) voluntarily 

participated in the research. They were asked to do 20 

second cycling exercises at two speeds (45 and 60 rpm) and 

three resistance levels (designated levels 1, 5 and 9) on a 

SciFit ISO7000R ergometer, resulting in 6 RCs which were 

performed in a random order for each subject. The 

corresponding torques were 2,55 Nm, 9,55 Nm and 22,30 

Nm at 45 rpm and 2,55 Nm, 15,92 Nm, 34,24 Nm at 60 

rpm. Therefore total of 90 measurements were made. 

 

 

Fig.  1. The complete experimental setup on a subject 

A. sEMG measurements 

 

Surface EMG electrodes were placed on the left leg, on 

vastus lateralis (VL), rectus femoris (RF), vastus medialis 

(VM) and biceps femoris (BF). The four channels were 

recorded simultaneously by a Zebris CMS-HS system (Isny, 

Germany) and processed on a PC by NI LabVIEW (Austin, 

Texas) software. 

 

The overall measurement bandwith of the Zebris CMS-

HS is 1 kHz of which 900 Hz was allocated to sEMG 

measurement. Because sEMG signals, as described in [6] 

are exposed to a number of different artifacts during 

measurement (such as cortical, cardiovascular effects and 

50 Hz power supply), raw signals were filtered with a 

fourth-order Butterworth filter, between 4-48 Hz and 52-

250 Hz to obtain relevant amplitudes. A 40 sample window 

RMS filter was then applied to extract the envelope of the 

sEMG signal of each channel. 

 

For the previously mentioned 90 measurements, there 

were 7 kinematic and 4 sEMG signals, totalling 990 data 

sets containing approximately 20.000 data points each.  
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B. Kinematic data measurement and processing 

 

Zebris ultrasonic kinematic markers were placed on 7 

positions on the subjects and the ergometer. The first 

marker was specially fitted to the pedal axle of the 

ergometer crank so that it would provide crank angle 

measurements. 

 

 

 

 

 

Marker 2 was positioned on the ankle, marker 3 on the 

fibula head, marker 4 on the epicondilus, marker 5 on the 

tuberculum maior and markers 6 and 7 were placed on the 

ergometer as a horizontal reference. The 7 markers each 

transmitted their (x, y, z) coordinates at 100 Hz. 

 

The measured kinematic data initially contained 

measurement errors and missing data represented by NaN 

data. These were filtered out using linear interpolation. 

Afterwards, since kinematics were measured at 100 Hz and 

sEMG at 900 Hz, there was no way to assign one kinematic 

measurement to each sEMG data point. Therefore a linear 

interpolation was applied on all kinematic data which 

resulted in the same number of kinematic measurement 

points as sEMG measurements. 

 

 
 

 

 

 

 

C. Complete revolutions of the crank 

 

Using data from marker 1 it is possbile to extract the 

exact crank angles compared to the top dead center using 

the law of cosines.  
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where α is the crank angle, a is the crank vector from the 

center of rotation to the top dead center, b is the  vector 

from the center of rotation to the current crank position, 

Pc(x) is the x coordinate of the center of rotation and P(x) is 

the x coordinate of the current crank position. 

The resulting crank angle-time diagram allows for the 

calculation of start and end time instances for each complete 

revolution of the crank. Since the number of crank angle 

calculations match sEMG measurements, sEMG activity for 

every complete revolution or cycle for any subject can be 

extracted and 20 second measurements can be partitioned to 

yield individual cycles. These crank angle-sEMG graphs 

correspond to those found in [5]. 

The length of each cycling period was also extracted 

using crank angles. 

 

D. Coactivation of muscles 

 

A muscle is considered active if it's momentary 

amplitude is above the threshold function 

 

sEMGK   

 

where s is 0,35 if the muscle is VF, RF and VM, and 0,45 if 

the muscle BF. EMG  is the sEMG signal averaged over 10 

cycles. sEMG amplitude is a function of crank angle, 

therefore muscle activation ranges - size of the set of crank 

angle values at which the muscle is active - can be acquired. 

If two muscles are considered active at the same crank 

position, they are coactive. 

 

 
 

 

 

 

 

Fig.   4.  Coactivation ranges of muscles of a subject with 

respect to crank angle at high speed, high resistance 

 

 

 

 

 

 

 

 

Fig.  3.  Axes for kinematic measurements with the 

Zebris CMS-HS system. 

 

 

 

 

 

 

Fig.  2.  Coordinate system for the ergometer crank (c), 

positions of top dead (TDC) and bottom dead centers 

(BDC) and crank angle (α). 
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E. Statistical analysis of sEMG data 

 

Change in the sEMG amplitude levels when cycling 

against a greater resistance was calculated for each muscle 

at all six RCs. For each muscle of each participant, the 

average sEMG activity over 10 cycles was extracted. 

 

To determine coactivation ranges for each RC, the 

average activity of all muscles averaged over all subjects 

was calculated. Afterwards, the previously described 

activation treshold was applied to the averaged sEMG-s and 

coactivation ranges found. 

 

 

 

Correlation with cycle period length was examined for 

sEMG amplitude average (V1), maximum (V2) and 

minimum (V3) amplitude values, and the integral of sEMG 

considered from 0 mV (V4) and from minimum sEMG 

amplitude (V5). 

 

kjikji EMGV ,,,,,1   

)max( ,,,,,2 kjikji EMGV   

)min( ,,,,,3 kjikji EMGV   

 kjiji EMGV ,,,,4  

   )min( ,,,,,,5 kjikjiji EMGEMGV  

where EMG is the surface EMG signal for one muscle with 

respect to time, i is the subject,  j is the RC and k is the 

muscle identifier, i [1,15], j [1,6] , k [1,4].  

 

F. Timing error of subjects 

 

As mentioned in the introduction, it is very difficult for 

subjects to perform cycling tasks at a constant speed. The 

timing error of a cycling exercise is the difference (in 

milliseconds) between the time instant at which the crank 

should have returned to the TDC (if the subjects were 

capable of cycling at exactly 45 and 60 rpm, respectively) 

and the actual time instant at which the crank did return to 

the TDC. 

 

III. RESULTS 

 

There is a significant increase of sEMG amplitude 

levels at both speed conditions when going from medium to 

high resistance level. It is also important that the increase of 

sEMG amplitudes is non-linear with respect to speed, that is 

if the resistance is increased by the same level, sEMG 

amplitudes increase at a higher rate if speed is higher as 

well. 

 

 

 
Fig.  5. Average sEMG amplitude of 10 cycles averaged over  all 

participants. A * marks a significant difference. 

 

The coactivation range for flexor-extensor muscle pairs 

(BF-VM, BF-VL, BF-RF, BF-VM-VL) decreases when 

increasing resistance from low to medium level. This 

decrease is lower however, when further increasing 

resistance from medium to high level. 

 
Fig.  6. Coactivation range sizes (in degrees) of flexor-extensor 

muscle pairs. The ranges decrease when going from low to 

medium resistance but the decrease is less when going from 
medium to high resistance. 

 

Points of coactivation with respect to crank angle was 

also measured for all conditions. While most flexor-

extensor muscle pairs are active around the TDC, there is 

BF-RF coactivity after the crank passed the BDC. 
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Fig.  7. Coactivation range starts and sizes with respect to crank 

angle. Most coactivation is around the TDC. 
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The timing error of every subject through a 10 second 

period was calculated for each RC. From these, the 

difference between the lowest and the highest timing error 

for each consecutive cycling period was also computed. 

This timing error difference monotonically increases 

throughout the 10 second period. 

 

At low resistance, subjects cycled faster as well as 

slower than the desired speed producing a timing error 

difference at 10 seconds of 1240 ms at 45 rpm and 810 ms 

at 60 rpm, however when resistance was increased from low 

to medium, all subjects cycled faster, producing timing 

errors up to 580 ms at 45 rpm and 690 ms at 60 rpm.  

 

Timing error difference further decreased when going 

from medium to high resistance but at a much lower rate, 

460 ms at 45 rpm and 640 ms at 60 rpm. The high decrease 

between low and medium resistance and the low decrease 

between medium and high resistance is similar to the 

decrease of coactivation ranges. 

 

 

Fig.  8. Individual (gray) and average (black) timing errors of subjects at 

different RCs. Note that when resistance is not low, almost all subjects 

cycle faster than the desired speed. 

 

Correlation between different qualities of the sEMG 

signals (V1-V5) and the time required to perform one cycle 

was insufficient. The highest degree of correlation, 0.5655 

was calculated for V5 biceps femoris averaged over all 

subjects and all 6 conditions. All other degrees of 

correlation for all muscles at all conditions were less than 

0.5, meaning there is no considerable correlation between 

the sEMG signals per cycle and the actual time needed to 

finish the corresponding cycle. 

 

IV. DISCUSSION 

 

Results of this report suggest that when resistance at a 

constant speed is increased, power output of the lower limb 

is increased by reducing the coactivation range of flexor-

extensor muscle pairs. A change in speed results only in the 

increase of sEMG amplitudes. 

Improvement of these strategies of neural adaptation 

may be important in rehabilitating subjects with stroke or 

spinal cord injury. Step 1 of the therapy should involve 

increasing resistance at a lower speed to re-establish control 

of coactivation of flexor-extensor muscle pairs. Afterwards, 

increase in speed may help in producing higher EMG 

values. 

When someone needs to be trained with an exercise that 

needs constant cycling speed, it is helpful if there is a small 

resistance to work against. A further increase in resistance 

will not improve timing considerably but will cause an 

earlier fatigue. 

In the case of constant speed cycling exercises, small 

increases or decreases of consecutive cycles (and therefore, 

timing errors) appear to have no effect on the characteristics 

of the sEMG signals of the measuresd muscles. 
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Multi-view light-sheet microscopy is one of the best
tools to investigate early embryonic development due to its inher-
ent optical sectioning, fast imaging speed and low phototoxicity.
Evaluating the data however is an extremely challenging step,
although just as crucial as the imaging itself. During each
experiment multiple 3D datasets are generated which have to
be further processed (fused) before any evaluation step. This can
severely affect the effectiveness of the workflow.

Here we present a fast, GPU based image fusion method for
opposing camera views which can be performed live, directly
on the microscope. Instead of the previously described 3D reg-
istration methods, this implementation directly fuses the camera
images before saving it in the 3D stack. Although this gives a
strict constraint for the precision of the microscope alignment,
the benefits are well worth it.

This kind of direct fusion gives several benefits. First, the
time consuming 3D fusion can be omitted, and the data can be
directly used for manual or automatic evaluation without any
further preprocessing steps. Second, since the original views are
not needed, necessary storage space is also reduced by half.

We implemented the direct fusion method in a massively
parallel way in the CUDA environment, along with further image
preprocessing steps. These were then integrated in our existing
LabVIEW-based microscope software, and successfully used to
image fluorescent beads and fluorescently labeled Drosophila
melanogaster embryos.

Keywords—light-sheet microscopy; image preprocessing; GPU
computing; affine transformation; Drosophila melanogaster

I. INTRODUCTION

Imaging embryonic development over large spatial and tem-
poral scales have always been a great desire for developmental
biologists, and a great challenge for optics developers. Single-
Plane Illumination Microscopy [1] provides a convenient and
effective way to image such processes [2], utilizing dedicated
optics for illumination which generates a light-sheet in the fo-
cal plane of the detection objective, thus providing true optical
sectioning. This illumination scheme allows for fast imaging
times while keeping laser exposure and thus phototoxicity to
the smallest possible level [3].

Depending on the optical realization, single plane illumi-
nation microscopy is well suited for a variety of samples
spanning a large scale from micrometers to even centimeters.
It has been applied to image the neuronal network in whole
mouse brain [4], to reconstruct the early devlopment in ze-
brafish embryos [5], and Drosophila melanogaster embryos
[6], [7]

Because light-sheet microscopy uses a simple wide-field
detection scheme, it is also possible to combine it with other
imaging techniques that further improve image quality, such
as structured illumination [8], Bessel beams [9], 2-photon
excitation [10], and the combination of these [11].

In 2014 light-sheet microscopy was selected as Method of
the Year by Nature Methods [12] which shows its enormous
influence on developmental biology and also on microscope
development.

Despite the advantages, imaging optically opaque samples,
such as the Drosophila m. embryo can be still challenging
due to scattering effect inside the tissue, and refractive index
mismatches from the mounting medium. A straightforward
way to improve image quality for such samples is to record
multiple views from different directions, and later stitch these
views to create a single, high quality stack. This can be easily
achieved by rotating the sample, however this can be already
to slow for certain processes.

The recently introduced Multi-View Single-Plane Illumina-
tion Microscope [6], which was developed in our lab, together
with the Simultaneous Multiview Light-sheet Microscopy [7]
provide an elegant solution for multi-view imaging. These
setups utilize two illumination and two detection objectives, to
give altogether four different combinations of illumination and
detection, i.e. four different views. Although this is enough to
fully visualize an opaque sample, several image preprocessing
steps are necessary before any evaluation can be performed to
combine the four stacks to a single, high quality 3D image.

By combining scanned light-sheet [5] witch confocal slit
detection on the camera chip [13], it is possible to exclude
out of focus, scattered illumination light. This way it’s already
possible to illuminate simultaneously, which leaves us with
only two views, the views of the two opposing cameras.

II. MULTI-VIEW IMAGE FUSION

To perform image fusion of opposing cameras, first image
registration is necessary: the coordinate systems of both views
have to be properly overlapped. Ideally a single mirroring
transformation would be enough to superpose the two camera
images, however in practice the microscope can never be
aligned with such precision. Other types of transformations are
also necessary: translation to account for offsets in the field
of view; scaling in case of slightly different magnifications;
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Fig. 1. Multi-view fusion methods for light-sheet microscopy. a) Full 3D
stacks are acquired from the opposing views (yellow and blue), which are
then registered in 3D space using previously acquired affine transformation
parameters. Registered stacks are then weighted averaged to create the final
fused stack (green). b) Images from opposing views are directly fused plane by
plane. Registration takes place in 2D space thus reducing computational effort
and memory requirements. The registered planes are then weighted averaged
to create the final fused image.

and also shearing if the detection plane is not perfectly
perpendicular to the sample movement direction. To combine
all of these effects, a full 3D affine transformation is necessary
to properly align the two camera images (Fig. 1 a). This
transformation can be represented by a matrix multiplication
with 12 different parameters:
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1
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

where x, y, z are the coordinates of the original 3D image,
and a, b, c, d, e, f, g, h, i, j, k, l are the affine transformation
parameters.

These parameters are traditionally acquired by imaging fluo-
rescent beads suspended in a gel cylinder. The bead recordings
are segmented, matching beads are automatically detected in
each camera view, and using the RANSAC method the affine
transformation parameters are determined. For two opposing
views these parameters are only dependent on the optical setup
itself, and not the sample or the experiment. Because of this,
it is sufficient to determine the transformation parameters only
after modifying/realigning the microscope.

This method of fusion however is quite cumbersome for the
average user. The raw data is made up of two stacks, each of
which only has one half with high contrast To evaluate the
experiment, the user either has to look at both recordings, or
wait for the offline fusion to complete, and examine the result.

It would be much more practical to already fuse the oppos-

ing views before displaying or saving the image. Since the two
cameras ideally image the same z plane, it should be possible
to reduce the alignment problem to a 2D affine transformation:
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If this is possible, then fusion can be carried out separately
for each image plane (Fig. 1 b), which would greatly facilitate
live image fusion. The requirements for this are the following:

|cz| < σxy ∀z (1)
|gz| < σxy ∀z (2)

|ix+ jy + (k − 1)z + l| < σz ∀x, y, z (3)

where σxy is the lateral resolution, and σz is the axial
resolution of the microscope:

σxy =
0.61 · λ
NA

=
0.61 · 500 nm

1.1
= 277 nm

σz =
2 · n · λ
NA2

=
2 · 1.33 · 500 nm

1.12
= 1099 nm

If these conditions hold (i.e. the microscope is properly
aligned), then direct plane by plane fusion will not result in
any loss of information compared to the full 3D image fusion.

III. IMAGE PREPROCESSING PIPELINE

To perform the image fusion step as fast as possible, thus
enabling it’s use for live imaging, we used CUDA (Compute
Unified Device Architecture) [14] to implement the algorithm
on a graphics card (NVIDIA, GTX 750). This architecture
offers a convenient way to harness the massively parallel
computing capabilities of the many streaming multiprocessors
residing on a GPU (graphics processing unit). Since each pro-
cessing step we require is pixel based, they can be inherently
parallelized to gain tremendous advantage in computing time.

To utilize the GPU for the image processing step, the images
first have to be transferred from the computer main memory to
the graphics card memory. Because of the limited bandwidth
of the PCIe 2.0 16x bus, this step is actually the bottleneck,
and not the computation itself. To optimize data transfer speed,
several techniques can be used.

First, one has to make sure that the space for the original
image data is allocated as paged-lock memory. This is possible
with cudaMallocHost. This function will make sure that
the memory space allocated on the host will be page-locked
i.e. it’s contents cannot be temporarily swapped to the pagefile
on the hard disk, and it is actually mapped to the physical
memory. Otherwise, with normal allocation functions this is
not guaranteed by the operating system, and the memory is
only mapped to the physical memory when it’s contents are
accessed, which heavily influence read/write speed.

Second, if the same operation is carried out for many images
(as in the case of our live fusion method), the data transfer for
the next image can already be carried out while the previous
image is being processed, thus masking at least one of the data
transfers between the main memory and the graphics card.
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Fig. 2. Image preprocessing pipeline. The pipeline comprises of two
parts: processing on CPU (white background) and processing on GPU (green
background). Images are first transferred from the CPU to the GPU, where the
preprocessing steps take place. These include background subtraction, affine
transformation, weighted averaging and optionally thumbnail generation and
image compression. After the preprocessing steps the image is transferred back
to the CPU, and saved on the hard drive, or streamed to a remote computer.
Data sizes after each preprocessing step are shown in the gray bands for
planes, stacks and time-lapses.

To maximize GPU utilization, and ultimately justify the
long data transfer times, in addition to the plane by plane
fusion (which is actually an affine transformation followed by
weighted average), we also implemented background subtrac-
tion, subsampling, LUT conversion from 16 bits to 8 bits, and
JPEG compression in our pipeline (Fig 2). All of these steps
either enhance image quality (such as background subtraction),
reduce data size (LUT conversion, subsampling, JPEG), or
both (fusion).

Since our microscope control software is implemented in

LabVIEW, all the functions in our pipeline were incorporated
in a dynamic linked library (DLL) which can be loaded
by LabVIEW to use the CUDA functions. Furthermore, to
facilitate the integration to existing software, we created a
LabVIEW library based on these CUDA functions, to provide
a consistent and easy to use interface for further development.

IV. RESULTS

The image preprocessing pipeline was tested our previously
described Multi-View Single Plane Illumination Microscope
(MuVi-SPIM)[6]. For the background subtraction we recorded
1500 dark images with each camera and averaged them, to
obtain the camera specific background images. Before image
acquisition these were uploaded to the GPU memory, and were
readily available for the pipeline.

After careful alignment of the microscope to meet the
previously discussed requirements (Eqs. (1) – (3)), we imaged
fluorescent beads in a gel suspension to obtain the affine trans-
formation parameters. After making sure that these parameters
indeed fulfill the previously set requirements, these were also
uploaded to the GPU memory for further use in our pipeline.

To validate our hypotheses, that 2D direct image fusion
is sufficient instead of the full 3D fusion, we image several
samples. First, we imaged the flourescent beads again, now
with the live fusion enabled, to make sure our registration
parameters are correct. Manual evaluation of the data revealed
that the fusion indeed worked, without any artifacts, for
example double beads which would indicate an imprecision
in alignment or in the transformation parameters.

We also applied the live fusion fo a real biological specimen,
namely Drosophila melanogaster embryos expressing H2Av-
mCherry histone marker. The embryos were imaged first
without direct fusion enabled, and immediately afterwards
with direct fusion enabled (Fig. 3). Image quality dependency
on the depth of the imaging plane is especially apparent in
single-view stacks. Planes closer to the camera give a sharp,
high contrast image, while planes further then the middle of
the embryo are severely degraded due to scattering.

Stacks obtained with the live fusion enabled show a con-
sistently high image quality throughout the entire stack, inde-
pendent of the depth. This allows us to keep only the already
fused data, thus effectively reducing the storage requirement
by half, and facilitating further data processing steps.

V. CONCLUSIONS

In this paper we showed the importance of multi-view
imaging in light-sheet microscopy, and the necessary steps to
perform the fusion of opposing camera views. We developed a
direct plane by plane fusion method which was implemented in
CUDA, and can be performed live, directly on the microscope.
This results in a single, high quality recording, which can
be directly used later for further processing or data evalu-
ation. We showed the viability of the method by imaging
fluorescent beads, and fluorescently labeled Drosophila m.
embryos, which showed superior image quality to both of
the original views. As a further consequence, data handling
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Fig. 3. GPU fused images of a Drosophila melanogaster embryo. Two stacks were taken in quick succession first without fusion, then with fusion enabled.
Fused images are shown in the middle of each subfigure, while the individual camera images are in the bottom insets. The top-left inset depicts the z-position
of the shown images. a) Image from closer to the left camera. b) Image from the center of the embryo. c) Image from closer to the right camera.

became easier, less storage is needed for further experiments,
and considerable time is spared by eliminating the need for
the 3D fusion step.

Despite the many advantages, further development is still
necessary. For several samples orthogonal views are desired,
or in some cases the optical setup is already designed with
orthogonal detection[15]. In these cases to properly fuse the
different directions, multi-view deconvolution is necessary
[16], [17] to gain maximum information from both views.
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Abstract—Decorrelation ultrasound is being increasingly used
to investigate long-term biological phenomena. In the current
work, ultrasound image sequences of mice who did not survive
anesthesia (in a separate investigation) were analyzed and post-
mortem tissue effects were observed via decorrelation calculation.
A method was developed to obtain a quantitative parameter
characterizing the rate of decorrelation. The results show that
ultrasound decorrelation imaging is an effective and promising
method of observing post-mortem tissue effects and point to
further studies elucidating the mechanism behind these effects.

Keywords-decorrelation; correlation; autocorrelation; post-
mortem; exponential curve fit; time constant; long-term; tissue
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I. INTRODUCTION

Decorrelation ultrasound (here after DECUS) is being in-
creasingly used to investigate long-term biological phenomena
such as response to therapy or slow blood perfusion in the
capillaries [1–3]. DECUS is useful for obtaining information
from dynamic changes (eg. characterizing changes in a time-
domain sequence of some data). For a temporal sequence of
ultrasound signals, it can provide important and quantitative
information about scatterer dynamics. As shown by Abbey
et al. [1], static, dynamic scatterers as well as noise can be
quantitatively separated via decorrelation.

A potential application of DECUS is the investigation of
postmortem effects in tissue. To our knowledge, the results
of such experiments have not yet been published in the
literature. Post-mortem tissue effects – such as post-mortem
blood movements, rigor mortis, or decomposition) occur over
the time-course of several minutes to hours (or even days),
thereby making conventional ultrasound Doppler techniques
unusable. The investigation of these effects is of potential
interest in forensics, such as in understanding the post-mortem
redistribution of various drugs [4].

II. BACKGROUND

As described by Abbey et al. [1], comparing images gener-
ated in the same spatial frame – but at different moments in
time – makes it possible to differentiate between components
of the imaged object, based on signal statistics.

Three basic components can be identified in the cumulative
signal correlation data (Figure 1). The correlation contribution
of static scatterers is constant. However, contribution of dy-
namic scatterers to the overall signal correlation is decaying
in time: it is assumed to show an exponential decay. The third
component is noise (arising from the way of data acquisition),
which is assumed to be totally uncorrelated in time, so that
its decorrelation component has the form of a Dirac delta
function.

Fig. 1. Components of the cumulative correlation signal. Modified from [1:
2254].

Measuring and examining the overall correlation signal
of images in time gives important information about the
components of the signal. The drop in the beginning of the
cumulative correlation function (the drop between the auto-
correlation value (1.0) of the first image and the correlation
value measured for – the first – two different images) accounts
mostly for the effect of noise. The limiting value of the
decaying function (ideally) represents the total contribution
of static scatterers to the overall (cumulative) signal (image)
correlation. The interval between the correlation contribution
level of static scatterers and the highest value of the cumulative
correlation signal, right after the drop referring to noise, shows
the contribution of dynamic scatterers. This interval makes
it possible to calculate the proportion of dynamic scatterers
versus static scatterers in the imaged region. By examining the
decaying function, temporal changes in the imaged object can
be characterized and quantitatively described by calculating a
time constant for the decay.
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As has been shown above, using statistical signal analysis,
dynamic processes can be analyzed quantitatively and impor-
tant information can be collected about static, dynamic and
noise components of the measurement signals.

III. MATERIALS AND METHODS

A. Data acquisition

Ultrasound (US) images of nude mice were collected under
anesthesia as part of a separate investigation into cancer
growth of xenografts implanted into their hind legs. Two
of the mice did not survive the anesthesia procedure and
ultrasound images were obtained post-mortem. To investigate
post-mortem changes to tissue, a sequence of ultrasound
images were collected at regular time intervals. The linear
array transducer was kept in a fixed location observing the
hind legs of the animal. An Analogic US research system (BK
Medical, Denmark) was connected to 5–12 MHz linear array.

In the current work, results are presented using two separate
sequences of ultrasound images, one from each of the mice.
One was a 53 minutes long sequence with 10.6 s time intervals.
The other sequence of images was collected in 36 hours
using a time interval of 5 minutes. Based on these two image
sequences, long-term tissue effects could be observed as well
as short-term changes – the latter with a higher temporal
resolution.

B. Decorrelation analysis

In order to get an insight into the dynamics of the imaged
tissues, decorrelation analysis was done separately for each
spatial location – for every image pixel in the ultrasound
image frame (see Fig. 2.a.). For each pixel, the autocorrelation
function of the temporal RF (radiofrequency) signal amplitude
changes was calculated for positive time lags (see Fig. 2.b.).
The initial parts of the autocorrelation functions fitted well
to an exponential decay. Therefore, to estimate the rate of
decorrelation, a time constant was calculated for each pixel
via exponential curve fitting (see Fig. 2.c.).

The method used for exponential curve fitting was based
on the mathematics of the gradient of exponential functions.
Namely, for an exponentially decaying function f (with am-
plitude A and time constant τ ):

f(t) = Ae−t/τ

the gradient of the function is:

f ′(t) = − 1
τAe

−t/τ = − 1
τ f(t)

Thus, the time constant of the function can be determined
using the following equation:

τ = − f(t)
f ′(t)

Given the estimated time constants τ for each spatial location
in the image frame, dynamic behavior of scatterers in different
spatial locations was visualized by creating a map of τ (using
the same image frame as for the acquisition of data – see Fig.
2.c.).

IV. RESULTS

A. Tissue changes on small time-scale (seconds – 1 hour)

In the case of the 53-minute-long acquisition (10.6 s tempo-
ral resolution), relatively short-term post-mortem tissue effects
were observed. One of these effects is post-mortem blood
movement which phenomenon is discussed in [4].

The map of time constants – calculated via exponential
curve fitting to the pixelwise temporal autocorrelation func-
tions (see Fig. 2.) – is shown in Fig. 3. The regions with
smaller time constants correspond to the more dynamically
changing regions observed in the original B-mode US image
flow (see Fig. 4. as an illustration and reference for Fig. 3.).

Fig. 3. Spatial map of time constants calculated from fitted exponential
curves. Warmer colors indicate smaller time constants – thus, a faster decay
in correlation. On the other hand, colder colors refer to slower decay (with
larger time constants) and indicate the places of (more) static scatterers. In
order to achieve a better resolution for smaller time constant values, a limit
of 1000 s is set for visualizable differences.

Fig. 4. A (typical) B-mode (brightness-mode) US image from the image
sequence (for reference).

In some well-defined regions – like the central ventral region
of the animal (region between −1–4 mm axially, 8–12 mm
laterally) – periodic changes were observed qualitatively in the
B-mode image sequence. Autocorrelation sequences showed a
relatively fast decay rate for these regions (characterized by
time constant values around 100 seconds) and also showed an
oscillatory component with a periodicity in the range of 10–15
minutes (see Fig. 5.). Since the abdominal aorta of the mouse
was located in the area mentioned above, the occurrence of this
oscillatory behavior (in the scale of ∼10 minutes) is presumed
to be related with post-mortem blood movements.

142



Fig. 2. Method for calculating the map of time constants via exponential curve fitting to autocorrelation functions of pixelwise temporal RF signal changes.
(a) Observing RF signal amplitude change in time (for a given pixel); (b) Calculation of autocorrelation functions (for positive time lags); (c) Spatial map of
time constants calculated from fitted exponential curves.

Fig. 5. Example of the results of decorrelation analysis for pixels region
of imaged in the central ventral the mouse. Initially, a nearly exponential
decay with a time constant of ∼100 seconds can be observed, followed by
oscillatory behavior with a periodicity in the range of 10–15 minutes.

B. Tissue changes on long time-scale (hours – days)

To investigate relatively long-term tissue effects, a 36-hours-
long post-mortem ultrasound image sequence was analyzed
with a temporal resolution of 5 minutes. Different phases of
post-mortem effects were observed in the temporal evolution
of raw ultrasound signals and time constants were calculated
for each (see Fig. 6.).

The ultrasound images did not show significant variation
for the first 13–19 hours following death. This predominantly
static period is in accordance with rigor mortis (being an im-
portant post-mortem effect describing long-term, static muscle
contraction following death, in absence of ATP molecules
which would allow actin–myosin complexes to disintegrate
[5]).

The generally static phase was followed by a period of
dynamical changes hypothesized to be related to decompo-
sition. Here, two phases could be clearly separated. Firstly,

Fig. 6. Long-term tissue effects.
(a) First B-mode image from the image sequence (made at the time of death);
(b) Final B-mode image from the image sequence (made 36 hours after death);
(c) A sequence of temporal RF signal amplitude changes showing typical
phases observed, together with calculated time constants for each phase,
separately.

relaxation of the corpse (after rigor mortis was ended) resulted
in relatively quick changes in RF signal amplitudes coming
from a given spatial point. A time constant of approximately
250 seconds was calculated for this phase, observed between
19 and 26 hours following death. From observation of the
B-mode image sequence, the rapid oscillatory changes in the
RF signal in this phase are assumed to arise from large-scale

143



global movement of the mouse as it relaxes following rigor
mortis, rather than any real oscillatory motion.

In the third phase, slower changes with a time constant of
∼4000 seconds were observed. These changes are hypothe-
sized to be due to advanced decomposition.

V. CONCLUSION

The results show that dynamic behavior of temporal changes
in tissue can be quantitatively characterized by decorrelation
analysis on US image sequence. Post-mortem image sequences
(exempt from artifacts caused by voluntary motion of the ani-
mal) were used to show that DECUS can serve as an effective
method of observing post-mortem tissue effects. Decorrela-
tion analysis method was developed providing a quantitative
parameter (time constant of the exponential curve fitted to the
initial decaying part of the autocorrelation sequence) for a
given spatial location (image pixel). Based on this method,
creating a map of these quantitative parameters has been
showed as a useful tool of visualizing relative dynamicity of
spatial locations in the frame of a temporal image sequence.

Short-term and long-term tissue effects were observed post-
mortem (using the above mentioned methods). However, fur-
ther studies are needed elucidating the mechanism behind
these effects as well as further improvements of the method-
ology (curve fitting algorithm, pixel-wise or global analysis,
possibilities for scatterer-tracking).

Moving towards applications, a method may be developed in
the future for classifying tissue changes based on decorrelation
analysis of an ultrasonic image sequence.
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Abstract—Experiments performed in recent years suggest that
quantum effects might play a crucial role in biological processes
such as in energy transfer taking place in photosynthetic com-
plexes. To study the latter phenomenon, I developed a quantum
mechanical model and implemented a simulator program using
Quantum Toolbox in Python (QuTiP). The simulator solves the
Lindblad master equation of a system consisting of N coupled
two-state atoms, defined by energy, coupling and dissipation
parameters, thereby it enables the investigation of excitation-
propagation between the atoms. This preliminary study presents
the constructed model and a simulation example illustrating the
capabilities of the simulator.

I. INTRODUCTION

Photosynthetic complexes are important examples of bio-
logical systems in which quantum processes are assumed to
be essential. [1], [2], [3] Compared to other phenomena ex-
plained by quantum models, energy transfer in photosynthetic
complexes can be examined experimentally in a relatively
direct manner using laser-based techniques, [4] such as two-
dimensional electronic spectroscopy. [5] These experiments
aim to scan the excitedness of the molecules to reveal how
the energy harvested by the antenna protein is delivered
by the photosynthetic complex to the reaction center with
almost 100% efficiency. [2] However, the interpretation of the
measurement data is usually not trivial.

In this paper, I present a simple quantum mechanical model
consisting of coupled two-state atoms, based on which I
implemented a simulator program using Quantum Toolbox in
Python (QuTiP) [6] enabling the investigation of the energy
transfer between the atoms with variable energy, coupling, and
dissipation parameters. The temporal dynamics of the system
is obtained by the numerical solution of the Lindblad equation.
The effect of the environment is taken into account as an
exponential decay from the excited to the ground state.

The construction of this article is the following: In Section
II, I shortly present the theoretical background. Sections III
and IV delineate the simulation model and a simulation ex-
ample, respectively. Finally, the paper closes with conclusions
in Section V.

II. CONCEPTS AND THEORETICAL BACKGROUND

One can describe the state of a pure, closed (i.e. non-
dissipative) quantum system with a state function ψ which

can be represented by a ket vector |ψ〉. The time-evolution of
the system is formulated by the time-dependent Schrödinger
equation:

i~
d

dt
|ψ(t)〉 = Ĥ(t) |ψ(t)〉 (1)

with the initial condition |ψ(t0)〉 = |ψ0〉 defining the initial
state. Ĥ(t) denotes the Hamiltonian, i.e. the total energy
operator of the system. The state of open (i.e. dissipative)
systems, however, is described by the density operator

ρ̂ =
∑

pi
n

|ψi〉 〈ψi| , (2)

where pn denotes the classical probability that the system is in
state |ψi〉. The time-evolution of the density operator is given
by the Liouville–von Neumann equation [6]:

dρ̂tot(t)

dt
= − i

~

[
Ĥtot(t), ρ̂tot(t)

]
(3)

with the initial condition %̂tot(t0) = %̂tot,0. In Eq. (3), the total
Hamiltonian Ĥtot is the sum of the Hamiltonian of the system,
the environment and the interaction:

Ĥtot = Ĥsys + Ĥenv + Ĥint. (4)

In general, we are interested in the evolution of the system
only, but not that of the environment; thus, it is reasonable to
introduce the reduced density operator [7]:

%̂ = Trenv [%̂tot] . (5)

Trenv denotes the trace with respect to the environment. The
time-evolution of the reduced density operator is formulated
by the Lindblad master equation [6], [7]:

dρ̂(t)

dt
= − i

~

[
Ĥ(t), ρ̂(t)

]
+
∑

n

[
Ĉnρ̂(t)Ĉ†n

−1

2
ρ̂(t)Ĉ†nĈn −

1

2
Ĉ†nĈnρ̂(t)

]
,

(6)

where Ĉn are the so called collapse operators expressing the
effect of the environment on the system.

The state vectors and the operators can be represented by
vectors and matrices, respectively, as I will present it in the
following section.
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III. SIMULATION MODEL

The goal of this study is to investigate how the energy
is transferred in a system composed of N coupled two-state
atoms. To do so, we have to give the description of (1) one
atom, (2) the coupling between the atoms, and (3) the effect
of the environment on the system.

The state of a two-state atom can be formulated as

|ϕ〉 = c1 |0〉+ c2 |1〉 , (7)

where c1 and c2 are complex amplitudes for which

|c1|2 + |c2|2 = 1, (8)

furthermore

|0〉 =

[
1
0

]
and |1〉 =

[
0
1

]
(9)

are the ground and excited state of the atom, respectively,
forming a basis for the two-dimensional Hilbert space H,
whose elements describe the state of the atom. The Hamil-
tonian of the atom is

Ĥ =

[
0 0
0 E

]
(10)

with E denoting the energy difference between the two states.
The state of the composite system built up from N two-state

atoms with state functions |ϕi〉 is

|ψ〉 = |ϕ1〉 ⊗ |ϕ2〉 ⊗ . . .⊗ |ϕN 〉 , (11)

which is an element of the 2N dimensional Hilbert space
Hcomp = H1⊗H2⊗. . .⊗HN . We use the Lindblad equation to
determine the evolution of the system; thus, Ĥenv is neglected.
The 2N × 2N dimensional Hamiltonian of the composite
system can be constructed as follows:

Ĥcomp =

N∑

i=1

EiÂ
†
i Âi+

+
N−1∑

i=1

N∑

j=i+1

Gij(Âi + Â†i )(Âj + Â†j), (12)

where the first sum contains the energies Ei of the atoms,
while the terms added up in the double sum express the
energies of the interaction of the i-th and j-th atoms [6], Gij

denoting the strength of the coupling. The collapse operator
Âi of the i-th atom is

Âi = X̂1 ⊗ X̂2 ⊗ . . .⊗ X̂N , (13)

where

X̂j =





[
0 1

0 0

]
if j = i,

[
1 0

0 1

]
if j 6= i,

(14)

i.e. X̂j is either the 2 × 2 unitary or the 2 × 2 annihilation
operator. The effect of the environment on the i-th atom is
expressed by the collapse operator

Ĉi =
√
κiÂi (15)

describing the exponential decay of the i-th atom from the
excited state to the ground state [6].

After defining the parameters describing the energies, cou-
plings and relaxations of the atoms, furthermore the initial
density operator and the collapse operators of the system, we
construct the Lindblad equation (Eq. 6) according to the above
formulae. To obtain the temporal dynamics of the system, the
Lindblad equation is solved numerically for time instants t0,
t1, . . ., tM being distributed equidistantly between t = 0 and
t = T with timestep ∆t. (Note that the numerical solver uses
~ = 1.) Having in our possession the density matrices ρ̂(ti),
we can determine the occupation probability of the excited
state of the j-th atom at time instant ti as

Pj,e(ti) = Tr
(
ρ̂(ti)Â

†
jÂj

)
(16)

[7], where Â†jÂj is the number operator of the given state.
The most elusive component of this model is the charac-

terization of the efficiency of the energy transfer. To keep
the computational complexity low, let us assume that the N-
th atom irreversibly transmits the energy being present in its
excited state as a quantum (or in other words, in one step) to
some target atom out of the modeled system. Since the total
initial energy of the system suffices only one such quantum,
the energy transmission can happen only once during the
simulation. The probability that the energy transmission takes
place during a timestep is the product of the probability that
the transmission has not happened yet, the probability that
the N-th atom is in the excited state at the moment, and a
coefficient k which characterizes the speed of the transmission.
We assume that the energy transmission is an exponential
process with time constant τ ; therefore, its probability can
be formulated as

f(t) = 1− exp(t/τ); (17)

thus, k = f(∆t). According to the above, the probability that
by the i-th time instant ti, the energy has arrived to the N-
th atom and has been transmitted to the outer target atom
can be formulated by the following, monotonically increasing
function:

Θ(ti) =





0 if i = 0,

Θ(ti−1)+

+ (1−Θ(ti−1))PN,e(ti)k if i > 0.

(18)

IV. SIMULATION EXAMPLE

Based on the model presented above, I implemented a sim-
ulator using Quantum Toolbox in Python (QuTiP), a Python-
based, open-source framework, which provides vector- and
matrix-based representation for states and operators, further-
more a numerical solver for the Lindblad master equation.
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Figure 1. The topography of atoms used in the presented simulations.
Couplings Gij are set to g if there is an arrow between the i-th and j-th,
and to 0 otherwise.

In this preliminary study, the parameters describing the
couplings and the relaxation processes were chosen arbitrarily,
therefore I pass over the units of the quantities. For the
simulations presented in this paper, I set the simulation length
T to 400, the timestep ∆t to 1, and the time constant τ of
the energy transmission by the N-th atom to 40. The modeled
system consisting of N = 6 atoms receives energy in the form
of excitation of the first atom. The first atom is, therefore,
initially in the excited state, while the others are in the ground
state, that is

|ψ(t = 0)〉 =

[
0
1

]
⊗
[
1
0

]
⊗ . . .⊗

[
1
0

]
. (19)

The atoms are chosen to be identical and thus resonant: they
have the same energy gap Ei = 1 between the ground and
excited states and the same dissipation rate κi = 0.01 for
i = 1, 2, . . . , 6. They are coupled to each other forming a
chain (Fig. 1):

Gij =

{
g if |i− j| = 1,

0 otherwise.
(20)

Figures 2(a), (b), and (c) show the temporal dynamics of
the systems with g = 0.02, 0.04, 0.08, respectively. As
the simulation starts, the excitation energy of the 1st atom
propagates towards the 2nd, then the 3rd atom, and so forth
(solid line curves). When the excitation reaches the 6th atom,
the expectation value of the energy transmitted to the outer
target atom (denoted by Θ, dashed line) rises steeply. However,
the energy begins soon to propagate back towards the 1st
atom, stopping the increase of Θ. In the meantime, the system
dissipates energy continuously, resulting in the exponential
decrease of the total energy (dotted line). Increasing the
coupling strength g, the excitation propagates faster along
the chain of atoms, therefore it outruns the dissipation. As
a consequence, more energy is transmitted towards the target.

V. CONCLUSION

I constructed a quantum mechanical model based on which
I implemented a simulation program in Python that enables
the investigation of energy transfer between coupled two-state
atoms. To illustrate the capabilities of the simulator, I showed
a simulation example.

In the following, I plan to set the model parameters to
physically relevant values in order to model real systems or
published experiments. In addition, the model can be devel-
oped using time-dependent operators and more sophisticated
approaches of the system–environment interaction.
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Figure 2. Time-evolution of the system. The curves with solid line delineate
the probabilities that the atoms are in the excited state. The dotted and the
dashed lines depict the total energy of the system and the energy transmitted
by the 6th atom towards the outer target atom, respectively.
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Abstract—We study coupled ferromagnetic layers, which could
facilitate low loss, sub 100 nm wavelength spin-wave propagation
and manipulation. One of the layers is a low-loss garnet film (such
as yttrium iron garnet (YIG)) that enables long-distance, coherent
spin-wave propagation. The other layer is made of metal-based
(Permalloy, Co, CoFe) magnetoelectronic structures that can be
used to generate, manipulate and detect the spin waves. Using
micromagnetic simulations we analyze the interactions between
the spin waves in the YIG and the metallic nanomagnet structures
and demonstrate the components of a scalable spin-wave based
signal processing device. We argue that such hybrid-metallic
ferromagnet structures can be the basis of potentially high-
performance, ultra low-power computing devices.

This paper is substantively identical to [1].

Keywords-spin wave; YIG; dispersion relation

I. INTRODUCTION

A holy grail of nanoelectronic research is to develop devices
and circuit technologies that could surpass CMOS technology
at least in certain figures of merit. Magnetoelectronic devices
are top contenders for the title of such ’beyond Moore’
technologies. Spin can enrich the functionality of electrical
circuits [2], but magnetization state [3], [4], or the spin-wave
amplitude and phase [5], [6], [7], [8] may entirely substitute
electrical charge as information carrier.

A unique strength of spin-wave based computing paradigms
is that they allow the realization of wave-based, non-Boolean
computing algorithms. For example, by using wave interfer-
ence as the elementary operation one can design massively
parallel signal processing algorithms and essentially re-invent
optical computing [9] on the nanoscale [10] [11] [12]. Spin-
waves can be used for on-chip communication [5], and if
needed, Boolean logic operations can be performed as well
[13]. The small wavelength of spin-waves (potentially λ < 10
nm) and their high frequency (potentially in the several 100
GHz range) enables fast, high-integration devices and also
CMOS-compatibility.

Spintronic devices (such as spin-torque oscillators (STOs),
magnetoresistive structures) are made from amorphous, metal-
lic ferromagnets (Permalloy, CoFe, etc.) that are conductors
and can be deposited and patterned with straightforward
technologies. It is also experimentally demonstrated that short-
wavelength spin waves can be generated in such ferromagnetic
thin films [14], which opens the way for spin-wave based
computing devices. Due to the large damping constant of

metallic ferromagnets, the typical spin wave decay length is
on the order of 2 µm [14], so only very small-scale spin-
wave devices could be built [15]. Strong damping also comes
with high thermal noise, which degrades signal integrity. Spin-
wave based computing blocks must be scalable beyond a
few micrometer size, since magneto-electrical interfaces and
/ or spin-wave amplifiers come with a large energy and area
footprint.

Unlike metallic ferromagnets, Yttrium Iron Garnet (YIG) is
an excellent medium for spin-wave propagation, having one
to three orders of magnitude smaller magnetic damping than
Permalloy [16]. But YIG is an insulator, it is challenging
to deposit high-quality YIG thin films and also challenging
to pattern YIG on the nanoscale. Spin-waves in YIG are
usually excited by RF antennas and it is very difficult to excite
short-wavelength, exchange-dominated waves this way [17].
Magnetostatic waves can be straightforwardly excited but they
typically have several micrometers or longer wavelength [18],
making them impractical for microelectronics applications. In
fact, most experimental studies on YIG-based devices deal
with long-wavelength magnetostatic waves in YIG, and it is
often taken for granted that the devices will be scalable all the
way down to the regime of exchange waves [8].

It remains a fundamental challenge for spin wave based de-
vices that no material is known that would simultaneously al-
low low-damping propagation of short-wavelength spin waves
and electrical generation/manipulation/detection of spin waves
in nanoscale magnetic structures. Our paper addresses this
problem by a magnetic bi-layer, which is built from Permalloy
nanostructures grown on top of a low-damping YIG film.

The operation of the proposed structure relies on exchange
and dipolar interactions between a continuous YIG film and
patterned Permalloy-based devices and layers on top of this
film. Spin waves created in the Permalloy layer can be injected
in the YIG film and the local stray field from nanomagnets on
top of the YIG film can alter the propagation of the spin waves
inside the YIG film. The YIG layer need not to be patterned
and is expected to remain a low damping propagation medium.

Similar bi-layers were studied for applications in bubble
memories [19] and very recently, spin-wave propagation in
these bilayers were characterized as well [20], [21]. To our
knowledge, no application areas for such bi-layers (apart from
the now obsolete bubble memories) were proposed.

Á. PAPP, “Hybrid YIG-ferromagnet structures for spin-wave devices” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of

Information Technology and Bionics, Pázmány Péter Catholic University – 2015. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University
ePress, 2015, pp 149– 152.

149



II. MICROMAGNETIC MODEL OF THE PERMALLOY-YIG
SYSTEM

We used the established OOMMF [22] code and determined
the behavior of spin waves by postprocessing time-domain
results.

For Permalloy we used values for saturation magnetization
MPy

s = 8.6 ·105 A/m, exchange stiffness APy
exch = 1.3 ·10−11

J/m and damping constant αPy = 0.008. For YIG we used
saturation magnetization MY IG

s = 1.6 · 105 A/m, exchange
constant AY IG

exch = 4·10−12 J/m and approximated the damping
constant αY IG = 0.001 [23]. We assumed K = 0 crystalline
anisotropy for both materials [23].

One of the most important parameters of our simulations
is the exchange parameter between the YIG and the permal-
loy layer, which characterized the strength of the ferromag-
netic interaction between the metal layers. Neglecting higher-
order interaction terms, the ferromagnetic interaction can be
described either by a J bilinear exchange constant or an
Ainterface interface exchange stiffness. There are surprisingly
few experimental works characterizing this interaction. Chun
et. al. [24] studied an Fe/YIG system, finding a high Ainterface,
typical of coupled metallic ferromagnetic layers. Youssef et.
al. [20] measured a similar system using FMR techniques [25]
[26], but the resulting exchange constant is much lower and
more similar to values found in exchange-coupled layers.

In our simulations we used the J = 1.8 · 10−4 J/m2 value
[20] as the lower bound for the interaction and we studied
spin-wave behavior for higher interaction strengths as well.

In order to study wave propagation (for the simulations of
Section III and VI) we created spin waves in the YIG film
by a high-frequency spin torque current. This is an artificial
way and serves only the purpose to study wave propagation;
we study realizable scenarios in Section IV. We also used a
relatively coarse numerical grid (∆x = ∆y = ∆z = 5 nm),
to avoid exceedingly long simulation times.

To set the magnetization direction in the film and keep it
from breaking to domains we applied a Bext = 0.9 T external
magnetic field in 87◦ out of plane. For the simulation we
define a linearly increasing damping coefficient in a 25 nm
region around the edges in order to realize absorbing boundary
conditions.

III. EXCHANGE-WAVE PROPAGATION IN A COUPLED
YIG-PERMALLOY BILAYER

The dispersion relation for exchange-dominated waves is
textbook material and for simplified geometries, analytical
solutions are available [18]. We numerically determined the
f(k) and H(k) functions for our geometry and the results
are shown in Figure 1. Note that the frequency ranges (few
tens GHz) and the wavelengths (λ < 100 nm) are both
highly compatible with potential micro and nanoelectronic
applications.

If a 5 nm thick Permalloy layer is placed on top of a 5 nm
YIG film, then the two layers interact via dipole and exchange
interactions. For the studied geometry, assuming the lowest
estimate for Ainterface, exchange interaction is dominant. Fig 2

a) b)

Fig. 1. Dispersion relation in a 5 nm thick YIG film. a) the frequency
- wavenumber relation. b) The external field - wavenumber relation. Wave-
lengths (λ = 2π/k) and frequencies are ideal for many nano/microelectronic
applications.

shows a pseudocolor plot of the dispersion relation for various
Ainterface values. The plot was generated by taking the spatial
Fourier transformation of the spin-wave amplitude in YIG, so
if multiple modes are present, their relative intensity is shown
as well.

a) b)

c) d)

e) f)

Fig. 2. Numerically calculated dispersion plots for a YIG-Py bilayer. a)
Stand-alone YIG film. b) Ainterface = 0 J/m c) Ainterface = 0.5 · 10−12

J/m d) Ainterface = 1 · 10−12 J/m e) Ainterface = 6 · 10−12 J/m f) Single
Permalloy film. The YIG mode shifts due to the interaction and an additional
Permalloy mode appears for stronger couplings.

For small interaction strengths, the dispersion curve shifts
to higher frequencies – qualitatively, this is a consequence of
the higher effective exchange stiffness that the YIG layer ex-
periences. A low-frequency node appears for higher coupling
strengths, which is a propagating exchange wave in Permalloy
– we verified this by running simulations for a stand-alone
Permalloy layer under the same conditions as Figs. 2a-e was
made and the f(k) curve is almost identical to the low-
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frequency mode of Figs. 2c-e. The Permalloy mode remains
weak even for stronger coupling strengths and it appears that
the damping of the YIG film is not significantly increased by
the Permalloy film on top.

At a given excitation frequency, the wavelength shift caused
by the Permalloy overlayer can be interpreted in such a way
that the Permalloy overlay changes the effective index of
refraction of the YIG film. In analogy to optical devices
one may potentially design lenses [12], phase shifters and
holograms for on-chip ’YIG optical devices’.

IV. SPIN-WAVE INJECTION STRUCTURES

Exchange waves in YIG could be created by very small-size
antennas [8] or nanoscale inhomogenities of a YIG film [27].
This is very challenging – and probably a primary reason be-
hind the lack of studies concerning exchange waves in YIG. In
ferromagnetic conductors, propagating exchange waves can be
straightforwardly created by spin-torue oscillators [14]. It may
be possible to use the exchange coupling mechanism between
the YIG layer and the Permalloy to inject short-wavelength
spin-waves into YIG. In order to study the feasibility of such
a device, we performed simulations on a spin-torque structure,
which is exchange-coupled to a YIG layer. A sketch of a highly
idealized arrangement is shown in Fig. 3.

Py

YIG

i
STO

polarizer

10 nm

5 nm

Fig. 3. Sketch of the proposed structure for spin wave injection to YIG.
The spin waves generated in the Py layer couple into and propagate in the
underlaying YIG film.

Magnetization oscillations are generated in the free layer
of the STO and via a short protrusion, they arrive to the
underlying YIG film. The simulations (in Fig 4) show that
the spin waves couple into the YIG and propagate there.

We used an AC current to drive the STO, so the free layer
frequency is injection locked to this frequency – this way one
can arbitrarily define the phase, frequency and driving current
of the STO. We neglected the Oersted field coming from the
leads of the STO.

The above-shown models are based on an idealized geome-
try – but they show that it is in principle possible to inject spin
waves from STO-based sources to YIG via coupling between
the two films. The size of the spin-wave generating structure
(d < 100 nm) matches the wavelength of exchange waves,
which may allow high-efficiency spin-wave injection into a
single propagating mode.

V. MAGNONIC CRYSTALS FROM BILAYERS

As an example for ’spin-wave optics‘ devices, we show how
a magnonic crystal-like structure can be constructed from the
proposed bilayers. Magnonic crystals are mostly made from

200 nm

Permalloy STOs

Fig. 4. Waves injected in a YIG film by a line of matching phase STOs. The
STOs are phase-locked and generate a coherent waveform, which is coupled
into the YIG layer.

metallic ferromagnets and are widely studied [28], but their
usefulness is severely limited by the high damping of the
metallic ferromagnet. Permalloy-YIG bilayer based devices
may solve this problem.

The simulation example of Fig. 5 shows spin-wave prop-
agation in a YIG film, with Permalloy stripes on top of
it. The Permalloy stripes periodically modulate the index of
refraction and act akin to a one-dimensional magnonic crystal.
Depending on the spacing of the stripes and the wavelength,
this periodic potential may reflect or transmit incoming spin
waves. The magnonic crystal is defined without patterning
the YIG film, circumventing technological challenges and
increased damping from rough edges.

VI. CONCLUSION

We have shown proof of principle simulations for
Permalloy-YIG bilayer devices. We argued that this device
unites the benefits of metal-based magnetoelectronic compo-
nents and low-damping YIG films and can have potential for
spin-wave based signal processing devices.

There are a number of ongoing efforts aiming to incorporate
YIG (or similar low damping materials) into spintronic devices
– spin Hall effect (SHE) is one promising way to do that [23].
Our work shows a complementary approach, which does not
require the use of new physics phenomena, rather, it relies on
the integration of known spintronic devices with YIG.

ACKNOWLEDGMENT

The authors are grateful to George Bourianoff (Intel Corp,
Austin, TX) and for Giovanni Carlotti (University of Perugia)
for motivating discussions. This work was partially supported
by the NSF/SRC grant ’Nanoelectronics Beyond 2020’ and by
a grant from Intel corporation.

REFERENCES

[1] A. Papp, W. Porod, and G. Csaba, “Hybrid yttrium iron garnet-
ferromagnet structures for spin-wave devices,” Journal of Applied
Physics, vol. 117, no. 17, p. 17E101, May 2015.

151



200 nm

Py YIGSTO

200 nm

Py YIGSTOa)

b)

1.5

1

0.5

0

-0.5

1

-1.5

1.5

1

0.5

0

-0.5

1

-1.5

M
X

x 1
0

4
M

X
x 1

0
4

Fig. 5. One dimension crystal made out of Py on top of YIG film. a) f
= 24 GHz b) f = 38 GHz. The position of the 30 nm spaced Permalloy
stripes is denoted by the yellow lines. Different frequencies/wavelength may
be completely transmitted or reflected by the crystal.

[2] S. Bader and S. Parkin, “Spintronics,” Annual Review of Condensed
Matter Physics, vol. 1, no. 1, pp. 71–88, Aug. 2010.

[3] A. Imre, “Majority Logic Gate for Magnetic Quantum-Dot Cellular
Automata,” Science, vol. 311, no. 5758, pp. 205–208, Jan. 2006.

[4] I. Eichwald, S. Breitkreutz, G. Ziemys, G. Csaba, W. Porod, and
M. Becherer, “Majority logic gate for 3d magnetic computing,” Nan-
otechnology, vol. 25, no. 33, p. 335202, Aug. 2014.

[5] A. Khitun and K. L. Wang, “Nano scale computational architectures
with Spin Wave Bus,” Superlattices and Microstructures, vol. 38, no. 3,
pp. 184–200, Sep. 2005.

[6] G. Csaba, M. Pufall, D. E. Nikonov, G. I. Bourianoff, A. Horvath,
T. Roska, and W. Porod, “Spin torque oscillator models for applications
in associative memories.” IEEE, Aug. 2012, pp. 1–2.

[7] G. Csaba and W. Porod, “Computational Study of Spin-Torque Oscillator
Interactions for Non-Boolean Computing Applications,” IEEE Transac-
tions on Magnetics, vol. 49, no. 7, pp. 4447–4451, Jul. 2013.

[8] A. V. Chumak, A. A. Serga, and B. Hillebrands, “Magnon transistor for
all-magnon data processing,” Nature Communications, vol. 5, p. 4700,
Aug. 2014.

[9] D. G. Feitelson, Optical computing: a survey for computer scientists.
MIT Press, 1988.

[10] A. Khitun, “Magnonic holographic devices for special type data pro-
cessing,” Journal of Applied Physics, vol. 113, no. 16, p. 164503, 2013.

[11] F. Gertz, A. Kozhevnikov, Y. Filimonov, and A. Khitun, “Magnonic
Holographic Memory,” IEEE Transactions on Magnetics, pp. 1–1, 2014.

[12] G. Csaba, A. Papp, and W. Porod, “Spin-wave based realization of
optical computing primitives,” Journal of Applied Physics, vol. 115,
no. 17, p. 17C741, May 2014.

[13] T. Schneider, A. A. Serga, B. Leven, B. Hillebrands, R. L. Stamps, and
M. P. Kostylev, “Realization of spin-wave logic gates,” Applied Physics
Letters, vol. 92, no. 2, p. 022505, 2008.

[14] M. Madami, S. Bonetti, G. Consolo, S. Tacchi, G. Carlotti, G. Gub-
biotti, F. B. Mancoff, M. A. Yar, and J. kerman, “Direct observation
of a propagating spin wave induced by spin-transfer torque,” Nature
Nanotechnology, vol. 6, no. 10, pp. 635–638, Aug. 2011.

[15] A. Khitun, D. E. Nikonov, M. Bao, K. Galatsis, and K. L. Wang,
“Efficiency of Spin-Wave Bus for Information Transmission,” IEEE
Transactions on Electron Devices, vol. 54, no. 12, pp. 3418–3421, 2007.

[16] A. A. Serga, A. V. Chumak, and B. Hillebrands, “YIG magnonics,”
Journal of Physics D: Applied Physics, vol. 43, no. 26, p. 264002, Jul.
2010.

[17] P. E. Zil’berman, A. G. Temiryazev, and M. P. Tikhomirova, “Short spin
waves of exchange nature in ferrite films: excitation, propagation, and
potential applications,” Physics-Uspekhi, vol. 38, no. 10, pp. 1173–1177,
Oct. 1995.

[18] A. G. Gurevich and G. A. Melkov, Magnetization oscillations and waves.
CRC press, 1996.

[19] R. Suzuki, M. Takahashi, T. Kobayashi, and Y. Sugita, “Planar domains
and domain wall structures of bubbles in Permalloycoated garnet films,”
Applied Physics Letters, vol. 26, no. 6, p. 342, 1975.

[20] J. Ben Youssef, V. Castel, N. Vukadinovic, and M. Labrune, “Spin-wave
resonances in exchange-coupled Permalloy/garnet bilayers,” Journal of
Applied Physics, vol. 108, no. 6, p. 063909, 2010.

[21] N. Vukadinovic, J. Ben Youssef, V. Castel, and M. Labrune, “Magne-
tization dynamics in interlayer exchange-coupled in-plane/out-of-plane
anisotropy bilayers,” Physical Review B, vol. 79, no. 18, May 2009.

[22] M. J. Donahue and D. G. Porter, OOMMF User’s Guide, Version
1.2a3. National Institute of Standards and Technology, Gaithersburg,
MD, 1999, interagency Report NISTIR 6376. [Online]. Available:
http://math.nist.gov/oommf/

[23] O. d’Allivy Kelly, A. Anane, R. Bernard, J. Ben Youssef, C. Hahn,
A. H. Molpeceres, C. Carretero, E. Jacquet, C. Deranlot, P. Bortolotti,
R. Lebourgeois, J.-C. Mage, G. de Loubens, O. Klein, V. Cros, and
A. Fert, “Inverse spin Hall effect in nanometer-thick yttrium iron
garnet/Pt system,” Applied Physics Letters, vol. 103, no. 8, p. 082408,
2013.

[24] Y. S. Chun, “Interlayer perpendicular domain coupling between thin Fe
films and garnet single-crystal underlayers,” Journal of Applied Physics,
vol. 95, no. 11, p. 6858, 2004.

[25] J. F. Cochran, B. Heinrich, and A. S. Arrott, “Ferromagnetic resonance
in a system composed of a ferromagnetic substrate and an exchange-
coupled thin ferromagnetic overlayer,” Physical Review B, vol. 34,
no. 11, pp. 7788–7801, Dec. 1986.

[26] S. Klingler, A. V. Chumak, T. Mewes, B. Khodadadi, C. Mewes,
C. Dubs, O. Surzhenko, B. Hillebrands, and A. Conca, “Measurements
of the exchange stiffness of YIG films using broadband ferromagnetic
resonance techniques,” Journal of Physics D: Applied Physics, vol. 48,
no. 1, p. 015001, Jan. 2015.

[27] A. G. Temiryazev, M. P. Tikhomirova, and P. E. Zilberman, “Exchange
spin waves in nonuniform yttrium iron garnet films,” Journal of Applied
Physics, vol. 76, no. 9, p. 5586, 1994.

[28] G. Gubbiotti, S. Tacchi, M. Madami, G. Carlotti, A. O. Adeyeye,
and M. Kostylev, “Brillouin light scattering studies of planar metallic
magnonic crystals,” Journal of Physics D: Applied Physics, vol. 43,
no. 26, p. 264003, Jul. 2010.

152



High efficiency two-photon glutamate uncaging by 

correction of spontaneous hydrolysis  

Dénes PÁLFI 

(Supervisor: Balázs RÓZSA) 

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics 

50/a Práter street, 1083 Budapest, Hungary 
palfi.denes@itk.ppke.hu 

Abstract— Two-photon uncaging has been widely used to 

mimic fast synaptic release of different neurotransmitters; to 

rapidly and focally release different inhibitors or analogues; or to 

reproduce complex spatial and temporal patterns of ongoing 

neuronal activity. However, the currently available caged 

materials are just at the limit of their usability and have several 

drawbacks. For example, caged neurotransmitters with an 

increased rate of photochemical release also suffer from high 

spontaneous hydrolysis rates. Here, using quantum chemical 

modeling we show the mechanisms of hydrolysis and two-photon 

activation, and synthesized more effective caged compounds. 

Moreover, using a multidisciplinary approach we have developed 

a new enzymatic elimination method with a broad application 

range in one- and two-photon uncaging experiments. This 

removes  neurotransmitters escaping from the caged materials 

during experiments. Therefore, the method allows the use of 

caged compounds with an increased rate of photochemical 

release. We demonstrate the efficiency of the method on novel 

caged glutamate compounds in neurophysiological experiments. 

One of these materials has more than 7.2 times higher 

photochemical release rate upon two-photon activation and has a 

smaller GABA-receptor blocking effect. 

Keywords- two-photon, uncaging, caged neurotransmitters, 

glutamate dehydrogenase, enzymatic elimination 

I.  INTRODUCTION 

Two-photon photochemical uncaging has revolutionized 

many areas of cell- and neurobiology because it allows rapid 

photochemical release of neurotransmitters in small volumes, 

thus it is capable of mimicking fast synaptic quantal release
1
. 

Glutamate is one of the major transmitters in the nervous 

system, and therefore several caged glutamate compounds have 

been developed
2,3

. They are generally used in neurophysiology 

experiments for investigating postsynaptic mechanisms and 

dendritic signal integration
4-6

. However, only 2(S)-2-amino-5-

(4-methoxy-7-nitro-2,3-dihydro-indol-1-yl)-5-oxo-pentanoic 

acid (MNI-Glu) has been used widely in two-photon 

experiments. This is due to the strict constraints for an 

appropriate caged compound, including efficient uncaging with 

high chemical yield, fast two-photon induced release, low 

spontaneous hydrolysis rate, and low side effects of the caged 

compound on different receptors
2
. 

It is possible to release glutamate from MNI-Glu in a few 

locations using two-photon laser scanning; however, high-

speed photochemical release of glutamate in multiple 3D 

locations would be required to reproduce fast physiological 

release during different synchronized brain activities (such as 

during sharp-waves or gamma oscillations). Novel 3D scanning 

technologies can provide the required spatially and temporally 

complex fast activation patterns
5-10

, but the rate of 

photochemical release, and the toxicity induced by the required 

high laser intensity, are both limiting factors. Fast 

photochemical release necessitates not only a highly efficient 

two-photon absorption cross-section (σ) but also high quantum 

yield (Φ) in the photochemical reaction of the caged 

compound. Unfortunately, the relationship between the 

chemical structure and quantum yield or absorption cross-

section has not been investigated yet. Furthermore, the required 

high Φ in the case of the vast majority of these compounds is 

accompanied by a more unstable chemical structure, rendering  

them more sensitive to spontaneous hydrolysis. Indeed, 

different levels of hydrolysis can be shown for most of the 

caged compounds at physiological pH and temperature 

values
11

: this can result, for example, in intensive precipitation 

of the caging compound, dendritic swelling, robust changes in 

electrophysiological properties, or toxicity
12

. For some caged 

materials, the presence of spontaneous hydrolysis is not so 

evident, but still the persistent release of neurotransmitters 

from the caged compounds can induce several ‘side effects’ on 

different receptors as the escaped neurotransmitters accumulate 

during the long measurement times characteristic of most 

physiological experiments. Here, we have shown that DNI-

Glu•TFA, in combination with enzymatic hydrolysis 

correction, is a faster and more effective caged compound than 

MNI-Glu•TFA. A further important criterion of a good caged 

glutamate candidate is the reduced GABA receptor effect
13

. 

II. SYNTESIS OF FOUR CHEMICAL COMPOUNDS 

In order to compensate for the spontaneous hydrolysis of 

materials with fast photochemical reactions, we aimed to 

understand the relationship between spontaneous hydrolysis, 

two-photon photochemical cross-section, two-photon spectrum, 

and chemical structure. Therefore, we synthesized four 

D. PÁLFI, “High efficiency two-photon glutamate uncaging by correction of spontaneous hydrolysis” in PhD Proceedings Annual Issues of

the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2015. G. Prószéky, P. Szolgay Eds.
Budapest: Pázmány University ePress, 2015, pp 153– 155.
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chemical analogues of MNI-Glu  and compared measured data 

with the predictions from the quantum chemical model.  

 The first compound, MNI-Glu trifluoroacetate (MNI-

Glu•TFA), was prepared by a well-known method, but we 

isolated the TFA salt without using chromatography and with a 

higher yield than previously reported. Previously reported 

methods for the production of 2(S)-2-amino-5-(4-methoxy-5,7-

dinitro-2,3-dihydro-indol-1-yl)-5-oxo-pentanoic acid claimed 

that this material is impractical for the day-to-day use because 

it’s synthesis is inefficient, the material precipitates rapidly, it’s 

quantum yield is not high enough, and two-photon uncaging of 

the solution of this material does not evoke any current from 

hippocampal neurons
14-16

. Therefore, for the production of 

2(S)-2-amino-5-(4-methoxy-5,7-dinitro-2,3-dihydro-indol-1-

yl)-5-oxo-pentanoic acid trifluoroacetate (DNI-Glu•TFA) we 

have developed a more efficient synthesis than the previously 

reported methods. One-step dinitration of 1H-Indole-1-

pentanoic acid, α-[[(1,1-dimethylethoxy)carbonyl]amino]-2,3-

dihydro-4-methoxy-δ-oxo-, 1,1-dimethylethyl ester in 

acetonitrile with nitronium tetrafluoroborate is possible, 

providing DNI-Glu•TFA with a better yield and higher purity, 

making it possible to yield DNI-Glu•TFA before it 

spontaneously hydrolyzes. Synthesis was also successful when 

glutamate was bound reversely to 7-nitro-indolene (MNI-

Ulg•TFA) or 5,7-nitro-indolene (DNI-Ulg•TFA). The reaction 

mechanism of the release of the glutamate from MNI-Glu•TFA 

and from DNI-Glu•TFA has been investigated by first principle 

molecular quantum mechanics using the DALTON 2.0 

quantum chemistry program. From the theoretical results we 

can expect that the photochemical cleavage leads to a several 

times faster, therefore more efficient or more productive, 

uncaging reaction for DNI derivates, which – together with the 

larger absorbance – results in a significant overall increase in 

quantum yield of the photochemical process. The 

photochemical pathways of MNI-Ulg•TFA and DNI-Ulg•TFA 

are almost identical and their energy values are also very close 

to their corresponding isomer pairs MNI-Glu•TFA and DNI-

Glu•TFA, respectively. The proximity of the triplet and singlet 

surfaces may suppose a faster de-excitation in molecules where 

the glutamate was bound reversely (MNI-Ulg•TFA, DNI-

Ulg•TFA) as compared to MNI-Glu•TFA and DNI-Glu•TFA, 

decreasing significantly the Φ value. The only drawback of 

DNI-Glu•TFA vs. MNI-Glu•TFA indicated by the quantum 

theory is the augmented ground state (non-photochemical) 

hydrolysis, which could expose aqueous tissue to an increasing 

glutamate concentration everywhere in the bath and sample. 

Therefore, we also used a second method to estimate the 

hydrolytic rate of DNI-Glu•TFA more accurately. The ratio of 

the hydrolytic rates of DNI-Glu•TFA vs. MNI-Glu•TFA can be 

estimated from the amidicity values (analogues to carbonylicity 

values) of MNI-Glu•TFA and DNI-Glu•TFA for their 

respective ground state. The amidicity values are 65.3% and 

54.5% respectively, and this 10.8% difference in amidicity 

(∆AM) corresponds to about a 29-fold increase in the rate 

constant of spontaneous hydrolysis.  

 

III. ENZYMATIC CORRECTION OF SPONTANEOUS 

HYDROLYSIS 

In order to avoid the numerous negative effects of 

spontaneous hydrolysis, and therefore allow the use of caged 

compounds with high Φ value, it was necessary to develop a 

selective method for glutamate elimination, which does not 

change the concentration of the caged compound and has no 

side effects on the tissue. Enzymes, being selective for their 

substrates and working in very low concentrations, seem an 

obvious choice. Two key processes are responsible for 

glutamate degradation, transamination and deamination. We 

chose glutamate dehydrogenase because its coenzyme, 

nicotinamide adenine dinucleotide phosphate (NADP
+
) is not 

metabolized by brain tissue
17

. In order to determinate the 

required enzyme and coenzyme levels, we first estimated the 

spontaneous hydrolysis rate of DNI-Glu•TFA by measuring the 

free glutamate concentration through the OPA/MPA (ortho-

phthaldialdehyde/3-mercaptopropionic acid) converted product 

with high-pressure liquid chromatography. The required 

elimination speed was estimated to be about 0.2 µM/min from 

these measurements.  Next we used Michaelis-Menten kinetics 

to calculate the required vmax in order to keep the ambient 

glutamate concentration below 1 µM. As one unit is defined as 

the amount of the enzyme that catalyzes the conversion of 1 

µM substrate per minute (at 25°C and at saturated coenzyme 

concentration), we added, in the first step, 200-520 units/l of 

glutamate dehydrogenase (corresponding to a 200-520 µM/min 

vmax rate) to the bath perfusion and applied NADP
+
 in a 

saturating concentration (200 µM as the Km for [NADP
+
] is in 

the range of <0.1 µM for different variants of the enzyme and 

reactions. The enzymatic reaction effectively decreased 

glutamate concentration and however, the efficiency of the 

method decreased with longer measurement times. Most of the 

laboratories where uncaging experiments are performed freeze 

and reuse solutions of caged materials and therefore need good 

glutamate elimination even in a longer time window. 

Moreover, the unit activity of glutamate dehydrogenase is 

defined for the reverse direction (for 2-oxoglutarate to 

glutamate conversion), and the speed of the forward reaction is 

estimated to be more than one order of magnitude smaller; 

therefore, we repeated our measurements using a 10-fold 

higher unit activity (2000-5200 units/l). The higher enzyme 

concentration improved the efficiency of glutamate 

elimination.   It is important to note that the rate of added 

glutamate elimination is approximately 6 orders of magnitude 

smaller than the rate of glutamate uptake in acute slices
18

; 

therefore, the enzymatic method cannot interfere with the 

glutamate uptake system in the small tissue volumes. In 

contrast, it effectively eliminates increased glutamate levels in 

the whole perfusion volume. As expected from the well-known 

specificity of enzymes, the enzymatic reaction was sufficiently 

selective because the enzyme did not decrease the 

concentration of the much larger caged compound. The 

stability of DNI-Glu•TFA in the presence of the enzymatic 

reaction was further validated in physiological measurements, 

since the amplitude of the uncaging-evoked responses did not 

change significantly during the experiments (Fig. 1). The use 
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of the enzymatic elimination method allows a more precise 

comparison of the overall photochemical yield of MNI-

Glu•TFA, DNI-Glu•TFA, MNI-Ulg•TFA, and DNI-Ulg•TFA, 

because the modulatory effect of the elevated ambient 

glutamate concentration is eliminated. During this comparison 

we activated the same temporally and spatially clustered 

patterns of inputs in CA1 neurons, and compared the somatic 

membrane potential and dendritic Ca
2+

 responses induced in 

the presence of DNI-Glu•TFA, MNI-Ulg•TFA, and DNI-

Ulg•TFA to the ones induced in the presence of MNI-

Glu•TFA, because MNI-Glu properties are well-documented in 

the literature
1, 14

. The same laser intensity which induced only 

small EPSPs and small dendritic Ca
2+

 responses (1.43 ± 0.15 

mV and 1.22 ± 0.11 ΔF/F, respectively) in the presence of 

MNI-Glu•TFA, elicited approximately 10-fold higher 

responses in the presence of DNI-Glu•TFA (15.22 ± 0.28 mV 

and 7.95 ± 0.25 ΔF/F, respectively). However, the dendritic 

and somatic membrane compartments can nonlinearly amplify 

high-amplitude EPSPs, therefore the overall photochemical 

yield cannot be determined at a single laser intensity. Thus we 

performed a series of uncaging measurements at increasing 

laser intensities; plotted the responses as a function of the 

second order of the laser intensity; and measured the increased 

photochemical yield as a relative x-axis shift of the responses 

in the presence of DNI-Glu•TFA and MNI-Glu•TFA by 

calculating the distance between the two point sets using 

unconstrained nonlinear optimization. The average distance 

between the two point sets revealed that the release of 

glutamate with the same rate from MNI-Glu•TFA requires 7.17 

± 0.84-fold higher two-photon excitation as compared to DNI-

Glu•TFA (p < 0.00001, n= 10), which corresponds to an 7.17 ± 

0.84 increase in two-photon photochemical yield (Fig. 2). This 

agrees well with the value predicted by quantum chemical 

modeling (10-fold increase). Next, we repeated these 

experiments by comparing the efficiency of the photochemical 

release of the reversely coupled compounds (MNI-Ulg•TFA 

and DNI-Ulg•TFA) relative to the release of MNI-Glu•TFA. 

Again, this agreed well with the quantum chemical modeling: 

uncaging responses were reduced to 51.07 ± 6.76 % (p < 0.001, 

n = 4) in the presence of MNI-Ulg•TFA and increased to 125.3 

± 4.1 % (p = 0.003, n = 3) for DNI-Ulg•TFA as compared to 

MNI-Glu•TFA. Our data showed that the efficiency of 

photochemical release calculated from the quantum chemical 

model and from the uncaging measurements correlated well for 

all of the four uncaging materials (R = 0.9877). 

IV. DISCUSSION 

In summary, the enzymatic glutamate elimination 

shown here is a major addition to the uncaging toolbox 

available for scientists: it allows the use of new, or previously 

neglected and excluded caged compounds with fast 

photochemical reactions and high spontaneous hydrolysis rates 

by eliminating the undesired side-effects of glutamate 

molecules escaping from caged compounds. In general, this 

method can be used for eliminating the auto-hydrolysis effect 

of caged molecules by applying such a reagent (preferably an 

enzyme) which eliminates the formed but undesired amount of 

the spontaneously released compound. 
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Abstract—Amongst the objectives of the MTA-PPKE Hun-
garian Natural Language Research Group is to develop a
psycholinguistically motivated language processing system, which
can process raw text and can build rich syntactic and semantic
representation [1]. One of the key steps is to recognize and classify
the verb-argument relations which is found in natural language
sentences such as grammar roles and thematic roles.
In this paper we introduce the ongoing research aiming to extend
the verbal construction frame database of the MTA-PPKE parser.
In our work we try to use and reuse more previously developed
language resources if possible.

Keywords-grammar; parser; thematic-roles; language-
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I. INTRODUCTION

The main principle of the parser is parallelism. Many dif-
ferent “resource-thread” works by overriding and correcting
each other. The inner-workings of these resource-threads are
similar to the Categorical grammars [2]. The relations be-
tween language units are characterised by correspondence be-
tween “supplies” and “demands” of the so-called “structural-
threads”. In this paradigm the potential arguments in the
sentence such as noun phrases form “offers”, which is consist
of lexical, morphological, and semantic properties, that can
connect with one of the compatible “expectations” or “struc-
tural prediction”1 of the corresponding argument frames of the
verbs in the sentence [3].
In the next sections we first introduce the mechanisms of our
parser that handle verbal argument frames and then we outline
the the possibility of extending the argument frame database
used in our parser with thematic role descriptions with the
help of the VerbNET English language resource.

II. PARSING VERBAL ARGUMENT FRAMES

To support the parsing of verbal argument frames, we
use the noun phrase and verbal argument rule database
MetaMorpho Hungarian-English (and English-Hungarian)

1which may form pairs with offers

rule-based translation system [4] which is consists of context-
free, feature-structure-based rewrite rules.
One portion of the rules has one thing in common. Every
right-hand-side symbol contain lexical bounding. These
rules characterises the lexicon, namely semantic and other
properties of the noun, adjective and adverbial phrases which
may span one or multiple words [5]. Examples can be seen
in table I.

Noun phrase Features
“házörző kutya” (watchdog) noun, countable, animate
“tegnapelőtt” (the day before yesterday) adverb of time
“hindi” (hindi) noun/adjective, language

TABLE I
EXAMPLES OF NOUN PHRASES, THAT SPAN MULTIPLE TOKENS AND THEIR

FEATURES. (EXTRACTED FROM METAMORPHO)

The other class of the interesting cases of the MetaMorpho
rules contains a lexical constraint for at least one, but not all
right-hand-side symbol. While for the other constituents is
bound only by means of word class, morphology and semantic
constraints. These rules include the ones which are lexically
bound at least at the verbal position. The argument positions
can be bound only by idiomatic means. For examples see
table II.

Verb pattern Description
<somebody> jövendöl (foretell)
<something><to somebody> Only the verb is bound lexically

szó esik (talk) <about something> There are auxiliary elements
in an idiomatic construction

TABLE II
EXAMPLES OF VERB ARGUMENT FRAME PATTERNS. (EXTRACTED FROM

METAMORPHO)

Our parser reads the input strictly left-to-right, one token
in each step. The appearance of every newly read token
updates the graph that representing the relations of the already
appeared tokens by ammending it. Ideally, arriving at the end
of the sentence means that the representation contains the

B. INDIG, “Towards recognizing thematic roles for verbal frames by linking two independent language resources for a parser based on the supply
and demand paradigm” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány

Péter Catholic University – 2015. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2015, pp 159– 161.
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correct parse.
Using the Humor morphological analyser tool [6] the parser
annotates the tokens with their corresponding candidate tags
and subsequently a special Part-of-Speech tagger that is similar
to PurePOS [7], but only uses left-context ranks the candidates,
which produces a local decision problem with probability
scores without the Viterbi beam search. The N best candidates
then used in parallel by the parsers main component [3] to rule
out the best parse.
The identifying of the verb-argument relations during the
processing of the sentence is based on the principle of supply
and demand. At the appearance of the tokens belonging to a
noun phrase we try to match new lexical rules or continue
the ongoing rules which span multiple tokens by using their
word class and morphological properties. If we fully recognize
a possible noun phrase that span one or multiple token, we
try to feed them to the empty argument frames of the verbs
occurred in the sentence before. The appearance of a verbal
token entails the loading of all the possible argument frames,
that belongs to the verb, and the parser immediately tries to
fill argument positions with the already appeared and fully
recognized noun phrases.

III. IDENTIFYING THEMATIC ROLES

Additionally, beyond the recognition of verb-argument rela-
tions, the argument frames are suitable for characterizing the
verb-argument relations as well2. The thematic role descrip-
tions, which needed for characterizing semantic representation
are only available only in the 10% of the verbal argument
frame database of MeatMorpho. These are made for an in-
dependent project that were using MetaMorpho to support
inspection of narrative psychological structures in historical
texts [8].
However, the verbal argument frame rules have an important
feature: they have two sides, Hungarian and English, and they
contain the English equivalent for the Hungarian side: For
every source language side (Hungarian) parser rule exists a
corresponding destination side (English) generator rule, which
is the translation of the given verb argument construction.
So it is possible to use freely available English language
resources to complete first the English side of the rules, then
transform the changes back to the Hungarian side using their
property that there are in pairs. Thus connecting the rule
pairs of MetaMorpho with the external resource by the correct
mapping of rules. Hence creating a linked resource.
A similar resource is for example is the Unified VerbIndex
(VerbNet), that is the product of the SemLink project [9]. The
VerbNet is a verb dictionary that is linked with ProbBank
a syntactically and semantically annotated corpus and with
the FrameNet semantic frame database. In this resource the
English verb argument frames and their syntactic and semantic
informations are gathered in good quality.
Our goal is to link the rules of MetaMorpho to this unified

2This includes syntactic and semantic relations too, but in this paper we
focus on thematic roles

resource and to automatically complete the English verb
argument frames of MetaMorpho with thematic roles as much
as possible. After this, we translate the gained information
to the Hungarian side of the Verbal argument frame rules of
MetaMorpho.
It is important for this task to be as precise as possible, to
ease the later manual correction to not worsen the quality of
MetaMorpho as it is made purely by humans without machine
help.
In the next section we describe the initial practical problems
of linking MeatMorpho and VerbNet together and transferring
the thematic role descriptions of VerbNet into MeatMorpho
by an automatic approach.

IV. MAPPING THE VERBAL ARGUMENT FRAMES OF
MEATMORPHO WITH VERBNET

During the implementation it must be taken into account,
that the resources differ in many way and we must unify
these differences to harmonize the resources. Both resources
might contain errors, that might have negative influence on
finding of parallel frames.
The creators of MetaMorpho were only loosely restricted
by rules or conventions. Partly they worked on their own
way, therefore there are no written documentation on the
principles of development. During our observations, in the
rule database of MetaMorpho we have found numerous
typographical mistake and other errors which are due to
human mistakes. Some part of these errors of course can be
corrected automatically by spell checker, but the initial tests
shows that these errors are often from rare words, that is
unknown to the spell checker.
An other significant problem, that makes difficult to harmonize
the two resources is the question of American and British
English spelling. While MetaMorpho was originally intently
developed for the British orthography3, on the contrary
VerbNet was made for the American English spelling.
In VerbNet in contrary to the flat list structure of MetaMorpho
the verbs are grouped in classes by the similarity of their
frames and each class may contain multiple frame, that
corresponds to all the verbs in the class. There are even a
class hierarchy, so classes may have subclasses and subclasses
inherits properties from the higher classes and may specify
them further. See detailed statistics in table III.

Description Number of verbs
Verbs in VerbNet 6343
Has no frames, only mentioned in other resources 2057
Has frames, possible to link 4286
Verbs occurs in only one class 2957

TABLE III
THE CLASSIFICATION OF VERBS THAT OCCUR IN VERBNET BY THEIR

DISTRIBUTION

There are multi-part or phrasal verbs, which are handled
differently in the aforementioned resources. In VerbNet

3Even though there are some occurrence of both spelling of the same verb
in different rules, due to inconsistency.
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words are connected with underscore (“ ”) symbol, but in
MetaMorpho words are connected with space and are between
apostrophes. We wanted to check how many phrasal verb is
in English, so we used one of the most throughout resources
available, the Princeton WordNet [10]. Details can be found
in table IV.

Description No. of verbs
Number of verbs in WordNet 7440
Number of phrasal verbs in WordNet 1410
Number of phrasal verbs in VerbNet 404
Number of verb stems, from phrasal verbs in VerbNet 223

TABLE IV
THE CLASSIFICATION OF PHRASAL VERBS THAT OCCUR IN WORDNET

AND VERBNET

There are about 1 to 10 ratio between the number of rules
and unique verbs in MetaMorpho as seen in table V. This is
due to the idiomatic or other restrictions, which each makes
separate rules for the verbs. This phenomena affects little
more than the third of the rules. On the other hand, during
the development of MetaMorpho it was not a goal to achieve
good recall on the English side of the verbs. It was enough
to keep the recall high on the Hungarian side and optimize
the rules for precision. We must note, that this phenomena
may cause problems later.

Description No. of verbs
Number of verb argument frame rules 30 292
Number of unique English verb stems 3505
Number of verb stems, that are not exist in VerbNet 920
Is treated misspelled or unknown by the spell checker 143
(English) Idiomatic or other restriction in rules 10694
(Hungarian) Idiomatic or other restriction in rules 8347

TABLE V
THE CLASSIFICATION OF VERBS IN METAMORPHO

According to our experiments, the 42% of the verbs of
the rules of MetaMorpho is listed in multiple classes of
VerbIndex, so not just the frames, but the classes is also must
be disambiguated.

V. RESULTS

The most simple subset of MetaMorpho rules can be char-
acterized by the SUBJ V [OBJ] pattern. This means about
20 000 rules. Even without using the ontologies, we could
produce 1658 unambiguous and 2908 ambiguous linking, by
only checking for the corresponding verbs.
However, we see great room for improvement as the ambigu-
ous links, as far we can see, can be disambiguated using the
ontologies.

VI. FUTURE WORK

We divided features from VerbNet into three groups, the
prepositions, the syntactic and the semantic restraints. The
latter two needed to be harmonized between the resources. In
MetaMorpho, all the restraints are stored in a homogeneous
flat list, that makes nearly impossible to disambiguate the

different types of restraints. In VerbNet, the COMLEX [11]
formalism is used4 and the three types of constraints are stored
separately, making it fairly easy to store them in different
ontologies.
The harmonizing task required to set up two ontologies, that
contain the logical relations between the two featureset. For
example: Human is a subset of Animate.
The logic reasoning task was made by the Racer reasoner
engine [12]. The ontologies will be built manually.

VII. CONCLUSION

In this paper, we introduced the verb argument handling
module of our parser, that is based on the supply and demand
paradigm and examined the possibility of automatic transfer-
ring of thematic roles from one language resource to another,
namely from VerbNet to MetaMorpho by linking them. We
described our initial steps to find links between the described
verbs, and also outlined our vision of the further development
to fulfill the task of automatic linking of these resources.
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Abstract—Several playlist generation methods were proposed
in the past decade. Most of these are based on features of
the playlist elements, such as different kind of audio features
and meta-data. These methods were developed primarily for
the purpose of generating playlists containing exclusively music
pieces. Our target goal – an on-line audio social media platform
– requires playlists containing both speech programs and music
pieces.

Disregarding the content specific information it becomes pos-
sible to handle speech and music programs uniformly. The
remaining data is the interaction between users (listeners or
playlists) and items (tracks).

A novel graph based method relying only on the user-item
interaction is proposed in the study. The preliminary results
show that our method performs better than the other tested
content independent methods, and that it performs only slightly
worse than a baseline method incorporating artist meta-data
information.

Keywords-playlist generation; recommender systems; collabo-
rative filtering;

I. INTRODUCTION

Music discovery shifted towards stream services as these
platforms become popular, which brought the need for per-
sonalized music recommendation, and automatic playlist gen-
eration for large number of listeners and contents. The final
goal of our project is a small community audio social media
platform, similarly to a personalized radio, with speech pro-
grams (podcasts, news, interviews, etc.) and musical pieces.
The literature concerning playlist generation deals almost
exclusively with playlists of musical pieces. Only limited
studies [1], [2] are available on mixed music and speech
playlist generation.

Including different types of content makes the recommen-
dation task more complicated. Content based recommender
systems rely on features extracted from the content. In the
case of homogeneous data, these features can be compared to
each other directly, but different content types might require
different features, and comparing them is not so straightfor-
ward. One solution is to use methods which does not rely on
content based features, only on user-item interactions.

This study focuses on content independent approaches
of playlist generation. These so-called collaborative filtering
approaches can provide very good results, sometimes even
better than pure content based methods [3]. The content
independence has the benefit of handling mixed content types
uniformly, but it is not clear if speech and music programs

should be really treated uniformly. We believe that the best
results can be achieved only with both content independent and
content dependent information, mostly because of the cold-
start problem and the sparsity of the user-item interaction data.

The user information is disregarded in our experiments,
so each playlist is treated as coming from a different user,
similarly to [4]. As there are no user generated mixed speech
and music playlists available, playlists containing only music
were involved in our tests.

II. PLAYLIST EVALUATION

Different playlist generating methods can be compared
by A-B tests involving human listeners. While these tests
provide valuable subjective results, they are time-consuming
and costly.

Objective metrics based on music meta-data, including tag-
diversity, coherence can be found in the dissertation of Ben
Fields [5]. In [6] artist name, genre tags and album meta-data
are used to evaluate the author’s playlist generation method.
The problem with these metrics are that they measure only a
related attribute of the playlists, not their general fitness.

Existing playlists can be obtained from on-line services. The
obtained playlists can be split into training and test set. If the
playlist generator methods produce probability-like scores, it
is possible to compare their Average Log-likelihood score on
the test set, as in [3], [7], [8].

In this study the methods are compared to each other
using the Hit Rate measure. Test playlists without the last
track are fed to a playlist generator trained on the Train
set. The playlist generator has to return the recommendation
list for the last track: a set of suspected relevant songs.
The hit rate is the ratio of the test playlists where the real
last song is on the recommendation list. The hit rate can
be computed for different sizes of recommendation lists, it
increases monotonically by the size of the list. This measure
was introduced in [9]. The formula for calculating the hit rate
as defined by [4]:

HitRate(Train, Test, n) =
1

‖Test‖
∑

(h,t)∈Test

δt,RTrain(h,n)

(1)
where h is the test playlist without the last song (”history”), t
is the real last track on the playlist, δt,RTrain(h,n) = 1 if t is on
the recommendation list RTrain(h, n) with size n, otherwise
it is 0.
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III. PLAYLIST GENERATION METHODS

A. Content Independent Methods
Popularity Ranking approach discards all information about

the current playlist when recommending the next song. It
calculates the probabilities of the songs for the next track from
the global popularity of the songs. The popularity is estimated
using the play count in the training set. When creating a
playlist of size n the first n songs with the highest play counts
are selected.

Latent Dirichlet Allocation (LDA) is a method for discover-
ing hidden topics in documents [10]. In the context of playlist
generation the model is applied on the tags of the songs by
[5], [9]. In this study it is applied as a content independent
method: the tracks are considered as words and the playlists
as documents.

Taking the playlists as users and tracks as items any kind
of collaborative filtering approach can be considered. The
nearest neighbour (kNN) method in our context – as in [4]
– searches for similar playlists, not similar songs. The playlist
similarity is based on the binary cosine similarity of the
playlists, considering the tracks on them. Matrix factorization
based collaborative filtering approaches are not included in our
tests, as several papers reported inferior performance of these
methods for playlist generation and music recommendation
[9], [11].

Frequent pattern based methods like association rules and
sequential patterns were considered for generating playlists in
[4], [8]. The results show that these methods preform well
among the collaborative filtering approaches (regarding hit
rate). They are not included in our tests, but due to their good
performance these should be included in the future.

Similarly to LDA, language modelling approaches (e.g. n-
grams) can be employed considering the playlists as sentences
and the tracks as words. It must be noted that there are several
differences between text corpora and playlists [7] which might
affect the performance of these methods.

A related space-embedding Markov-model based approach
for playlist generation is compared to smoothed bi-gram
models in [7], and superior performance is reported. This
space-embedding model is excluded from our tests due to
the reported bad performance compared to other playlist
generation methods and slow training time [4].

B. Methods Based on Artist Meta-data
Same Artist – Greatest Hits (SAGH) was proposed as a

personalized music recommender in [11], and is also included
in the tests of [4]. The method recommends the popular
songs of artists that the given user listened to previously. In
our experiments the user information is disregarded, only the
artists in the playlist history h are considered.

A new baseline method, Collocated Artist – Greatest Hits
(CAGH) was introduced in [4]. The similarity between a pair
of artists is based on the frequencies of their co-occurances
on playlists normalized by their individual frequencies. This
similarity measure along with song popularity is used to
recommend songs.

Fig. 1. Track co-occurance graph – the vertex sizes and colors change with
play count, the playlists are cliques of the graph

There are methods using other types of meta-data and audio
content, but those are not included in the experiments.

C. Proposed Method: Co-occurrence Graph (COG)

The idea is to build a weighted graph based on track co-
occurrences on playlists. Each song in the Train set is a vertex
and songs on the same playlist in the Train set are connected
with edges (see Fig. 1). Similar songs can be defined as songs
with small distance between their vertices in the graph. The
weight of the edge between song a and b is expressed as:

weight(a, b) = 1−
∑

p (δa,p · δb,p)√∑
p δa,p ·

∑
p δb,p

(2)

with δa,p = 1 if song a is on playlist p, otherwise it is 0. The
score function can be defined as:

scoreCOG(t, h) = max
x∈T

∑

(a,b)∈P (h,x)

weight(a, b)−
∑

(a,b)∈P (h,t)

weight(a, b) (3)

where P (h, x) is the shortest path (set of edges) between
tracks on playlist history h and song x, T is the set of songs
in the Train set, t is the real last track on the playlist. The
role of the distance of the longest path from h is to avoid
negative scores. This score function was established only for
ranking purposes, a different score function might be preferred
for calculating probabilities.

Calculating the distance between h and t (and also between
h and all the other x songs) is computationally intensive.
However, for selecting a next song the recommendation list
does not have to contain all of the songs. Usually it is enough
to find the closest couple of hundred songs, and pick one
randomly with probabilities obtained from the scores. If we
bound the number of vertices to visit, this algorithm can be
even more efficient than CAGH or kNN.

In our implementation the search is bounded by the number
of discovered nodes. Dijkstra’s search algorithm is used from
multiple starting nodes (h), and when the number of discov-
ered nodes is equal to the pre-defined threshold, the search is
terminated. The first k discovered nodes are not necessarily
the same as the closest k nodes.

164



TABLE I
PROPERTIES OF THE DATASETS

Development Test

Plays 364818 573017

Playlists 86850 128595

Tracks 37352 100928

Avg. tracks/playlist 4.20 4.46

Avg. track usage count 9.77 5.68

Artists 5142 13428

Avg. artists/playlist 2.10 2.07

Avg. artist usage count 70.95 42.67

IV. DATASET

Playlist data fetched from last.fm1 by Òscar Celma [12]
was used in the experiments. This dataset consists of the
total listening history of approximately 1000 last.fm users
up till May 5 2009. The dataset contain the track name,
artist name, user id and the timestamp for each playback.
For tracks and artists available in the musicbrainz2 database
their corresponding musicbrainz ids were also included in the
dataset.

The following pre-processing steps were performed to pre-
pare the dataset for playlist generation evaluation:

1) songs without musicbrainz id and artist ids were ex-
cluded, the durations of the remaining songs were re-
trieved from the musicbrainz database

2) if the timestamp + duration was within 1 minute of the
next track’s timestamp, the track and the next track were
considered as being on the same playlist

3) the playlists received a unique identifier, playlists with
only one track were removed

4) playlists with playlist id < 250000 were added to the
development set (containing playlists from users 1. . . 31)

5) playlists with 250000 ≤ playlist id < 500000 were
added to the evaluation set (containing playlists from
users 31. . . 84, without overlapping with the develop-
ment set)

6) the development set was further filtered by iteratively re-
moving playlists containing songs which only appeared
once in the set (three iterations were run, no such
filtering step was performed on the test set)

7) the development and evaluation sets were divided to
train/test subsets by 0.632 boosting

The properties of the final datasets are concluded in Table
I.

V. PRELIMINARY RESULTS

The models were trained on the train parts of the given
dataset, and the hit rate curves were calculated on the test
parts. The limits for the size of the recommendation lists (the
limits of the x axes) are set to contain approximately 1.5% of

1http://www.last.fm/
2https://musicbrainz.org/

Fig. 2. Hit rate curve on the filtered development set

Fig. 3. Effect of the bound parameter

the tracks in the datasets, to get in line with other studies [9],
[4].

The algorithms were tested on the development set first.
The results can be observed in Fig. 2. The worst performing
methods, Popularity and LDA with 200 latent topics, are
excluded from later tests. The kNN methods with k = 50
and 100 neighbours have different characteristics than the rest
of the methods. The left sides of their curves are concave, and
they reach their maximum hit rates at lower recommendation
list sizes. COG with the bound threshold set to 1000 is clearly
better than kNN and SAGH methods, and has a very close
performance to CAGH.

The COG method’s maximum hit rate is limited by the
bound parameter. In our implementation the bound parameter
had a direct impact on the size of the recommendation list,
as it was equal to the number of tracks discovered during the
graph search. The effect of this parameter can be observed in
Figure 3.

The results on the test set are similar to the development set
(Fig. 4.). The only exception is that CAGH clearly outperforms
COG on this dataset.

VI. COMPUTATIONAL COMPLEXITY CONSIDERATIONS

The complexity is not a single property, as the time for
fitting and updating the model, the time for making recom-
mendations for a next track, and storage sizes are all different
aspects. In this part we only investigate the recommendation

165



Fig. 4. Hit rate curve on the test set

and the model update times.
The time complexity of making a recommendation in the

case of the nearest neighbour, SAGH and CAGH methods was
investigated in the appendix of [8]. Their reported results are:
O(|P | · (|h|+M)+ k · |T |) for kNN, O(|h|) for SAGH (with
only the greatest hits stored for each artist) and O(|h|·|A|·|T |)
for CAGH, where |P | is the number of playlists in the training
set, |h| is the number of tracks on the playlist history for which
a next track is recommended, M is the maximum size of the
playlists, k is the number of neighbours considered for kNN,
|T | is the number of tracks in the training set and |A| is the
number of artists.

The recommendation time complexity of the COG method
depends on the type of bound. In our implementation we limit
the number of discovered tracks (vertices). This means that
the complexity depends on the number of out edges from
the vertices which are found before reaching the bound. The
worst case scenario is a complete subgraph, with number of
edges propotional to the square of the number of vertices.
If we denote the bound threshold by B the overall com-
plexity including the queue complexity of Dijkstra’s search
is O(B2 · logB), which is independent from the number of
tracks. The average complexity will be lower because of the
sparseness of the problem.

The model update complexity of kNN is constant, it is
just adding the playlist to the set of training playlists. In the
case of SAGH there is an extra cost of updating the play
counts for the tracks of the artists, which is proportional to the
number of tracks on the update playlist. The artist similarity
has to be updated for CAGH. Only artists on the update
playlist are affected, if the number of artists on the update
playlist is |Aupdate|, then the complexity is O(|Aupdate|2).
The update process for COG involves the creation of new
edges or increasing the edge counts between tracks on the
update playlist, if the weights are calculated at search time.
If the number of tracks on the update playlist is |Tupdate|
then the complexity is O(|Tupdate|2). In the case of offline
weight calculation, all the edges of the updated vertices have
to be updated as well. In general |Aupdate| ≤ |Tupdate|,
so the update complexity of COG is the highest among
these methods, but it is still in the magnitude of the update

complexity of CAGH.

VII. CONCLUSION

The results show that the COG method introduced in this
paper has very promising properties. It is a content inde-
pendent method for playlist generation with comparable, but
slightly lower performance than the best performing (content
based) method, CAGH. COG’s computational complexity is
also comparable to CAGH, and it can be limited easily by a
single parameter.

There are, however, some concerns with COG. If the graph
is disconnected (has more than one components), then starting
from one component songs from only that component will
be returned. This problem can be solved by introducing a
smoothing factor for randomly jumping to any song by a
given low probability. The effect of the bound parameter on
the quality of the resulting playlist is not clear. This should
be investigated by using other evaluation methods (like avg.
log-likelihood), and by involving other datasets. It might be
interesting to try and compare different bound conditions and
different edge weight functions.
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Abstract—Nowadays, as machine translation systems has be-
come popular, the quality estimation for machine translation
systems has become an important task. The automatic evaluation
methods for machine translation use reference translations.
To create reference translations we need human translators,
which are very expensive and time-consuming. These automatic
evaluation methods are not real-time and for English-Hungarian
the correlation between the results of these methods and that
of human evaluation is very low. The other kind of evaluation
approach is called quality estimation. These methods address the
task by estimating the quality of translations as a prediction task.
In this task different language specific and language independent
features are extracted from the source and translated texts.
Then, using these features the quality estimation model is built
with machine learning algorithms. This approach has not been
used for evaluating English to Hungarian translations before.
Between English and Hungarian, there are significant differences
in morphology, syntax and word order or number. Therefore
we need to optimize the quality estimation tools and models to
Hungarian. In this study, different quality estimation models are
built. For building the models automatic metrics and human
judgments are used. We performed the experiments on more
corpora. We research the optimal feature-set of the model, which
is trained on human scores, for English-Hungarian. We created
a feature selection method, which achieved better results than
using all features and using the baseline features.

Keywords-quality estimation; machine translation; machine
learning

I. INTRODUCTION

In the machine translation task, the quality measurement
of the translation output has become inevitable part of it.
Knowing the quality scores of machine translated segments
can solve a lot of problems. A quality indicator can help
human annotators in their post-edit tasks, or help machine
translation systems to find and combine the best translations.
This indicators also can filter out and inform about unreliable
translations. Thus, a reliable evaluation model can save a lot
of time and money for people and companies. The automatic
evaluation methods cannot perform this task well enough,
because these need reference translations. It means that after
the automatic translation, we also have to create a human
translated sentence to compare it to the machine translated

output. Creating human translations is very expensive and slow
process, which means that the evaluation is not real-time.

The task of quality estimation (QE) tries to solve these prob-
lems. Using quality estimation we can save considerable time
and money for human annotators, researchers and companies.
This new approach does not use reference translations and it
can evaluate in real-time. In this study, we train and apply QE
models for Hungarian. We also developed a feature selection
method, which gained better result than the all features we
used for English-Hungarian and then the baseline feature-set.

Hungarian is an agglutinating and compounding language.
Between English and Hungarian, there are significant dif-
ferences in morphology, syntax and word order or number.
Furthermore, the free order of grammatical constituents, and
different word orders in NPs and PPs are also characteristics
of Hungarian. Thus, features used in a QE task for English-
Spanish or English-German, which produced good results,
perform much worse for English-Hungarian.

The structure of this paper is as follows: First we will
shortly introduce automatic machine translation evaluation
methods and their problems. Then, we will present the quality
estimation methods an our experiments in the task of QE.
Thereafter we describe the optimalization of these QE models.
Last, we will show our results and future work.

II. RELATED WORK

There are two kinds of evaluation methods for machine
translation. The first type uses reference translations, i.e. it
compares machine translated sentences to human translated
reference sentences, and measures the similarities or differ-
ences between them. Commonly used methods with reference
translation include BLEU [1], and other methods based on
BLEU or TER [2].

The BLEU method (BiLingual Evaluation Understudy)
computes weighted n-gram matches for sentences. The advan-
tages of BLEU are that it is fast and cheap, if we already have
a set of reference translations. The TER (Translation Error
Rate) method computes error rate between human translated
sentences and machine translated sentences. This method
counts the number of corrections that has to be done on the
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machine translated sentences in order to get the reference
sentences.

Other types of evaluation methods do not use reference
translations. This unsupervised approach is called Quality
Estimation of machine translation. This method addresses
the problem by evaluating the quality of machine translated
segments as a prediction task. For example, Gamon et al. [3]
use linear and nonlinear combinations of a language model and
an SVM classifier to find the erroneous translations. Albrecht
and Hwa [4] present a method that uses regression learning
and a set of indicators of adequacy and fluency as references
to evaluate the translation at the sentence level.

In our research, we use the framework called QuEst [5], de-
veloped by Specia and Gimenez. They implemented features,
which are extracted from the source or translated sentences.
Then, using machine learning methods, they train the features
on post-edit effort scores and build the quality estimation
model to predict the quality of machine translated output. Then
they optimized the feature set, and reduced it to 17 baseline
feature set. They tried more than 160 features for English-
Spanish to predict HTER (Human Translation Error Rate). Our
aim to find the optimal feature set for Hungarian.

III. QUALITY ESTIMATION

In the quality estimation task, we extract different kinds of
feature indicators from the source and translated sentences,
without using reference translations. From source sentences
complexity features can be extracted (e.g. number of tokens
in the source segment). From the translated sentences, QuEst
extracts fluency features (e.g. percentage of verbs in the target
sentences). From the comparison between the source and the
translated sentences, adequacy features are extracted (e.g. ratio
of percentage of nouns in the source and target). We can also
extract features from the decoder of the machine translation
system. These are the confidence features (e.g. features and
global score of the SMT system), but we did not use these
confidence features, because we in our experiments we have
translations from different machine translation systems, we did
not use these features. Numeric values as quality indicators
can be extracted from the features. Using quality indicators,
we can build quality estimation models with different machine
learning methods. With these QE models we can predict the
quality of machine translation output in real-time.

IV. DATASETS

In our experiments, we used three corpora. The first cor-
pus (C1) contains 1950 English sentences of mixed topics
(subtitles, literature, Bible etc.) from the Hunglish corpus
[6]. The translated segments are translated by the Google
translate, the Bing translate, the MetaMorpho [7] rule based
machine translation system and the MOSES [8] statistical
machine translation toolkit. The reference sentences are human
translated sentences from the Hunglish corpus. The training
corpus contains perfect and completely wrong translations.

The second corpus (C2) is a subset of the first one, which
contains 550 segments with human evaluated scores.

Adequacy Fluency
1: none 1: incomprehensible
2: little meaning 2: disfluent Hungarian
3: much meaning 3: non-native Hungarian
4: most meaning 4: good Hungarian
5: all meaning 5: flawless Hungarian
0: I do not understand this English sentence

TABLE I
ADEQUACY AND FLUENCY SCALES FOR HUMAN EVALUATION

For creating human scores, we developed a website1 with
a form for human annotators to evaluate the translations. In
this website we can see an English source sentence, and a
translated Hungarian sentence. People can give quality scores
from 1 to 5, from two points of view: adequacy and fluency
(see Table 1). 550 sentences were evaluated by at least 3
human translators. The translators were Hungarian people who
have minimum B2 level English language skill. As we can see
in the Table I, we added a ”0 (I do not understand the English
sentence) score, to filter out the uncertain judgements.

The third corpus (C3) is domain (IT) specific, which con-
tains 6283 segments. The source sentences are English, the
translated segments are translated by MOSES, the reference
translation texts are post-edited sentences corrected by human
translators.

V. METHODS

First, we created the quality indicators extracted from the
features. Then, using human or automatic evaluation scores
with a machine learning method are used to build the QE
model (see Figure 1). To create the quality indicators from
features, we used the QuEst framework. In this study, 77
features (77F) were extracted from the three corpora. The
set of 77 features contains 74 features implemented by Lucia
et al. and 3 additional features developed by us. In the 74
features, there are adequacy features (e.g. ratio of percentage
of nouns in the source and target, ratio of number of tokens in
source and target, etc.), fluency features (e.g. perplexity of the
target, percentage of verbs in the target, etc.) and complexity
features (e.g. average source token length, source sentence
log probability, etc.). The 3 added features are: counting
precision score, recall score and f1 score using a dictionary.
Since Hungarian language tools are not implemented or do
not exist, there are language specific features that could not
be extracted. For the machine learning task, we used the
Weka system [9] to create 6 classifiers with 10 fold cross-
validation: Gausian Processes with RBF kernel (GP), Linear
Regression (LinReg), Support vector machine for regression
with NormalizedPolyKernel (SMOreg), Bagging with M5P
classifier (Bag), M5Rules and M5P tree. Further on, we show
only the results of the first four classifiers, because these
methods gain the best scores. For evaluating the performance
of our methods, we used the statistical correlation, the MAE
(Mean absolute error) and the RMSE (Root mean-squared

1http://nlpg.itk.ppke.hu/node/65
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error) evaluation metrics. The correlation ranges from -1 to
+1, and the closer the correlation to -1 or +1 is, the better it
is. In the case of MAE and RMSE the closer the value to 0,
the better.

Fig. 1. QE algorithm

VI. EXPERIMENTS AND OPTIMALIZATION

First task (T1): C1 is evaluated with using automatic eval-
uation methods: TER, BLEU and NIST[10].

Second task (T2): C1 and C3 are evaluated and are com-
pared using automatic metrics. Since the difference of size of
the two corpora is big, We created and evaluated a subset of
C3 (SC3), which contains 2000 sentences.

Third task (T3): using C2 and the 77F, we built and
evaluated QE models, trained on adequacy scores, fluency
scores and average score of adequacy and fluency scores
(A+F).

Fourth task (T4): We optimized the 77F to English-
Hungarian. For optimizing, we used two different methods: (1)
we used the CfsSubsetEval (using BestFirst searching method
and 10 fold cross-validation) attribute selection method in
Weka, (2) we implemented our own algorithm. In our own
method, first, the features are randomly mixed, then quality
scores are extracted from the first feature, and MAE score
is counted from it. Then, the quality scores extracted from
the second feature are added and it was evaluated again,
then the third feature was added and evaluated and so on,
until all the 77 features scores were added. This sorting
method was repeated 15 times. During this process, there were
features which increased the MAE result, while others caused
decreasement. The features, which increased the MAE scores
at least 5 times and with a minimum of 0.005 MAE score,
were kept, the others were sorted out. Then the whole process
was repeated until all the irrelevant features were sorted out.
At the end, 20 features remained, which achieved the best
result for English-Hungarian.

VII. RESULTS AND EVALUATION

The system-level result of the T1 evaluation: TER: 0.6107,
BLEU: 0.3038, NIST: 5.1359. These results describe the
quality of the T1 corpus. According to the TER and the
BLEU scores, 30% of the T1 corpus are correct translations.

GP LinReg SMOreg Bag

T
E

R

Corr 0.4897 0.4013 0.4369 0.4484
MAE 0.2753 0.2905 0.2716 0.283
RMSE 0.3521 0.3702 0.3664 0.3605

B
L

E
U Corr 0.3914 0.3723 0.3881 0.3571

MAE 0.2741 0.2821 0.2347 0.2828
RMSE 0.3468 0.3506 0.3753 0.3526

N
IS

T Corr 0.3222 0.2907 0.3176 0.2576
MAE 2.9986 3.0102 2.8112 3.0597
RMSE 3.6379 3.6877 3.7821 3.7178

TABLE II
EVALUATION OF T1

GP LinReg SMOreg Bag M5R M5P

A
de

qu
ac

y Corr 0.4862 0.4556 0.485 0.5006 0.4172 0.4375
MAE 1.0258 1.0232 0.9936 0.9987 1.0542 1.0263
RMSE 1.2145 1.2559 1.2391 1.2026 1.2885 1.2685

Fl
ue

nc
y Corr 0.6192 0.5915 0.6112 0.6043 0.5624 0.5721

MAE 0.9125 0.9222 0.8889 0.9043 0.9413 0.9267
RMSE 1.1062 1.1432 0.9043 1.121 1.1796 1.1703

A
+F

Corr 0.5763 0.5459 0.5784 0.5678 0.5054 0.4994
MAE 0.9076 0.9199 0.9036 0.9006 0.9357 0.9316
RMSE 1.0925 1.1291 1.1214 1.099 1.1722 1.175

TABLE IV
EVALUATION OF T3

To predict the automatic evaluation scores, as we can see in
Table II, the GP method achieved the best results in Correlaion
and in RMSE, in all cases. In MAE evaluation, the SMOreg
method won in all the three cases, but in the Correlation and
RMSE, the SMOreg method was the second best. Hence for
automatic evaluation scores GP and SMOreg methods are the
best.

As we can see in Table III, the GP, the Bag and the SMOreg
methods produced the best results. The result of evaluation of
the SC3 is the best in most cases. Furthermore, the SC3 apart
from the MAE and RMSE in TER, always performed about
double value of the result of C1. One reason of the better result
is the SC3 is domain specific corpus, the other reason is that
there are translations, which have the same source sentence.

In the T3 experiment, the GP, the Bag and the SMOreg
methods gained the best results. As we can see in Table IV, the
models trained on Fluency scores achieved the best results. It is
interesting, that during SMOreg experiment, the features which
have the highest weights, are mostly complexity features.

During T4, first, we used the 77F and A+F human scores to
build and evaluate the quality estimation models. Then, using
the CfsSubsetEval method, 23 features (23F) were selected,
and using these 23F, we built the QE models and evaluated
them. We also evaluated the C2 with the baseline 17 features
(17F). As we can see in Table V, using our feature selection
method, we could gain ˜8% better correlation than the 17
baseline feature set. Furthermore, our own selection method
gained the best results, it was better than the CfsSubsetEval
method, and it achieved better result than the model, which
used 77 features.
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TER BLEU NIST
Corr MAE RMSE Corr MAE RMSE Corr MAE RMSE

19
50

GP 0.4897 0.2753 0.3521 0.3914 0.2741 0.3468 0.3222 2.9986 3.6379
LR 0.4013 0.2905 0.3702 0.3723 0.2821 0.3506 0.2907 3.0102 3.6877
SMOreg 0.4369 0.2716 0.3664 0.3881 0.2347 0.3753 0.3176 2.8112 3.7821
Bag 0.4484 0.283 0.3605 0.3571 0.2828 0.3526 0.2576 3.0597 3.7178

20
00

GP 0.7818 0.2138 0.3528 0.8671 0.1285 0.1835 0.7647 1.893 2.8944
LR 0.6558 0.265 0.4247 0.774 0.1747 0.2319 0.6851 2.2966 3.271
SMOreg 0.7146 0.2151 0.3961 0.8291 0.1303 0.2081 0.709 1.9006 3.2173
Bag 0.7514 0.2048 0.3713 0.9105 0.0965 0.1517 0.7081 1.8624 3.2025

62
83

GP 0.7572 0.2154 0.3655 0.8725 0.1198 0.1786 0.7574 1.8914 2.9181
LR 0.6495 0.2672 0.4255 0.7594 0.18 0.2375 0.6628 2.3696 3.3475
SMOreg 0.717 0.215 0.392 0.8352 0.124 0.2051 0.7253 1.8367 3.1259
Bag 0.7438 0.2065 0.3745 0.9035 0.0929 0.1564 0.5131 1.8731 4.6389

TABLE III
EVALUATION OF T2

Corr MAE RMSE

77F

GP 0.5763 0.9076 1.0925
LinReg 0.5459 0.9199 1.1291
SMOreg 0.5784 0.9036 1.1214
Bag 0.5678 0.9006 1.099

23F

GP 0.5297 0.9491 1.1327
LinReg 0.5118 0.9507 1.1491
SMOreg 0.5351 0.9192 1.1509
Bag 0.4841 0.9705 1.1693

17F

GP 0.5069 0.9598 1.1513
LinReg 0.4872 0.9635 1.1686
SMOreg 0.5184 0.9303 1.1505
Bag 0.4998 0.9491 1.157

20F

GP 0.5875 0.8823 1.0805
LinReg 0.5467 0.9093 1.1194
SMOreg 0.5773 0.8729 1.1055
Bag 0.5562 0.9022 1.1098

TABLE V
EVALUATION OF T4

VIII. CONCLUSION

We built different quality estimation models for English-
Hungarian translations. In our experiments, we used automatic
metrics and human judgements as well. In the experiment
with human judgements, we optimized the quality model to
English-Hungarian. In this task, we created a sorting method
to find the best features. With our sorting process, we could
produce a sorted feature set which contains 20 features. These
20 features produced better results than the 17F baseline
feature set, than the 23F and than the 77F. We propose
that these 20 features can be the baseline set for English-
Hungarian translations. In our experiment, we built different
quality estimation models, which can be used for predicting
machine translation outputs for English-Hungarian.

In the future, we plan to try more features implemented by
Lucia at al. and also further investigate the addition of our
own features. We also plan to increase the size of the C2
corpus. Our goal is to build a stable and reliable QE model
for English-Hungarian.
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Nyelvészeti Konferencia. Szegedi Egyetem, 2005.

[7] A. Novák, L. Tihanyi, and G. Prószéky, “The metamorpho translation
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APPENDIX

PROGRAM 1: Bionics, Bio-inspired Wave Computers, Neuromorphic Models
Name Supervisor

Flóra BÁLINT Zsolt LIPOSITS MD DSc
Imre FARKAS MD PhD

Virág BOKODI István ULBERT MD DSc
Dániel FABÓ MD PhD

Réka DÉNES Zsolt RÓNAI MD PhD
Zoltán GÁSPÁRI PhD

Dániel DUDOLA Zoltán GÁSPÁRI PhD

Erzsébet FARKAS Csaba FEKETE MD DSc

Bálint FILE István ULBERT MD DSc
Dániel FABÓ MD PhD

Edit GYŐRI István ULBERT MD DSc
Dániel FABÓ MD PhD

Márton HARTDÉGEN Kristóf IVÁN PhD

Katharina HOFER István ULBERT MD DSc

Attila JÁDY György KARMOS MD PhD
Emília MADARÁSZ DSc

János JUHÁSZ Sándor PONGOR MHAS

Ágnes KANDRÁCS István ULBERT MD DSc

Annamária KISS-TÓTH Zoltán GÁSPÁRI PhD

Kinga KOCSIS István ULBERT MD DSc

Bertalan KOVÁCS Zoltán GÁSPÁRI PhD

Eszter LEELŐSSYNÉ TÓTH Péter FÜRJES PhD
Kristóf IVÁN PhD

Zselyke MAGYARI István PETÁK MD PhD
András HORVÁTH PhD

Domokos MESZÉNA István ULBERT MD DSc

Vivien MICZÁN István KATONA DSc
András HORVÁTH PhD

Ágnes POLYÁK Krisztina KOVÁCS DSc

Zsófia SZTYÉHLIKNÉ BÉRCES Kristóf IVÁN PhD
Anita PONGRÁCZ PhD

Tamás WILHEIM Imre KALLÓ MD PhD
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PROGRAM 2: Computer Technology Based on Many-core Processor Chips, Virtual Cellular Computers,
Sensory and Motoric Analog Computers
Name Supervisor

Vamsi KIRAN ADHIKARLA Péter SZOLGAY DSc

Bernadett ÁCS Gábor SZEDERKÉNYI DSc

Bence József BORBÉLY József LACZKÓ PhD
Péter SZOLGAY DSc

Sándor FÖLDI György CSEREY PhD
Péter SÓTONYI MD PhD

Endre LÁSZLÓ Péter SZOLGAY DSc

Máté NÉMETH Ákos ZARÁNDY DSc

Norbert SÁRKÁNY György CSEREY PhD
Péter SZOLGAY DSc

Ádám VÁLY Péter SZOLGAY DSc
József LACZKÓ PhD

PROGRAM 3: Feasibility of Electronic and Optical Devices, Molecular and Nanotechnologies,
Nano-architectures, Nanobionic Diagnostic and Therapeutic Tools
Name Supervisor

Bálint BALÁZS Balázs RÓZSA PhD

Gergely CSÁNY Miklós GYÖNGY PhD

Imre Benedek JUHÁSZ Árpád CSURGAY MHAS

Ádám PAPP Árpád CSURGAY MHAS

Dénes PÁLFI Balázs RÓZSA PhD

PROGRAM 4: Human Language Technologies, Artificial Understanding, Telepresence, Communication
Name Supervisor

Balázs INDIG Gábor PRÓSZÉKY DSc

Mátyás JANI György TAKÁCS PhD

Győző YANG ZIJIAN Gábor PRÓSZÉKY DSc
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