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Creating a structural ensemble for the electron
transport protein Azurin

Sándor Babik
(Supervisor: Zoltán Gáspári)
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50/a Práter street, 1083 Budapest, Hungary

babik.sandor@itk.ppke.hu

Abstract—Azurin is a bacterial protein found in Pseudomonas
aeruginosa where it is a member of the electron transport chain
and participates in denitrification processes. Azurin is known as
a blue copper protein, the Cu ion located at the “top” of the
protein is key player in electron transport (ET). This is due to
the fact that Cu can convert easily between redox states. The
rate-limiting step of the ET process in azurin is thought to be a
conformational rearrangement, leading to a so-called gated ET
mechanism. My goal is to create a structural ensemble of the
protein to help understanding the structural changes leading to
ET.

Keywords-Electron transport; structural ensembles; molecular
dynmaics

I. INTRODUCTION

Electron transport (ET) reactions play a key role in the
metabolism of living organisms. During oxidation of nutrients,
electrons with low redox potential are generated that pass
through a chain of proteins known as the electron transport or
respiratory chain [1]. Azurin (Az) is a bacterial blue copper
protein that carries electrons from cytochrome c551 (Cyt II)
to cytochrome oxidase (Cyt(III)).

Az(II) + Cyt(II)↔ Az(I) + Cyt(III)

Electrons can be transferred in both directions at a very fast
rate (k(1, 2) , k(2, 1) = 6 ∗ 106M−1s−1) however this is
dependent on a slow mononuclear reaction. This slow process
has been identified as a conformation equilibrium between
two forms of reduced azurin, this process is known as gated
electron transfer [2]. The protein is comprised of 128 amino
acids arranged into an eight-stranded β-barrel and a single α-
helix (figure 1). The north surface of the molecule where the
copper ion is located is made up of a group of amino acids
called the hydrophobic patch [3]. The ET properties of azurin
arise from the redox properties of the Cu ion that can easily
convert between Cu(I) or Cu(II) redox state. Copper ions play
an important role in several biological functions, like ET, that
are related to its redox properties. Cu ion containing proteins
have been divided into several different types: type 1, type
2, type 3, CuA, CuB and CuZ [4, 5]. Out of these type 1
is also known as blue copper site, which is surrounded by
a protein envelope sometimes referred to as the cupredoxin
fold. The common feature in all cupredoxins are two His
residues that coordinate Cu with their Nε2 imidazol nitrogen
atoms as well as a Sγ sulfate of a Cys. These three atoms
establish strong interactions with the ion and are considered
as a minimal requirement for copper coordination [6, 7].
Other ligands may coordinate the Cu center as in the case
of azurin, Sδ sulfur atom from Met and a backbone carbonyl
O atom of Gly. Out of the five coordinating atoms found in

Fig. 1. Azurin shown in ribbon representation, with the Cu ion colored
orange, located at the top. The beta strands forming the β-barrel can be found
under Cu while the alpha-helix is located to the right of the ion.

the cupredoxin fold of Azurin the first three are considered
strong while the last two weak ligands (figure 2). His 117
is one of the strong ligands coordinating Cu ion, it is also
positioned in the center of the hydrophobic patch. The patch is
responsible for binding partner proteins of azurin and also for
mediating ET between the two proteins. Since azurin can bind
to several proteins the surface reorganization of this region
is of great importance for ET [8, 9]. A nuclear magnetic
resonance (NMR) spectroscopy study has shown His 117
to be involved in restricted nanosecond motions, as well as
other residues located at and around the hydrophobic patch.
These data suggest several low energy conformers separated
by low energy barriers that my be important for binding
different partners [9,10]. Two possible pathways have been
suggested for ET in azurin, one involves 21 covalent bonds,
two hydrogen bonds along the residues 31, 48-50 and 111-
112, which includes a 4 Å jump from Val 31 to Trp 48. The
other pathway also shows the importance of residues 47-49
along with 111-112 with the flow of electrons directed toward
His 83 or a disulfide bridge formed between residues Cys 3
– Cys 26. However it should be noted that theoretical and
experimental models suggest multiple coupled ET pathways
[9].

S. BABIK, “Creating a structural ensemble for the electron transport protein Azurin” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of
Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016,
pp 13– 15.
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Fig. 2. Cu binding site of azurin in ball and stick representation. Cu in the
middle and surrounded by its five ligands: Gly 45, His 46, Cys 112, His 117
and Met 121.

The gated ET mechanism and accompanying structural rear-
rangements can be investigated using computational methods
such as molecular dynamics. Creating a structural ensemble
of azurin that represents the experimentally observed motions
of the protein may help to understand the mechanics behind
gated ET.

II. MOLECULAR DYNAMICS

Molecular dynamics (MD) is a computer simulation method
to study the behavior and interactions of atoms and molecules.
Similar simulation methods that have been applied to such sys-
tems are Monte Carlo simulations and Simulated Annealing. In
the case of proteins MD is able to sample the conformational
space of a given molecule and provide information about
the energy landscape. The dynamic behavior of a system is
investigated for a given time frame usually at an order of a few
to several hundred nanoseconds, depending on available com-
putational resources. Interactions between atoms are calculated
by taking into account the bonded (atomic bonds, angles and
dihedral angles) and non-bonded (electrostatic and Van der
Waals) interactions that are described by an energy function
known as a force field [11]. Force fields use a predefined
set of parameters to calculate interaction energies such as
charge, Van der Waals radius etc., that are derived either by
quantum mechanics calculations or measured experimentally
[11]. Different parameter sets are used to describe molecules
with different chemical properties therefore one can choose
from many different force fields. One example is Amber99SB-
ildn that was designed for the simulation of biomolecules like
proteins and nucleic acids [12]. The force field of choice must
be parametrized for the molecules of our interest. Solvent is
also a crucial factor when dealing with biomolecules, most
often water is used as solvent either in an implicit (no actual
atoms involved) or explicit (water is represented by H2O
molecules) form.

III. STRUCTURAL ENSEMBLES

In order to accurately describe and understand key mole-
cular mechanisms such as enzymatic catalysis or molecular
recognition protein flexibility has to be taken into account
[13, 14]. Protein flexibility can be represented by using se-
veral structures in different conformations that show the most
important changes in the structure at a given timescale. The
collection of these structures is the structural ensemble of a
protein. Out of the two most widely used methods for structure
determination, X-ray crystallography and NMR spectroscopy,
only the latter is able to capture information about the dynamic
nature of proteins. During structure determination by NMR
spectroscopy a penalty is applied to a molecular simulation if it
does not adhere to experimental restraints, most often distance
restraints derived form Nuclear Overhauser effect [15]. Struc-
tures produced by this method fulfill all experimental restrains,
however NMR measurements are derived as averages from
an ensemble of molecules over time. Thus, conventionally
determined NMR structures This average structure or more
commonly for NMR several structures do not represent the
conformational flexibility of a protein. This can be a problem
if a protein adopts multiple conformers during structural
fluctuations [16]. MD simulations that integrate experimental
data about the dynamics of proteins have been used in the past
to produce conformational ensembles of proteins. Using MD
simulations the NMR restraints can be applied as averages
over several copies or replicas of the protein [15].

IV. SIMULATIONS

During my work I have conducted MD simulations of azurin
to investigate conformational changes on the nanosecond
picosecond timescales. I have applied NMR restraint over
several replicas of this system, similarly as described for the
MUMO procedure [15]. My goal is to create an ensemble of
azurin conformations that reflect the experiments and might
be used to shed light on the subtle structural rearrangements
that lead to ET. Although it is expected to occur at a slower
timescale. I obtained the structure of azurin from the Protein
Data Bank (PDB) deposited under the PDB ID: 4azu.pdb. The
structure was solved by X-ray crystallography at a resolution
of 1.9 Å, the unit cell contained four chains of azurin, out of
which I have used chain A. I performed MD simulations of
azurin using Amber99SB-ildn as well as all OPLS force field
with a four point explicit water model using the GROMACS
molecular dynamics program package. Special considerations
must be taken during the setup of the simulation, like choosing
the proper protonation states of His residues and the nontrivial
disulfide bridge between Cys 3 – Cys 26. The Cu+1 ion also
requires special treatment, although the Amber force field is
designed for simulating biomolecules interactions between the
ion on protein residues tend to violate the proximity require-
ments of the cupredoxin fold. This behavior is even more
apparent when using the OPLS force field. Therefore I have
implemented distance restraints between Cu+1 and its ligands,
lower and upper bounds for the restraints were determined
from the four chains found in the crystal structure. Simulations
were conducted using eight replicas, whit a simulation time
of 5 ns for each replica. The S2 order parameter was used as
NMR restraint over all replicas. The NMR order parameters
were obtained form the Biological Magnetic Resonance Data
bank (BMRB) where it was deposited for two temperatures

14



Fig. 3. Ensembles of azurin taken from exploratory simulations performed at 289 K (A) and 317 K (B).

289 K and 317 K. I have conducted exploratory runs for pa-
rameter optimization on the two temperatures and created two
structural ensembles (figure 3).For validation of the ensemble I
have used the ConsensX web server, developed and maintained
by our group. Further analysis of the ensemble will follow
using methods such as, but not limited to, principal component
analysis, Cα – Cα correlations.

V. CONCLUSIONS

The structural changes associated with the gated ET mecha-
nism in azurin is a prime candidate for analysis with structural
ensembles. Selection of the force field is a crucial component
for proper treatment of interactions between Cu+1 and its five
ligands. The differences between force fields were apparent
between Amber99SB-ildn and OPLS, showing the former to
be more effective. It turned out I had to use distance restraints
in combination with the Amber force field in order to preserve
the geometry of Cu coordination. The preliminary structural
ensembles show no significant structural fluctuations compared
to each other or to the starting structure. Detailed sampling of
the conformational space of azurin is the topic of ongoing
investigations.
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Abstract—The hypothalamic gonadotropin-releasing hormone
(GnRH) neurons play a key role in the control of reproduction.
In vivo, 17β-estradiol (E2) controls GnRH release in concentra-
tion and estrus cycle dependent manner. In vitro patch-clamp
electrophysiological data on GnRH neurons of ovariectomized
female mice demonstrated that low concentration (10 pM) of
E2 decreased spontaneous firing rate which was eliminated
by blocking fast synaptic neurotransmission [1], suggesting a
pivotal role of the GABAergic excitation in the phenomenon.
In the present study, we examined the effect of low concen-
tration of E2 on GABAergic postsynaptic currents (PSCs) in
GnRH neurons of acute brain slices obtained from metestrous
female mice. It has been demonstrated that activation of the
retrograde endocannabinoid machinery inhibits the GABAergic
synaptic neurotransmission in GnRH neurons [2], therefore, we
analyzed the putative involvement of endocannabinoid signaling
mechanisms in the evoked effect of E2. Our loose-patch and
whole-cell patch clamp results indicate that an interaction exists
between estradiol and endocannabinoid signaling mechanisms
which represents a novel regulatory machinery in the execution
of the negative estradiol feedback to GnRH neurons.

Keywords-GnRH; endocannabinoid; electrophysiology; estra-
diol

I. INTRODUCTION

Gonadotropin-releasing hormone (GnRH) neurons form the
final common pathway for the central regulation of reproduc-
tion. These neurons are located in the preoptic area (POA)
of the hypothalamus and secrete GnRH into the hypophysial
portal circulation. The hormone regulates the synthesis and
secretion of gonadotropins, such as follicle-stimulating hor-
mone (FSH) and luteinizing hormone (LH). FSH and LH are
released into the systemic circulation and act on the gonads
to stimulate gonadal steroid hormone secretion. The sexual
steroid hormone, 17β-estradiol (E2) also has effect on GnRH
secretion via classical feedback actions. Both negative and
positive E2 feedback mechanisms take part in the control
via classical genomic and fast, membrane actions. Never-
theless, the mechanisms underlying the feedback events are
not clear. Thus, our goal was to examine the effects of E2
on GnRH neurons under the negative feedback. E2 controls
GnRH release in a concentration and estrus cycle dependent
manner. In vitro patch-clamp electrophysiological studies on
GnRH neurons of ovariectomized female mice showed that
low concentration (10 pM) of E2 decreased spontaneous firing

rate which could be eliminated by blocking fast synaptic neu-
rotransmission [1]. The retrograde endocannabinoid signaling
was hypothesized to be involved in the mediation of the
E2 effect. Endocannabinoids are synthesized in neurons and
control the neurotransmitter release from the presynaptic axon
terminals. It was previously shown that GABAergic terminals
to GnRH neurons are under the control of the endocannabinoid
system as endocannabinoids decreased the frequency of the
GABAergic postsynaptic currents in these neurons [2]. In the
present study, we hypothesized that the suppressive effect
of E2 applied at low physiological concentration on GnRH
neurons requires the activation of estrogen receptor/s and
the activation of a subsequent retrograde endocannabinoid
signaling mechanism resulting in the repression of GABAergic
neurotransmission onto these neurons. To test this hypothesis,
a series of electrophysiological studies has been carried out in
acute slices obtained from intact, metestrous female mice.

II. MATERIALS AND METHODS

A. Animals

Adult, gonadally intact female mice were used from lo-
cal colonies bred at the Medical Gene Technology Unit of
the Institute of Experimental Medicine (IEM). They were
maintained in 12h light/dark cycle (lights on at 06:00h) and
temperature controlled environment (22±2 ◦C), with standard
rodent chow and tap water available ad libitum. All mice were
housed in the same room under same environmental con-
ditions. GnRH-green-fluorescent protein (GnRH-GFP) trans-
genic mice were used for electrophysiological experiments. In
this animal model, a GnRH promoter segment drives selective
GFP expression in the majority of GnRH neurons [3]. Phase
of the estrous cycle was checked by both evaluating vaginal
smear and visual observation of the vaginal opening. All
studies were carried out with permissions from the Animal
Welfare Committee of the Institute of Experimental Medicine
Hungarian Academy of Sciences and in accordance with legal
requirements of the European Community.

B. Brain slice preparation and recording

Mice were deeply anesthetized by Isoflurane inhalation.
After decapitation brain was removed rapidly and immersed in
ice-cold Na-free cutting solution which had been extensively
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bubbled with a mixture of 95% O2 and 5% CO2. Hypotha-
lamic blocks were dissected, and 250µm-thick coronal slices
were prepared from the medial septum/preoptic area (POA)
with a VT-1000S vibratome in the ice-cold oxygenated cutting
solution. The slices containing POA were transferred into
artificial cerebrospinal fluid (aCSF) saturated with O2/CO2

and kept in it for 1 h to equilibrate. Equilibration started at
33 ◦C and the aCSF was allowed to cool to room temperature.
Electrophysiological recordings were carried out at 33 ◦C,
during which the brain slices were oxygenated by bubbling
the aCSF with O2/CO2. Axopatch 200B patch-clamp amplifier,
Digidata-1322A data acquisition system, and pCLAMP 10.4
software were used for recording. Cells were visualized with
a BX51WI IR-DIC microscope located on an anti-vibration
table. The patch electrodes (OD=1.5 mm, thin wall) were
pulled with a Flaming-Brown P-97 puller and polished with
an MF-830 microforge. GnRH-GFP neurons were identified
by brief illumination at 470 nm using an epifluorescent filter
set, based on their green fluorescence, typical fusiform shape,
and topographic location in the POA. After control recording
(5 min), the slices were treated with various agonists and the
recording continued for a subsequent 10 min. Each neuron
served as its own control when drug effects were evaluated.

C. Whole-cell patch clamp experiments

The cells were voltage clamped at -70mV holding potential.
Pipette offset potential, series resistance (Rs) and capacitance
were compensated before recording. Only cells with low
holding current (<50 pA) and stable baseline were used. Input
resistance (Rin), Rs, and membrane capacity (Cm) were also
measured before each recording by using 5 mV hyperpolar-
izing pulses. To ensure consistent recording qualities, only
cells with Rs<20 MΩ, Rin>500 MΩ, and Cm >10 pF were
accepted. The resistance of the patch electrodes was 2-3 MΩ.

D. Statistical analysis

Each experimental group contained 8-18 recorded cells from
six to nine animals. Mean firing rate and postsynaptic current
(PSC) frequency were calculated as number of spikes divided
by the length of the respective period. Percentage changes
resulting from drugs were calculated by dividing the value
to be analyzed before (5 min) and after (the subsequent 10
min) the respective agonist administration. Event detection
was performed using the Clampfit module of the PClamp
10.4 software. Group data were expressed as mean±SEM and
percentage change in the frequency of the PSCs due to the ap-
plication of various drugs was calculated. Statistical analyses
were carried out using Prism 3.0. Statistical significance was
analyzed using Kruskal-Wallis test followed by Dunns post-
test for comparison of groups whereas cumulative probabilities
were analyzed with Kolmogorov-Smirnov test and considered
as significant at p<0.05

III. RESULTS

First the effect of the estradiol at low concentration was
tested. Measurements were carried out with an initial control
recording (5 min), then E2 (10 pM) was administered onto
the brain slices (n=18) and the recording continued for a
subsequent 10 min. The whole-cell patch clamp recordings
revealed that E2 significantly diminished frequency of the
PSCs (49±7% of the control) (Fig. 1, 4). As this effect

Fig. 1. Involvement of endocannabinoid receptor in the effect of E2.
Pretreatment of the brain slice with the CB1 antagonist AM251 (1 µM )
inhibits effect of the E2 (86±4%). Arrow shows application of E2. n=12

Fig. 2. Involvement of endocannabinoid synthesis in the effect of E2.
Intracellular application of THL (10 µM ) into the GnRH neurons attenuated
the effect of E2 (67±5%). Arrow shows application of E2. n=13

occurred within minutes, we can conclude that the inhibition of
PSCs was a result of the non-genomic effects of the hormone.

There are two main types of endocannabinoids in the
central nervous system: the anandamide (AEA) and the
2-arachidonoylglycerol (2-AG). We used tetrahydrolipstatin
(THL, 10 µM ) to determine which endocannabinoid plays
a role in this mechanism and which cell synthesizes it. The
diacylglycerol (DAG) lipase is an important component in the
synthesis of 2-AG and since THL is a DAG lipase inhibitor, it
was added into the intracellular solution in order to block 2-AG
synthesis exclusively in the measured GnRH neuron. THL was
allowed to enter into the intracellular milieu of the measured
cell for 15 min before control recording. After 5 min control
recording E2 (10 µM ) was administered onto the brain slices
(n=13). Intracellular application of THL in the GnRH neurons
eliminated the action of E2 (67±5%) (Fig. 3, 4). These results
suggest that 2-AG is involved in this mechanism and it is
synthesized by GnRH neurons.

Most of the hormones execute their effects on neuron
directly and/or indirectly. The direct effects can be detected
by using tetrodotoxin (TTX). TTX inhibits the firing of
neurons by binding to the voltage sensitive sodium channels in
cell membranes and therefore, the spike-mediated transmitter
release is blocked. Thus, only miniature postsynaptic currents
(mPSCs) can be measured, since the measured cell can no
longer receive any action potential related input signal. For
mPSC recordings TTX (650 nM) was added to the aCSF
10 minutes before start. After 5 min control recording E2
(10 pM) was administered onto the brain slices (n=12). The
estradiol significantly decreased the frequency of the mPSCs
(50±9%, Fig. 7), indicating that the effect of the E2 is direct
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Fig. 3. Bar graph summarizing the percentage changes in the frequency
and the amplitude of the sPSCs. E2 significantly decreased the frequency of
sPSCs. Inhibition of its effect could be achieved by antagonizing the ERs, CB1
receptors or blocking the intracellular 2-AG endocannabinoid synthesis. The
amplitude of the mPSCs did not change in any of the treatments. ? p<0.05
as compared to the control; ?? p<0.05 as compared to the change evoked by
E2 treatment.

Fig. 4. ERβ is involved in the effect of E2. The ERβ agonist DPN (10 pM)
decreases the frequency of the mPSCs (60±5%). Arrow shows application of
DPN. n=10

on the GnRH neurons. In order to demonstrate involvement
of cannabinoids and of the ERs in the direct action of E2
on GnRH neurons, the non-selective ER antagonist Faslodex
(1 mM) and THL (10 µM ) was used in the presence of
TTX. The intracellularly applied THL (n=5) also eliminated
the action of E2 on mPSCs (88±2%, Fig.7). The effect of
E2 was blocked by Faslodex, too (Fig.7). In the presence of
the antagonist, after E2 administration the mean frequency of
mPSCs (84±4%) was significantly higher compared to the
value measured with E2 alone. Estradiol exerts its effects via
estrogen receptors (ERs). These classical receptors are ERα
and ERβ. To examine which receptor type is involved in the
rapid action of the estradiol on the GnRH neurons, subtype
selective ER agonists were used in the presence of TTX. After
5 min control recording, the agonists were administered onto
the brain slices. First ERα agonist PPT (10 pM) was added
(n=10), but it had no significant effect on mPSCs (78±6%,
Fig. 7). Next ERβ agonist DPN (10 pM) was used (n=10)
and we observed a decrease in the frequency of the mPSCs
(60±5%) (Fig. 5, 7).

In line with this observation, the effect of E2 was signifi-
cantly blocked (73±6%, Fig. 7) by the specific ERβ antagonist
PHTPP (1 mM) administration. These results indicate that
ERβ is required for the observed rapid effect of E2 in GnRH
neurons. We also addressed the putative role of the membrane
associated G-protein coupled estrogen receptor GPR30 in this
process. Application of the GPR30 selective agonist G1 (10
pM) had no significant effect (Fig.6, 7) on the frequency of

Fig. 5. GPR30 is not involved in the effect of E2. The GPR30 receptor
agonist G1 (10 pM) did not modify the frequency of the mPSCs. Arrowhead
shows the onset of drug administration. n=5

Fig. 6. Bar graph summarizing the percentage changes in the frequency
and the amplitude of the mPSCs. The E2 and the selective ERβ agonist DPN
significantly decreased the frequency of mPSCs. Effect of DPN was eliminated
by the pretreatment with CB1 inverse agonist AM251. Effect of E2 could be
inhibited by antagonizing selectively the ERβ by PHTPP. The selective ERα
agonist PPT and the GPR30 receptor agonist G1 had no significant effect on
the frequency of mPSCs. The amplitude of the mPSCs presented no change
in any of the treatments. ? p<0.05 compare to the control; ?? p<0.05 as
compared to the change caused by E2 treatment.

the mPSCs (86±3%). These data show that ERα and GPR30
have no role in mediating the observed rapid effect of the E2
on GnRH neurons.

Finally, the effect of estradiol was tested in the presence
of cannabinoid type-1 (CB1) inverse agonist AM251 (1 µM )
and TTX in order to confirm our previous results showing
that endocannabinoid signaling is involved in the mediation
of the effect of E2 on suppression of fast neurotransmission
onto GnRH neurons. After 5 min control recording the E2 was
administered onto the brain slices (n=12) and the recording
continued for a subsequent 10 min. The AM251 attenuated
the effect of DPN on the mPSCs (86±9%) (Fig. 7), supporting
our results.

IV. CONCLUSIONS

Endocannabinoid system is involved in the mediation of
the effect of E2 on suppression of fast neurotransmission
onto GnRH neurons (Fig. 8). In this effect, 2-AG plays a
fundamental role. ERβ is required for the observed rapid
effect of E2 in GnRH neurons. The interaction of estradiol
and endocannabinoid signaling mechanisms represents a novel
regulatory machinery in the execution of the negative estrogen
feedback to GnRH neurons.
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Fig. 7. Schematic illustration of the interaction between E2 and en-
docannabinoid signaling in GnRH neuron of the metestrous female mice.
Binding of E2 to ERβ activates synthesis and release of 2-AG in the GnRH
neuron. The released endocannabinoid 2-AG then binds to CB1 expressed in
the presynaptic terminal of GABAergic afferents and causes suppression of
GABA release into the synaptic cleft. This effect of E2 was blocked when
the non-selective ER antagonist (Faslodex) or the selective ERβ receptor
antagonist (PHTPP) was administered. The signaling was also inhibited when
the CB1 inverse agonist (AM251) or the DAG lipase inhibitor (THL) was
applied. Dashed arrow denote putative action.
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Abstract—Cortical electrical stimulation (CES) can evoke
epileptic, spike-like responses in seizure onset zone areas. Sponta-
neous high frequency oscillations (HFO) can be more specific for
epileptic brain areas, than interictal spikes. HFOs participate in
memory consolidation and epileptogenic processes predominantly
in and around the hippocampal formation (HcF). CES evoked
high frequency oscillations (eHFO) in the HcF of eight tempo-
ral lobe epilepsy (TLE) patients were recorded under general
anaesthesia. Analysis of these eHFOs may help to characterize
the epileptic involvement of the human hippocampus.

Keywords-epilepsy, in vivo, human, hippocampus, cortical elec-
trical stimulation, high frequency oscillations

I. INTRODUCTION

Epilepsies are the most frequent primary neurological dis-
eases. The largest subgroup of the focal epilepsies is the mesial
temporal lobe epilepsy (mTLE), where the hippocampus is
often affected. Patients with mTLE may benefit from surgical
removal of this area.

In some cases, difficult to precisely define the area respon-
sible for seizure generation. Not only preoperative techniques
(e.g. EEG, fMRI) but also other biomarkers, such as interictal
spikes, spontaneous high frequency oscillations (HFO) are
used to determine the epileptogenic zone. [1] High frequency
oscillations – including ripples (80-200 Hz) and fast ripples
(250-600 Hz) – can be registered from hippocampal formation
(HcF), entorhinal cortex (EC), neocortex of patients with focal
epilepsy and experimentally induced epileptic animals [2,3,4].
Higher HFO rates are significantly correlated with higher
seizure frequency [2,5], and HFOs seem to be more specific
biomarker than interictal spikes to identifying the epileptic
zone. [2] Human epilepsy study have shown, that total removal
of HFO generating area correlate well with good surgical
outcome. [6] At the same time, the occurrence of the HFO is
unpredictable, furthermore their visual detection is very time-
consuming. [4]

The detection time of spontaneous spikes, HFOs and
seizures can cause long invasive monitoring, therefore more
complication and discomfort to the patients. Valentı́n et al.
demonstrated, that in human epilepsy patients, electrical stim-
ulation can evoke cortical, delayed responses with single
pulse stimulation, which are similar to EEG spikes, and their
locations are related to the seizure onset zone. [7] Single pulse
electrical stimulation can also evoke epileptic high-frequency
oscillations in animal model (tetanus toxin injected rats) [8].
Van’t Klooster et al. investigated the frequency distribution of

simulation evoked spikes and found slow and fast ripples in
human cortex. [1]

Our aim was to characterize the waveforms, frequency, time
duration and latency of the stimulus-evoked, short latency high
frequency oscillations (eHFO) in the human hippocampus, in
vivo in temporal lobe epilepsy patients.

II. METHODS

A. Surgery and recording

The intrahippocampal recordings were performed under
general anaesthesia, before anterior temporal lobectomy of 8
medically intractable mTLE patients with unilateral seizure
starting. During the epilepsy surgery, before the temporal pole
resection we recorded evoked potentials from the human hip-
pocampus. The technique was previously described in [9,10].
In briefly, an eight contact strip electrode was placed around
the temporal pole to stimulate the temporal input pathways of
the hippocampus and a microelectrode was used to record in
vivo evoked responses (EP) from the hippocampus.

The non-invasive epilepsy monitoring was done in the
Epilepsy Centre of the National Psychiatry and Neurological
Institution (2004-2007), the electrode implantation, invasive
video-EEG monitoring and the resective surgery were done
in the National Institution of Clinical Neurosciences (NICN).
The permission to the experimental process was given from
the Hungarian Medical Research Council, in accordance with
the Declaration of Helsinki.

B. Electrical stimulation

The used deep microelectrode (dME) was described pre-
viously [9,10]. The 24 contacted dME (linearly arranged
contacts, ø: 25 µm platinum-iridium wires, 100 µm or 200 µm
center to center distance, first contact is 5 mm far from the
tip) is a 10 cm long, 350 µm diameter, stainless steel needle.
One or two dME was used.

Systematic bipolar stimulation of each pair of adjacent point
of strip electrodes was administered with single pulses of
electrical current (5,10,15 mA, 0.5 Hz, 0.2 ms pulse width,
5, 10, 25 and 50 trials per electrode pair). The sampling rate
was 2000 Hz.

C. Data preprocessing

Electrophysiological data analyses were performed with
Edit module of Neuroscan (Neuroscan Inc.) and Matlab (Math-
works Inc.). We used free accessible, open source Matlab
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packages, (EEGLAB [11]), previously described [12] script
package developed by our laboratory and self-written Matlab
scripts.

A shifting value calculation was improved to eliminate the
slow electrode slipping, based on that presumption that the
spike like waveform generation is stable in the cell layers.
Current Source Density (CSD) analysis was used to determine
the spike generating layers.

The movement of these sources in time resulted the mm/ms
value of the sliding. We used those recording parts, where the
slipping was less than one channel between the beginning and
the end of the session. To avoid the probable side effect of the
stimulation artefact, we replaced it with spline interpolation -4
ms to 4 ms around the artefact transient signal.

Hippocampal regions were reconstructed based on histo-
logical assessment of the removed HcFs, and subregions were
determined as follows: Cornu Ammonis 2-3 (CA2-3), Dentate
Gyrus (DG), Subiculum (Sub).

D. Analysis of evoked responses

We improved automated methods for the analysis of the
evoked responses. In a [-500 + 500 ms] window around
every stimulation the hippocampal local field potential data
was filtered between 80-500 Hz (2nd order Butterworth) in
order to measure the evoked high frequency activity (eHFA).
Root Mean Square (RMS) calculation was applied in an 11
ms window 5 times. The maximal amplitude between 10-
100 ms after stimulation was measured on the RMS data
and converted to statistical Z-score value using the mean and
standard deviation of the baseline (-450 ms to -50 ms before
stimulation). (Eq.1 Standard z-score, where x is the evoked
response amplitude, µis the mean of the data baseline (-450
ms to -50 ms), and σ is the standard deviation of the data
baseline.)

z =
x− µ
σ

(1)

Since a simple amplitude threshold does not characterize
well the evoked high frequency oscillations, hence stricter dis-
crimination was employed. Two expert researchers revised the
evoked potentials and selected events from every stimulation
session, where the 80-500 Hz bandpass filtered eHFA were
similar to the ripple oscillations with at least 4 cycle described
previously in the literature. We described these evoked activity
as evoked ripples (eR).

The frequency of every eR was measured with event re-
lated spectral perturbation (ERSP from EEGLAB [13]). The
analysis was carried out in a -450 ms to +150 ms window
around the stimulation. The ERSP baseline was -450 ms to
-50 ms, and the maximal frequency was 500 Hz. The highest
peak after the stimulation on the time averaged ERSP counted
as the middle of the evoked event. The power of the ERSP
was averaged around this time point in a 50 ms window.
The highest amplitude frequency on this averaged curve was
counted as the frequency of the evoked ripple. Frequency
distributions was drawn according to the subregions of the
hippocampal formation (CA2-3, DG, Sub).

Cross frequency coupling was calculated to measure the
interaction between the frequency components. The phase-
amplitude coupling (PAC) was determined by calculating the
modulation index (MI) [13]. This MI characterize the strength
of the phase-amplitude coupling by measuring the distance

of the phase-amplitude histogram of two given frequencies
from the uniform distribution by means of the Kullback-
Leibler divergence. The PAC values were calculated from the
complex Morlet wavelet of the 10-100 ms data after every
stimulation from one session. The phase-amplitude histograms
were determined on every possible frequency pairs from 11-
968 Hz, the phase were discretized into 36 bins and the mean
of the corresponding amplitudes were calculated. Finally,
the Kullback-Leibler divergence between the resulted mean
histogram and the uniform distribution yield the MI value for
the given frequency pair and the resulted MI values were
organized into an upper triangle matrix. From area (CA2-
3, DG, Sub) averaged modulation index (MI) matrices, the
maximal MI value was determined to designate one MI curve
from the phase and one from the amplitude. These frequency-
MI curves was signed as probability density functions, whereof
mean and standard deviation were calculated. The frequencies
lied within the mean in one standard deviation were considered
as modulating (for phase) or modulated (for amplitude) fre-
quencies. As we collected the MI matrices for all regions, we
calculated paired t-tests (p < 0.001) for significant modulating-
modulated frequency pairs.

III. RESULTS

All together 131 cortical-hippocampal evoked potentials
sessions containing 2275 stimuli was included. From every
region the best channel was identified where evoked potentials
were analysed. Based on automatic detection methods, above
five z-score 1196 events fell in different Hc regions that
eHFA. Evoked ripples were detected by manually. The analysis
resulted 865 ripple events out of the above mentioned 1196
eHFAs, from which 241 were registered in CA2-3, 104 in DG
and 520 in Sub. Amplitude, latency, duration, frequency and
cross frequency coupling was calculated for all these evoked
ripples.

A. Waveforms

We found oscillatory events in all sampled regions (CA2-3,
DG, and Sub). The ones in the Sub were the most similar to
ripples, CA2-3 and DG contains oscillatory events with fewer
cycles. Figure 1 represents the most typical oscillatory events
in hippocampus subregions.

Fig. 1. Result of the most typical raw and filtered waveforms in hippocampus
subregions (CA2-3, DG, Sub).
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B. Latency and time duration

Peak latency and duration time of the evoked ripples were
measured event by event, then mean and standard deviation
were calculated. The peak latency was bimodal in DG (22.81
± 2.49 ms; 37.11 ± 1.71 ms) and Sub (15.24 ± 6.7 ms;
39.57 ± 4.736 ms) while CA2-3 showed unimodal distribution
(20.27 ± 5.935 ms). The duration of the evoked ripples was
18.33 ± 4.53ms, which remained fairly stable regardless to
the subregions of the hippocampal formation.

C. Frequency

We identified three relatively distinct frequency band (27.3
± 1.8 Hz, range 20-65 Hz; 84.7 ± 2.9 Hz, range 70-165 Hz
and 192.4 ± 2.4 Hz, range 170-250 Hz) in the CA2-3 region.
This result shows similarities to previous research on mice
[14]. In DG, the largest amount frequency fell in gamma range
(46.6 ± 2.9 Hz, range 20-80 Hz) and in the lower ripple range
(87.4 ± 2.1 Hz, range 80-140 Hz). The frequency distribution
of the events in Subiculum showed a peak around 41.8 ± 3.5
Hz (range 20-120 Hz) and 164.9 ± 6.1 Hz (range 125-360
Hz).

Interestingly the highest frequencies were present in the
Subiculum, which may be explained by the side effect of the
epilepsy. This analysis can also highlight the importance of
the Subiculum.

Fig. 2. Result of distribution of frequencies in the hippocampal regions.
The x axes show the different frequency values (20-500 Hz), y axes show the
number of events.

D. Cross frequency coupling

We analysed the interaction of the frequencies calculating
phase-amplitude coupling. Fig 3 illustrates the mean modula-
tion index (MI) between the frequencies from 11 to 968 Hz
grouped by the regions CA, DG, Subiculum and all. The left
column contains the results of the evoked ripples, while the
right column shows the frequency coupling of the background
activity. The three regions show slightly different coupling
pattern. In CA, the most influential frequencies are between
11-33.4 Hz (peak 20 Hz), affecting frequencies in the range
of 14.6-322.7 Hz (n=2). In DG the interaction is between
11-57.3 Hz and 47-478.9 Hz (peak 400Hz). The Sub is very

similar to DG, with 11-35.9Hz influencing the 46.3-507.7 Hz
range (peak 230 Hz). The volume of this effect is the highest
in the DG (max MI values: 0.4), followed by the Sub (max
MI: 0.25), and the lowest is in the CA (max MI: 0.14). The
background activity reveals poor MI values in all areas with
an interesting, but very small coupling between gamma band
(15-80 Hz) and the multiple unit activity range (684-968 Hz).
Statistical analysis resulted significant difference between ac-
tive and background activity in terms of interaction of 11-60
Hz range modulating the 30-814 Hz range during the active
phase. Interestingly significantly increased modulation was
measured as [85-160 Hz and 575-968 Hz] ranges modulated
the [814-968Hz] range during resting condition (Fig 3. bottom
right grey stripped areas).

Fig. 3. Result of phase-amplitude coupling of evoked responses (left
columns) and control background (right columns) in hippocampal regions
and in all cases.

IV. CONCLUSION

We could detect short latency ripple oscillations in all region
of hippocampus (CA2-3, DG, Sub) under general anaesthesia.

The frequency of the evoked ripple events consist of large
amount gamma oscillation with slower and higher HFO fre-
quencies components.

The frequency distribution in CA (27.3 ± 1.8 Hz, 84.7 ±
2.9 Hz and 192.4 ± 2.4 Hz) shows similarities with previous
findings of 3 gamma band in CA1 regions: 30-80 Hz, 60-150
Hz and 120-250 Hz [14].

Regarding the interaction of the frequency ranges, we found
that slow gamma [11-50 Hz] had significant effect on the high
gamma-ripple [30-400 Hz] activity, similar to other research
group [13]. During baseline condition this effect was missing,
instead gamma [11-90 Hz] affected multi-unit activity [680-
1000 Hz] ranges.
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50/a Práter street, 1083 Budapest, Hungary
denes.reka@itk.ppke.hu

Abstract—Type 2 diabetes mellitus is a chronic metabolic
disorder that can be characterized by the defects of both the
action and secretion of insulin. It is a multifactorial disease,
one of the most important environmental risks is overweight.
This fact (among others) suggests the investigation of lipases
in connection with the disease, as these enzymes play a major
role in the fat metabolism. Certain genetic variants in the genes
encoding lipases can influence the amount of the generated
proteins at the level of transcription or translation, thus might
modulate the efficiency of fat metabolism. Discovering the genetic
alterations in the lipase genes can be used to elaborate more
efficient therapeutic approaches and can contribute to primary
and secondary prevention.

Keywords-lipase; diabetes mellitus; genetics

I. INTRODUCTION

Type 2 diabetes mellitus is a complex disease, being deter-
mined by both environmental and genetic factors as well as by
their interactions. The disease is characterized by high blood
sugar level, insulin resistance, and relative lack of insulin
[1]. While the exact causes of diabetes are still not fully
understood, it is known that there are certain risk factors of
developing different types of diabetes mellitus. For type 2
diabetes, this includes overweight or obesity (having a body
mass index – BMI – of 30 or greater) [2]. In fact, obesity is
believed to account for 80–85% of the risk of developing type
2 diabetes, and recent research suggests that obese people are
up to 80 times more likely to develop type 2 diabetes than
those with a BMI of less than 22 [3].

The aim of this PhD project is to analyze the association
between single nucleotide polymorphisms (SNP) in several
candidate genes and type 2 diabetes, using molecular genetic
and computational approaches.

Although the Human Genome Project was completed more
than a decade ago, and the sequence of the whole genome
is available since [4], identification of the genetic background
of complex diseases and traits is still challenging [5]. Two
substantially different approaches are available to detect ge-
netic risk factors of polygenic diseases. Genome wide associ-
ation studies (GWAS) do not require any a priori hypothesis
ensuring the analysis of all biologically significant genetic
components. However, genome-wide studies always include
the investigation of irrelevant targets, and multiple testing
requires appropriate correction of the statistical analysis.

Consequently, significance threshold is usually defined be-
tween 10–8 and 10–6 [6], which is often too stringent for
the identification of biologically relevant genetic variants with

statistically small effect. Candidate gene studies on the other
hand focus on the investigation of selected polymorphic loci,
providing the possibility of more sensitive analysis of the given
polymorphisms. These two complementary techniques possess
similar effect sizes, however, being rather different, thus may
often provide somewhat contradictory results. According to
a recent comprehensive meta-analysis, 7.1% of candidates
were confirmed by both methods [7]. Candidate gene study
and GWAS share one common aspect: they both require
the analysis of large populations necessitating efficient, high
throughput genotyping techniques.

Genome wide association studies identified several loci
associated with diabetes mellitus, which data, however, need
verification and may serve as starting point for further genetic
and functional analyses [8].

Polymorphisms are genetic variants structurally similar to
mutations. They can affect just one (SNP – single nucleotide
polymorphism) or several (VNTR – variable number of tan-
dem repeats) nucleotides. They can be located in the coding
and also in the regulatory regions of the genes. Their minor
allele frequency is usually higher than 5%, and they cause
susceptibility to a certain complex disease or property.

Based on in silico data, 32 SNPs were chosen for subse-
quent genetic study. They are located in a number of genes,
which were previously suggested to be in connection with fat
metabolism. Malfunctions in fat metabolism can cause serious
disorders, such as arteriosclerosis, hyperlipidemia and diabetes
mellitus [9].

Lipases are enzymes that break down fats, produced by the
liver, pancreas, and other digestive organs. They are part of
the family of hydrolases that act on carboxylic ester bonds.
The physiologic role of lipases is to hydrolyze triglycerides
into diglycerides, monoglycerides, fatty acids and glycerol.

Hepatic lipase is encoded by the LIPC gene, which is
located in the 15th chromosome. The hepatic lipase is a
lipolytic enzyme that contributes to the regulation of plasma
triglyceride (TG) levels [10].

Hormone-sensitive lipase is an enzyme that, in humans,
is encoded by the LIPE gene. The enzyme is responsible
for hydrolysis of triglyceride molecules and therefore release
of free fatty acids and glycerol. This lipase is activated by
glucagon produced by the pancreas [11].

The LIPF gene (located in the 10th chromosome) encodes
gastric lipase, an enzyme involved in the digestion of dietary
triglycerides in the gastrointestinal tract, and responsible for
30% of fat digestion processes occurring in human [12].
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The endothelial lipase protein encoded by the LIPG gene
has substantial phospholipase activity and may be involved in
lipoprotein metabolism and vascular biology. The enzyme is
synthesized by endothelial cells and functions at the site where
it is synthesized [13].

The lipoprotein lipase, encoded by the LPL gene, plays
a key role in breaking down triglycerides present in chy-
lomicrons and very low-density lipoprotein (VLDL) particles,
releasing their fatty acids for entry into tissue cells [14].

The PNLIP gene encodes the pancreatic lipase that hy-
drolyzes insoluble, emulsified triglycerides, and is essential
for the efficient digestion of dietary fats. This gene, located in
the 10th chromosome is expressed specifically in the pancreas
[15].

The protein encoded by the colipase (CLPS) gene is a
cofactor needed by pancreatic lipase for efficient dietary lipid
hydrolysis. The colipase gene is located in the 6th chromo-
some [16].

II. MATERIALS AND METHODS

Buccal DNA samples were collected and purified from 350
diabetic and 450 control people. All participants got written
information about the study and signed informed consent.
SNPs were genotyped using the TaqMan R© OpenArray R©
genotyping platform (Figure 1).

Fig. 1. OpenArray R© chip

The TaqMan R© OpenArray R© technique is a miniaturized
real-time PCR method. As the name suggests, real-time PCR
is a technique used to monitor the progress of a PCR reaction
in real time. Unlike the traditional methods, which requires gel
electrophoresis, it is based on the detection of the fluorescence
produced by a reporter molecule which produces increasing
signal, as the reaction proceeds. Two allele-specific fluorescent
probes labeled with different dyes (e.g. VIC, FAM) are applied
to determine the genotype of the samples. The OpenArray R©
technique is a robust method and it employs a low-density
array: one OpenArray R© slide offers the analysis of 32 SNPs of
96 samples. The primers are designed and fixed on the surface
of the slide. It is very fast and sensitive, but also expensive
compared to traditional methods.

For this project, 10 OpenArray R© plates were used. Each
chip contained technical parallels from the same as well
as from different plates to continuously verify reliability of
the genotyping procedure. 776 technically successful parallels

resulted in concordant genotype results in 757 cases. This data
corresponded to as high as 97.55% reproducibility.

III. RESULTS

Genotype call was based on the fluorescence intensity data,
using the TaqMan R© Genotyper Software. In the software the
samples can be classified according to the intensity of the VIC
(x-axis) and FAM (y-axis) dyes (Figure 2).

Out of the 32 SNPs, we could not evaluate 9 SNPs due to
technical reasons, therefore these measurements were excluded
from further analyses. The average call rate was 84.6%.

Hardy-Weinberg equilibrium was calculated for each SNP in
the control group. The model describes and predicts genotype
and allele frequencies in a non-evolving population. If there
is a significant deviation from the Hardy-Weinberg model in
the control population, the observed significant result could
be a genetic drift and not the effect of the genetic variation.
Two SNPs showed significant discrepancy from the Hardy-
Weinberg model in the control group, therefore two more
SNPs were excluded.
χ2-statistical method (SPSS 17.0) was employed to compare

allele frequencies of the two populations to assess geno-
type–phenotype association. To avoid false positive results,
Bonferroni correction for multiple testing was also applied.

Several SNPs showed nominally significant difference
(p<0.05) between the control and the diabetic population,
whereas two of these results (LDL rs11570892 and LIPG
rs3786248) were still significant after the Bonferroni cor-
rection. The two SNPs are both located in the 3’ untrans-
lated (UTR) regulatory region of the LDL and LIPG genes,
respectively. The 3’ UTR contains binding sites for both
regulatory proteins and microRNAs (miRNAs). MicroRNAs
constitute a class of non-coding RNAs that play key roles in
the regulation of gene expression. MicroRNAs usually induce
gene silencing by binding to target sites found within the 3’
UTR of the target mRNA. The LDL rs11570892 and LIPG
rs3786248 may influence the binding sites of certain miRNAs
and thus alter the expression level of the LDL and LIPG genes,
respectively. According to the PolymiRTS Database, there are
several candidate microRNAs for further investigation.

Fig. 2. Classification using the TaqMan R© Genotyper Software

IV. CONCLUSION AND FUTURE PLAN

We successfully applied the TaqMan R© OpenArray R© Geno-
typing System for genotyping SNPs in the genes of numerous
lipase enzymes. Besides genotyping, further plans include the
investigation of microRNA binding sites and expression of
lipase genes using molecular biological methods. Our aim at
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the end of the PhD project is to get more information about
the genetic background of type 2 diabetes mellitus.
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Abstract—Besides their structure, the internal dynamics of
proteins plays an important role in governing their function
like protein-protein and protein-ligand interactions. Conventional
models protein structures based on experimental data only yield
structural information as they are composed of a single conformer
or a limited number of similar conformers.

NMR-spectroscopy allows atomic motions to be measured
on a wide range of time scales from nanoseconds to minutes.
Dynamics-related information can be incorporated in ensemble-
based structural models of proteins, either by restrained mole-
cular dynamics simulations or by selection-based approaches.
It is self-evident, that dynamics can only be represented in
structural ensembles, since a single structure can not hold
dynamic information. The resulting dynamical models need to
be carefully evaluated in relation to geometry and correspon-
dence to experimental data. As ensembles fulfill experimental
data more easily than single structures, the issue of potential
overfitting has to be considered. I have performed a number of
exploratory molecular dynamics simulations with the use of order
parameter data as restraining parameters to determine the best
possible parametrization for such a simulation. The output of
these simulations were analyzed with the current version of the
CoNSEnsX server to back-calculate the experimental parameters
from the created ensemble. [1]

Keywords-protein dynamics; protein ensembles; ubiquitin en-
sembles

I. INTRODUCTION

Proteins – as well as many other biological macromolecules
– are present in various conformers at the same time. These
conformational states are separated by energy barriers and
are responsible for the diverse and specific functionality of
the proteins. Their motions cover 14 magnitudes of time
scales and there is no experimental method with which all
of these motions could be studied simultaneously. [2] Due
to structural differences, these conformations show different
affinity towards various ligands, so the presence of a specific
ligand can shift the dynamic equilibrium of the system. This
scenario of ligand binding is called conformational selection
and can be contrasted with the classical lock-and-key model
of molecular recognition.

NMR spectroscopy can yield information on the structure
and dynamics of a protein at various time scales. A number
of experimental parameters can be measured, each of which
reports on motions on different time scales. For globular pro-
teins with a well-defined fold it can be assumed that structural
fluctuations can be described as deviations from the average
structure. in such cases, molecular dynamics simulations with
experiment.derived restraints can be used to generate ensem-
bles that reflect their internal dynamics. Such restraints include

nuclear Overhauser effect-based distance restraints, averaged
over two replicas at a time to avoid overfitting (MUMO paper),
S2 order parameter restraints (Best and Vendruscolo 2004) that
report on the ps-ns time scale dynamics and residual dipolar
couplings (RDCs) which, if sufficient independent data sets are
available, can be used to estimate the dynamics of the protein
up to the µs time scale (Lange et al). During the simulation,
the restraints are applied at each step on the replicas simulated
in parallel. However, if a structural drift occurs during the
simulation, the final set of conformers captured at regular
intervals during the simulation, might not correspond to all the
restraints used. Especially S2 order parameters are sensitive
to structural transitions occurring during such simulations, as
e.g. conformational changes in a loop region relative to the
other parts of the molecule can result in low order parameters
for that region even when the restraining worked well for
each simulation step. Moreover, it was pointed out in the
literature that amide bond planarity might not be maintained
in simulations employing a large number of restraints that act
on the amide N-H bond like backbone S2 parameters and N-H
RDCs. In such cases, additional restraining of the geometry
of the amide bonds might be necessary.

I have performed exploratory molecular dynamics calcu-
lations on the protein ubiquitin with a modified version of
the GROMACS 4.5.5. free molecular dynamics package by
applying different sets of experimental restraints and varying
the parameter settings. The resulting ensembles were evaluated
for their correspondence to experimental parameters, both
those applied for the simulations and independent ones. In
addition, amide bond geometry was carefully checked for each
ensemble.

Ubiquitin plays an important role in cellular signaling
networks and its crystal structure is well determined. Addi-
tionally, ubiquitin is widely studied with NMR spectroscopy
and there are many experimental data sets available, as well
es structural ensembles calculated from experimental NMR
data. Because of the amount of experimental data available,
ubiquitin often servers as a test molecule for various molecu-
lar dynamic calculations. Because its structural features, the
molecule is suitable of examining various interface adaption
dynamics, which is responsible for conformational selection
features. [3]

These restraints prevent the molecules from movements
which were not measured during the NMR experiments the
experimental parameters come from. To assess the compli-
ance of the experimental and the from simulations back-
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calculated parameters, we back-calculated the parameters from
the simulations output ensemble. To ensure the correctness
of the used methods, we carried out several Leave-One-
Out experiments, in which we excluded an RDC data set
from the restraining data sets during the molecular dynamic
simulation. These parameter sets were back-calculated as well
and the compliance of the not included data set is highly
correlated with the correspondence of the data sets used for
restraining. This proves that the applied parameters, force-field
and restraining parameters are configured properly and the
simulation yields a dynamical structural ensemble, in which
the back-calculated dynamical parameters correspond to the
experimentally determined data sets.

Fig. 1. Creation of dynamical structural ensembles

To simplify the experiments with various parameters and
force constants of the force field and restraints, we created
a protocol, with which we can carry out molecular dynamic
simulations in a highly automatized manner. A new server
was set up and configured as well, suitable to run many
simulations parallel. With this opportunity, we can run more si-
mulations with slightly different configurations to find the best
parametrization for the given task. For the initial simulations,
our objective was to maximize the correspondence of the back-
calculated residual dipolar coupling parameter sets and the
back-calculated order parameters with the experimental data.
Besides, several molecular dynamic simulations were carried
out to find the optimal ensemble size for a given molecule,
in which the dynamical parameters are well represented, but
not due to overfitting the restraining parameters during the
simulation.

Fig. 2. Correspondance of back-calculated N-H order parameters - 2NR2

The output ensembles of the simulations are analyzed with
the CoNSEnsX server [4], with which we can assess the
correspondence of the back-calculated and the experimental
parameters. The server yields three measures: correlation, q-
factor and rmsd, as shown in the figures (Fig.1., Fig.2.).

Fig. 3. Correspondance of back-calculated N-H RDC parameter set - 2NR2

Fig. 4. Ubiquitin ensemble - molecular dynamic simulation output

II. FURTHER PLANS

During the analysis processes of the newly created ensem-
bles, we became aware of the fact, that the current CoNSEnsX
implementation lacks some features, which would be relevant
and/or helpful during the process of back-calculations. Work
has been begun on the new implementation of the server using
modern web technologies.

Fig. 5. User interface of the new CoNSEnsX server (work in progress)

To simplify and speed up the analysis, the following features
has to be implemented in the upcoming CoNSEnsX version:

• complete server reimplementation in Python (Django)
• store data in database for future use
• handling RDC sets from different experiments separately
• support for accepting NOE distance data in STAR-

NMR format using Prody [5] and NMRPyStar
(https://github.com/mattfenwick/NMRPyStar)

30



• redesigned client-side
• vector graphic output of graphs
Additionally, we plan to implement a selection feature,

with which the user can filter the input ensemble to achieve
maximum correspondence to experimental data.
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Abstract—Modularity maximization algorithms are generally
used for identifying functional subnetworks. Comparison of the
community assignment of certain brain regions between two
subpopulations is not a straightforward methodological issue. An
exact comparison has to deal with the differences of the module
assignment, the uncertainty of the non-overlapping clustering
and the degenerative property of modularity. The current study
aimed to propose a permutation framework for modelling the
changes between the representative partitions of two groups. The
technique is based on constraining the natural partition of a
homogenous group toward an unfamiliar modular organization
by changing the modular assignment of the nodes. The distance
between the native and constrained partitions can be measured
by the modularity change as a cost function. Certain node shifts
between communities perturb more the modular organization
than others. The question, whether the modularity drop of a
given transformation is typical for a group was investigated. The
level of significance of a transformation was determined by the
distribution provided by mixed groups. The method was tested
on resting-state fMRI data of 20 young and 20 elderly subjects.
Increased segregation of the occipital module was found in the
young, while the importance of the default mode network in the
maintenance of the modular organization was slightly affected by
aging. These findings were in line with, and partly complete the
results of previous studies indicating the validity of the method.

Keywords-functional connectivity; community detection; rep-
resentative network; modularity; aging

I. INTRODUCTION

Graph theoretical analyses have demonstrated that brain
functional networks have a modular structure. A module
is defined as a highly integrated sub-network consisting of
regions with much denser connectivity within themselves than
the rest of the brain. In general, integration within a module
allows efficient local processing, while segregation between
modules may be necessary to avoid internal or external noise.
Therefore, studies of brain modules enable to identify groups
of brain regions that may serve common functions of neural
activity [1].

Although there is not a unique way for detecting the
community structure in complex networks, the modularity (Q)
value optimizing algorithms [2] became the gold standard
for identifying the functional brain modules. The modular
partition of a network with the highest Q value comprises
many within-module links and as few as possible between-
module links.

During the recent years graph theoretical measurements
were developed to define the differences in community assign-
ments of brain regions between the two subpopulations[3][4].
The consistency of the modular structure across subjects
is measured by the scaled inclusivity [3], and the modular
classification of a particular brain region can be detected by
Pearson’s phi [4]. These methods work with the labels of the

modular assignment corresponding to the maximal modularity
partitioning. The label assignment is a binary process: a node
is included or excluded from a community, however it is clear,
that changes of the partition label of certain brain regions
influence the modular organization more, than other do.

The current study aimed to present a method to statisti-
cally evaluate the differences between representative modular
structures. The technique is based on warping the native
partition of a subgroup to an unfamiliar modular organization.
The distance between the native and warped partitions can
be measured by the modularity change as a cost function.
Measuring the extent of the modularity change of a network
between different partitioning, can distinguish the degenerative
partitions of the modularity maximization [5] and the neg-
ligible, minor effects between the groups from the relevant
changes in the modular assignment of certain brain regions.

We tested the method on resting-state fMRI data of young
and elderly subjects. The elderly functional network was
characterized by altered community structure [6][7], reduced
modularity [8] and generally more between module connectiv-
ity than the young network [7]. We expected that our method
can detect the prominent regions, which modular memberships
are crucial for the formation in the elderly brain network.

II. METHODS

A. Participants

Healthy young (19-21 years; N =20; SD= ±1; 9 women) and
elderly (67-85 years; N = 20; SD=±6; 10 women) individuals
took part in this study. fMRI data was obtained from the
‘INDI NKI/Rockland Sample’. fMRI time series from each
participants were acquired in eyes open resting state condition
during a 11 minutes period.

B. fMRI recording, preprocessing and functional connectivity
assessment

All subjects were scanned with the same scanner
(MRC35390 SIEMENS TrioTim 3T, TR=2500=ms, TE=30
ms, FA=80◦, 3x3x3 mm voxels, 260 frames). Preprocessing
steps were carried out using SPM12 and Conn 15d toolboxes.
Default preprocessing steps were applied with default param-
eters in Conn: (1) realignment, (2) slice-timing correction, (3)
segmentation and normalization, (4) ART-based scrubbing, (5)
smoothing using a 8 mm full-width half-maximum (FWHM)
Gaussian kernel. After the preprocessing steps fMRI time
series were band-pass filtered ([0.008 0.09] Hz), white matter
and cerebrospinal fluid time series were regressed out. 95
ROIs (cortical areas and the hippocampus) were determined
applying the FSL Harvard-Oxford Atlas parcellation scheme
[9]. Regional average time courses of the ROIs were extracted

B. FILE, “Age-related changes of the representative modular structure in the brain” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of
Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016,
pp 33– 36.
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for each individual. Cross-correlations between all pairwise
ROIs’ time series were calculated. Correlation coefficients
were converted into z-values using Fisher’s equation. Be-
cause of the ambiguity regarding the meaning of negative
correlations [10], negative z-values were set to zero in the
connectivity matrix. The connectivity strength of every subject
was normalized between 0 and 1 avoiding the possible bias of
the inter-subject connectivity strength variance. Every subject
was characterized by a weighted, undirected network, where
the ROIs represented the nodes and the connectivity strength
defined as the weight of edges. The representative modular
structures were derived from the average connectivity network
[6].

C. Modularity and partition distance

In order to determine the modular structure, smaller func-
tional subgraphs or modules were decomposed from the entire
resting state network. The modularity (Q) of a graph describes
the possible formation of communities in the network:

Q =

N∑

i=1

[
ls
L

−
(
ds
2L

)2
]

(1)

where N is the number of modules, L is the total sum of
all edge weight in the network, ls is the sum of all weight
in module s, and ds is the sum of the strength of nodes
(the sum of edge weight of a certain node) in module s [2].
The Louvain algorithm [11] was applied to identify modular
partition with high modularity. The representative modular
structure was determined by applying the modularity algo-
rithm on the young and elderly subjects’ average connectivity
matrices respectively. For providing evidence of the highly
modular organization of the averaged functional networks,
the maximal modularity value of the biological functional
network was compared to the value of the corresponding
random networks. Degree-, weight-, and strength-preserving
randomization [12] were applied to generate 5000 independent
null model for both age groups. The distance between different
partition representations of networks with identical nodes can
be determined by the normalized mutual information (MIn):

MIn = 2 ∗ (H (Y ) +H (E)−H (Y,E))

(H (Y ) +H (E))
(2)

where H(X) and H(Y) is the entropy of the two partitions
separately and H(Y,E) is the joint entropy of the two partitions
[13]. We determined the level of similarity between the young
and elderly representative modules.

D. Local modularity and warping of the partitions

It is important to emphasize, that the presented analysis is
not symmetric, thus it is necessary to perform it on the calcu-
lated networks both in the young and the elderly separately.
The following steps were described by choosing the young
group as the reference partition. The relative importance of
each region in the maintenance of the modular organization
was measured by forcing each brain region to an extraneous
module. Moving a node with an unstable community member-
ship has less effect on the changing of the modularity value
than transfer a node from its unique group [12]. Every node
was moved to all possible clusters. Each transformation can

be characterized by the change of the modularity value:

dQi = Q (before shift of nodei)−
−Q (after shift of nodei) (3)

The average of the modularity drop (local modularity) of each
node can define how strongly a node is assigned to its own
module. The local modularity value can also be interpreted
as the correspondence of a given node to the modular or-
ganization of a network. The local modularity is positively
related to the within module connectivity and negatively to the
between module connectivity [14]. Beside the calculation of
the local modularity we can mark certain node shifts between
modules, which warp the young partition towards the elderly.
The changes of the MIn can assign these node shifts:

dMIn =MIn (young, elderly)−MIn (young′, elderly)
(4)

dMIn values with negative sign denote node transformations,
which warp the young partition towards the elderly.

E. Statistical evaluation

The modularity values of the representative partitions were
compared to the null models and to each other. The MIn of
the young and elderly representative networks were related to
the MIn value of the representative modules. We also defined
the level of significance of the node shifts. Alpha level was
set to 0.05 in every test. Nonparametric statistics (one-sided)
were applied to test whether the modularity value of the young
and elderly representative networks were higher than the 5%
of the null models’ modularity value. The modularity value
of the two age groups were compared using a permutation
procedure. By randomly exchanging the membership of young
and elderly subjects an average network of mixed group was
created. The maximal modularity value for the mixed group
was calculated. Repeating the procedure 5000 times, we can
fit the original young and elderly modularity value to the
distribution of the mixed groups’ maximal modularity value.
A similar procedure was applied to test, whether the effect of
aging, or the individual variance of the modular organization is
more prominent. The MIn value of the mixed groups partitions
were compared to the MIn of the representative partitions. We
expected a lower MIn in case of the representative partitions,
reflecting the more pronounced effect of aging than individual
variance. The level of significance of a node shift was also
determined with a distribution provided by mixed groups. The
young and elderly modular partitions show a different pattern
of node assignment to modules, thus we tested them separately.
The mixed group average network was constrained to the
modular organization of the young, or elderly representative
partition (reference group). The same node shifts were applied
on the mixed group as in the reference group. The null
hypothesis was rejected, if the dQ value of a particular node
shift of the reference group was lower than 95% of the same
node shift of the mixed group. In case of the local modularity
the mean dQ value of every node in the original group was
compared with the mixed groups’ mean dQ values.

III. RESULTS

A. Modularity and partition distance

The modularity value of the young (Qyoung = 0.25)
and elderly (Qelderly = 0.21) representative networks were
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Fig. 1. Representative modular organization of young (A) and elderly
(B) groups. Different node colors denote different modules. The coloring of
the modules was optimized by the Hungarian algorithm [15] using Jaccard-
similarity between the modules as a cost.

significantly higher, than the corresponding random networks
(p¡.001 for both age groups).

The modularity value of the young representative net-
work was significantly higher than that of the mixed group
(p=0.0036, 5000 permutations), while the modularity value of
the elderly representative network was significantly lower than
that of the mixed group (p=0.016, 5000 permutations). A ten-
dency of lower MIn between the two representative partitions
compared to the mixed groups was observed (p=0.08, 5000
permutations). The modularity algorithm detected 4 functional
modules in the young and 3 modules in the elderly group (Fig
1.). The occipital module shows the higher overlap between
the two age group, while the fronto-temporal and the default
mode network (DMN) were merged to one single cluster.

B. Age-related local modularity of brain networks

The local modularity determines the correspondence of a
given node to the modular organization of a network. As the
young group is characterized by a significantly higher modu-
larity than the elderly group, the higher local modularity values
also appear in this group (Figure 2.). The most prominent
age-related segregation in the young representative modular
structure was observed in the occipital regions (15 from the
18 occipital regions showed an increased local modularity). On
the contrary, the segregations of the structures of the default
mode network were slightly affected by aging. Increased local
modularity was measured only for 4 (right/left hippocampus,
left parahippocampal gyrus, left angular gyrus) of the 13
regions of the DMN. A few regions with increased local mod-
ularity were observed in the elderly group. The medial frontal
cortex (p=0.03), paracingulate gyri (pright=0.03; pleft=0.001),
Superior Parietal Lobules (pright=0.009; pleft=0.01) and infe-
rior temporal gyri (pright=0.004; pleft=0.05) were identified
as brain regions serving an increased importance in the main-
tenance of the elderly modular structure.

C. Node shifts with negative dMIn sign

dMIn values with negative sign denote node transforma-
tions, which warp one partition toward the other. In case of the
young node transformations with negative dMIn sign indicated
shift mainly from the fronto-temporal module, since this

Fig. 2. . Age-related differences in the local modularity value. The local
modularity determines the correspondence of a given node to the modular
organization of a network. The spheres denote the brain regions which show
a significantly higher local modularity (segregation) in the young (A) and
elderly (B) representative community structure. Spheres with larger radius
mark p¡0.01 level of significance. Color marks the modules.

module was absorbed to other modules in the elderly group.
The majority of node shifts caused a significant modularity
decrease compared to the mixed group, validating the age-
related segregation of the fronto-temporal module. Transfor-
mation of the bilateral middle temporal gyri (pright=0.05;
pleft=0.05) and the right supramarginal gyrus (p=0.045) from
the ‘Centro-parieto-temporal’ module to the ‘Fronto-temporal
+ DMN’ module resulted in a significant modularity de-
crease compared to the mixed age group. Changing of the
modular assignment of the bilateral superior parietal lobules
(pright=0.02; pleft=0.04) from the elderly ‘Centro-parieto-
temporal’ to the young ‘Occipital’ module also resulted ina
significant modularity decreasecompared to the mixed age
group.

IV. CONCLUSION

This work introduced a method for the comparison repre-
sentative partitions of two subpopulations. The method allows
the quantification of the modularity decrease caused by con-
straining the native partition of a subgroup to an unfamiliar
modular organization.

We tested the method on resting state fMRI data of young
and elderly subjects. As far as we know, this is the first attempt
to describe the elderly functional modular organization by
examining the capability of adaptation to the young modular
configuration.

Similarly to other findings [8][7] we found an increased
modularity in the young group. The highest correspondence
of the increased modularity was observed in the occipital
module in the young group. This observation is in line with
the increased segregation of the visual cortex in the young
[8]. Increased local modularity in the elderly was mainly
observed within the regions of the dorsal attention network
(prefrontal cortex, anterior cingulate, posterior parietal lobule).
The long range connections within this system showed an
age-related decrease [16]. Probably the disconnection of the
networks resulted in the increase of local modularity. Similarly
to other findings [8], we have found the merging of the
DMN to the ‘fronto-temporal’ module in the elderly group.
Our method demonstrated that the changes of the community
assignment of these regions have a significant impact on the
modularity. In the elderly, the middle temporal gyri and the
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superior parietal lobules participated in an altered module
compared to the young group. These regions belong to the
DMN [17]. The results suggest that the age-related alteration
of the community membership of these brain regions preserve
the modular structure.

As a limitation of this study we have to refer to the
thresholding problem of functional brain networks. We used a
biologically relevant cut-off [10][18], but we have to acknowl-
edge that choosing a threshold is always an arbitrary choice
[19]. Changing the community memberships of a partition was
limited to individual node shifts between communities. Ap-
plying more sophisticated transformation rules (e.g: merging,
splitting partitions) can improve the sensitivity of the method.
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Abstract—Epilepsy is the most common primary neurological
disorder that affects people of all ages and all social classes.
Many people with this syndrome have more than one type of
recurrent, unprovoked seizures and may have complex negative
effects on a psychological function and a social situation. The
exact neurobiological mechanism underlying epilepsy is still
unknown. Our research group has set the goal to characterize
this underlying mechanisms by recording electrical properties
of multi-phase electrophysiological events in vivo and in vitro
techniques in epilepsy patients undergoing presurgical evaluation.
With the aid of the cortico-cortical evoked potentials (CCEP) [1]
[6] [7] we attempt to identify the location and boundaries of the
epileptogenic area, in addition this type of stimulation is suitable
for mapping effective brain connectivity. In order to characterize
the brain activity. We analyzed the sweep to sweep amplitude
variance of CCEP response in epilepsy patients implanted with
subdural electrodes. Based on the change in the spatial extension
of the significantly evoked responses, we found nested oscillations
including infraslow components below 0.1Hz and we hypothesized
this nested oscillation system and related these results to the
occurrence of interictal epileptiform discharges (IEDs).

Keywords-activated grid points, amplitude, CCEP, epilepsy,
IEDs, nested oscillation

I. INTRODUCTION

Approximately 65 million people suffer from epilepsy
around worldwide. This neurological disorder can affect dif-
ferent areas of the brain, so it can generate different symp-
toms/epilepsy types as well. During a seizure, the conscious
control of behavior can disappear, automatic series of actions
can occur, and memory processes may be severed.

About 30 % of people with epilepsy do not respond to
antiepileptic drug treatment. Surgical resection of the seizures
generating brain area can be an alternative treatment in these
case. The complete resection of the seizure-onset zone (SOZ)
is mandatory for the positive surgical outcome, to be seizure
free. The involved patients underwent standard pre-and intra-
operative epilepsy surgery evaluation to locate the SOZ and
to guide the extent of resection. Beside various preoperative,
non-invasive neuroimaging modalities (PET, MRI, CT), video-
EEG was performed to record spontaneous seizures and inter-
ictal activity. The spontaneous interictal and ictal discharges,
low and high frequency electrical stimulation induced activi-
ties were recorded from the cortex with electrocorticography
(ECoG) [9] [11]. Epilepsy can be diagnosed by detecting ictal
and interictal epileptiform discharges (IEDs) on the electro-
physiological recordings. IEDs are brief (<250 millisecond),

morphologically defined events, which are widely accepted
diagnostic sign of epilepsy. The reasons for the presence of
this activity in the epileptic brain are still unknown. Vanhatalo
showed from human electroencephalography (EEG) research,
that the interictal events are strongly synchronized to the
infraslow oscillations (<0.1 Hz ISO). Large degree of phase-
amplitude coupling was found between the ISO and a wide
frequency range activity (theta – 4-8 Hz, gamma-30-100 Hz)
[2] [3] [4] [5] [10]. This nested oscillation occurred when the
amplitude of a faster rhythm was coupled to the phase of a
slower rhythm [5] [8].

II. METHODS

A. Electrical stimulation and recording

We involved nine focal epilepsy patients (3 females and
6 males) undergoing standard phase 2 (including implanted
intracranial electrodes) pre-and intraoperative epilepsy surgery
evaluation to locate the SOZ and to guide the extent of
resection. During the invasive video-EEG monitoring (5–10
days) single pulse electrical stimulation was performed with
bipolar stimulation on adjacent electrode contact (0.5 Hz, 10
mA, 0.2 ms, 80-450 trials per electrode pair) of the grid
or the strip. The signal was recorded with 500 or 1024 Hz
sampling rate and >0.16 Hz hardware filter. The 3D positions
of subdural electrode arrays were reconstructed based on
preoperative MRI and postoperative CT scans.

B. Data analysis

Electrophysiological data analyses were performed using
the Edit modul of Neuroscan (Neuroscan Inc.) and Matlab
scripts (Mathlabworks Inc.). We used automated methods for
the analysis of mCCEP induced by single pulse electrical stim-
ulation. The method was described previously [11]. Briefly,
the local field potential data was filtered between 0.3-30 Hz
around every stimulation in a -500 ms -1500 ms window.
The evoked response consist of an early sharp wave between
10–50 ms (N1) and a later slow-wave between 50–500 ms
(N2) after stimulation. The significantly activated electrode
contacts were determined for every single epoch for both N1
and N2 components using an amplitude threshold of 3 or
6 standard deviation relative to the -450 - -50 ms baseline.
The number of the activated electrodes were plotted against
time, resulting multiple time-series of the activated brain
areas sampled at 0.5 Hz and measured in electrode contact
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Fig. 1. The time course of the number of the activated electrode contacts
(peak amplitude exceeding 3 or 6 SD relative to the -450–50ms prestimulus
baseline) was determined in the times of 10-50 ms (N1) and 50-500 ms (N2)
for every stimulation epochs. CCEPs were elicited (parameters: 2sec, 10mA,
0.5Hz, 80-450 stimuli) and analyzed in sleeping and awake grid implanted
epilepsy patients undergoing presurgical evaluation. The 3D positions of
subdural electrode arrays were reconstructed based on preoperative MRI.

numbers. The number of simultaneously activated electrodes
through the stimulations resulted in an oscillation-like signal
(simultaneously activated brain area oscillation - SABAO)
with 2 s sampling rate. On this derived electrophysiological
signal, Fast Fourier Transform, wavelet analysis were applied
to characterize the frequency and Hilbert transformation was
calculated on the 10 point moving averaged SABAO signal
to extract the phase information. To control the method these
analysis were repeated on stimulation free data. IEDs were
detected manually between stimuli (500-1500 ms after each
stimulus) on the unfiltered raw data.

III. RESULTS

The SABAO signal shows how many number of grid points
activated from stimulation to stimulation. It showed signifi-
cant variance in time (in the highest varying case: 2-50/52
contacts). The time-frequency analysis resulted 0.01-0.035 Hz
modulation both in sleep and awake states (Fig.2 /. A. and B.).
Similar modulation was found in the stimulation-free activity
with lower amplitude. IEDs were increased at the troughs
of the 0.01-0.035 Hz oscillations (Fig.5.). Oscillation of the
power of 0.01-0.035 Hz range generates ultraslow (<0.003
Hz) frequency was found in the stimulation free and long
stimulation (450 epoch) data.

Fig. 2. Wavelet analysis. Illustration of the wavelet transformation for one
case with the cone of influence (black curve). Dotted lines indicate the main
peaks in the FFT derived from the same data. The maximal amplitude value
curves were calculated across the frequency ranges.

Fig. 3. Activation of grid points. A. Stimulated sample (450 events).
Four representative traces on the quantity of the activated grid points at
the two previously mentioned timepoints (N1, N2) with the two different
standard deviation values showes significant variance in time (in highest
varying case: 2-50/52 contacts) (blue lines). Black line represents the moving
average (n=10). B. We could recognise activated grid points in stimulation-free
data with lower tendency. C. Stimulated and the continuing, not-stimulated
brain recordings. The electrode points activation increased during early sharp
response (N1) of CCEP. This effect was not present during the later slow-wave
(N2).

Fig. 4. Simulation results. Schematic drawing of nested oscillations illustrates
the theoretical connections between four frequency bands 4-16 Hz (yellow),
0.13-0.16 Hz (blue), 0.01-0.035 Hz (black) and ultraslow (<0.003 Hz) ranges
(red).
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Fig. 5. Nested oscillation and interictal spikes. IEDs were detected manually
between stimuli (500-1500 ms after each stimulus epoch) on the unfiltered
raw data (in sleep). IEDs (red stars) were increased at the troughs of the
0.01-0.035 Hz oscillations (blue line). 0.13-0.16 Hz (yellow line) is SABAO.

IV. CONCLUSION

The size of the CCEP area showed 0.01 - 0.035 Hz infraslow
oscillation which correlated with the appearance of IEDs. This
result questions the usage of averaging method measuring
brain connectivity. Further investigation is needed to find the
connection between the members of nested oscillations and
the occurrence of IEDs.
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Abstract—In the last decades the miniaturization of bioanalyt-
ical processes into microfluidic devices received an increasingly
important role in the world. At the Biomicrofluidics Laboratory
of Pázmány Péter Catholic University we develop different kind
of biological and clinical measurements to Lab-on-a-Chip (LoC)
devices. One of the most important research areas is food safety
diagnostic rapid test to detect pathogenes on chip.

The aim of this paper is to demonstrate the implementation
of the above mentioned basic sample preparation methods for
DNA amplification technologies like Polymerase Chain Reaction
(PCR) and Loop-mediated isothermal amplification (LAMP) in
microfluidic environment.

At first we summarize the different kinds of food sampling
and cell growing methods then the cell lysation and isolation
protocols. We present standard purification protocols, fabrication
methods, especially laser cutting and soft lithography methods.
Furthermore, the basic PCR and LAMP methods in laboratory
and microfluidic environment are presented. We summarize the
required reagents for LAMP method and we provide an overview
of the sample storage technologies in LoC devices.

Finally the validation technologies are highlighted i.e. gel
electrophoresis and spectrophotometry.

Keywords-Microfluidics; Lab-on-a-Chip; Food-safety; Poly-
merase Chain Reaction; Loop-mediated isothermal amplification;
Gel electrophoresis; Spectrophotometry

I. INTRODUCTION

Pathogen infections are among the leading causes of infir-
mity and mortality among humans and other animals in the
world [?]. We are focusing on food-borne illnesses caused
by pathogens and one of the most widely known illnesses
of these is listeriosis, which is a bacterial infection caused
by Listeria monocytogenes. Listeria monocytogenes is a food-
borne pathogen that is widely distributed in both natural and
human-made environments. [?] Another important bacterium
is the enteroinvasive Escherichia coli (EIEC) which is an
important human pathogen, responsible for the majority of
cases of endemic bacillary dysentery prevalent in developing
nations [?].

Nowadays the detection of these pathogens became an
increasingly important role in the world and one possible
solution could be the point of care testing LoC devices. [?]

In laboratories the basic detection methods are PCR based
methods after a some days cell growing procedure therefore to
reduce the necessary investigation time, microfluidic devices
and point-of-care devices are planned.

Unfortunately the PCR methods have a disadvantage in
LoC: the thermal cycling and control system is hard to

implement and the process has a very big energy consump-
tion. Notomi et al. developed the loop-mediated isothermal
amplification (LAMP) [?] what is an isotherm reaction, i.e. in
LAMP reaction no thermal cycling control system is needed.
Because of the high specificity of the LAMP reaction it is ideal
to detect pathogens from food or environmental samples.

Nowadays polydimethylsiloxane (PDMS) and poly(methyl
methacrylate) (PMMA) based microfluidic devices are used
to make chips for DNA amplification. The PDMS is an
excellent material for designing microfluidic devices: optically
transparent down to 280 nm so it can be used for a number
of detection schemes, nontoxic, can be implanted in vivo, it
can be deformed reversibly, it can seal reversibly to itself
(van der Waals forces), it can seal irreversibly (after exposure
to an air plasma by formation of covalent bonds), it is
elastometric and it has a high gas solubility. [?],[?] PMMA
has a number of significant advantages: chemical inertness
in neutral aqueous solutions, resistance to hydrolysis, non-
porous solid, suppresses the contamination effect caused by
bimolecular adsorption at the microchannel walls. Another
important advantage is that the evaporation rate of PMMA is
incomparably smaller than PDMS, [?] therefore we can take
the advantage of it in sample storage.

The commonly used manufacturing methods for these ma-
terials are CO2 laser micromachining [?] and soft lithography.
[?] Laser cutting technologies are cheaper and faster but
compared to the 5 − 10 µm accuracy of the soft lithography
procedure the accuracy of laser cutting technology is 100−150
µm.

In summary the aim of this article is to overview cell
growing, lysation and isolation, PCR based and the isothermal
amplification methods and validation methods both in labora-
tory and microfludic environment.

II. CELL GROWING METHODS

A. Standard methods

In the case of Listeria monocytogenes the bacterium samples
were stored under oil in agar slant at −20◦C. The bacterial
culture was inoculated on Tryptone Soya Agar then incubated
for 24 hours at 37◦C. After that the culture placed on a new
Petri dish for another 24 hours at 37◦C.

Escherichia coli strains are stored in Eppendorf tube at
−80◦C then inoculated on Luria broth (LB), nutrient-rich and
antibiotic free media in petri dish. The plates are incubated
at 37◦C for 15 hours. Next fluid LB media inoculated by
the grown bacteria for another 15 hours at 37◦C. After these
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steps the bacterial cultures are ready for lysation and isolation
protocols.

B. Selective mediums for Listeria monocytogenes and Es-
cherichia coli

The Fraser broth can selectively and differentially enrich
Listeria from foods. The standard incubation time is 18− 24
hours at 33 − 37◦C. After the incubation the broth will turn
black because of the released esculetin. [?]

Another widely used selective chromogenic medium is the
ALOA agar. It is utilized for the detection of Listeria spp. in
food and environmental samples. The incubation time is 24
hours at 37 ◦C and the Listeria form a blue-green plant with
a turbid white zone. [?]

The BBL CHROM agar is a selective medium for the
isolation, differentiation and identification of Listeria mono-
cytogenes, ivanovii from food and environmental samples. [?]
The incubation time is 24 hours at 33−37◦C and the Listeria
is blue-green surrounded by a white halo.

The Palcam agar is a selective differential medium for the
isolation and detection of Listeria monocytogenes and other
Listeria species from foods and clinical specimens. [?] After
18 to 48 hours at 35− 37◦C aerobic incubation the colonies
of Listeria appear gray-green with a black halo.

In 1989 Curtis et al. described the the Oxford agar, a
selective medium for Listeria monocytogenes. [?] After 18 to
24 hours at 33−37◦C incubation the colonies of Listeria spp.
are round in shape, black in color and surrounded by a black
zone.

III. CELL LYSATION AND ISOLATION TECHNOLOGIES

Generally the nucleic acid sample preparation process con-
sist of two main steps: cell or tissue lysis and nucleic acid
extraction or separation. In 2009 Kim et al. reviewed the gen-
eral sample preparation methods in microfluidic environment.
[?] Based on this article cell lysis mechanisms in microfluidic
environment can be grouped into the following categories:
thermal, electrical, mechanical and chemical.

At high temperatures proteins within the cell membrane
are denatured, irreparably damaging the cell and releasing the
cytoplasmic contents. [?] The most common used thermal cell
lysis method is the boiling water bath for a predetermined
time.[?] Be on hand solution can be to take the advantage of
the existing PCR heater: Liu et al. used an integrated PCR
heating device to implement lysis [?]

Another lysation technology is the electrical lysis: depend-
ing on the applied electric field the cell can be lysed by
dielectric breakdown of the cell membrane. [?] Carlo et al.
presented a method for on-chip cell lysis based on local
hydroxide electro-generation by direct current.[?]

Mechanical lysis uses a mechanical force to tear or punc-
ture the cell membrane. Typical physical contact based lysis
method is to form microtips in microfluidic channel with soft
lithography then force the cells through in this microfluidic
channel. [?]

Taylor et al. integrate sonication into a microfluidic system
and show that increasing the fluid pressure enhances the
coupling between the ultrasonic horn tip and the liquid region,
which leads to more efficient cell lysis. [?]

In chemical lysis buffers or other lytic agents are employed
to break down the cell wall and membrane. [?] Sethu et al.

described a streamline modified process of plasmid extraction
based on boiling lysis in case of Escherichia coli cultures. [?]

After the lysation steps DNA isolation methods are needed.
With silicon microfilter chambers cell filtration system were
fabricated by Wilding et al. [?] This device isolate the white
blood cells from whole blood in silicon-glass based microchips
with a series of weir-type filters.

IV. DNA AMPLIFICATION METHODS IN MICROFLUIDIC
ENVIRONMENT

A. PCR and isothermal nucleic acid amplifications

The PCR method first presented by R. Saiki et al. in 1985
[?] and since then different kind of version was implemented:
digital PCR (dPCR) [?], in silico PCR [?], inverse PCR [?],
nested PCR [?], assembly PCR [?], etc.

Further different kind of PCR on microfluidic device were
implemented: Chang et al. for an integrated microfluidic chip
for PCR [?], Hua et al. for multiplexed real-time PCR [?] and
Beyor et al. for pathogen detection [?].

Park et al. summarized the recent advances in microfluidic
PCR technologies and showed the practical issues and per-
spectives related to implementing them into infectious disease
diagnostic. [?] Furthermore this article showed and summa-
rized the necessary technologies to PCR on LoC: device
materials and fabrication, chip design technologies, detection
systems, sample preparation, automation and different lysation
technologies.

Nucleic acid sequence-based amplification (NASBA) is a
primer-dependent isothermal amplification reaction mimicking
retrovial RNA replication. [?] NASBA has large amplification
factor and because of the isothermal property it has a wide
range of applications. In 2004 Gulliksen et al. were made a
LoC device to detect human papillomavirus (HPV) in 41◦C
heated silicon-glass microchambers. [?] In 2008 Dimov et
al. published an integrated microfluidic system to isolate,
amplificate and real-time detect E. coli RNA with NASBA.
[?]

Another isothermal amplification method the strand dis-
placement amplification (SDA) that uses the activity of a
restriction endonuclease and a strand displacing DNA poly-
merase to generate copies of a target DNA sequence. [?] In
1998 M. A. Burns et al. developed a SDA based LoC device
with heaters, temperature sensors and fluorescence detectors
to analyze nanoliter-size DNA samples. [?] J. M. Yang et al.
published an integrated, stacked microlaboratory for perform-
ing automated electric-field-driven immunoassays and DNA
hybridization assays. The microlaboraty detect Escherichia
coli bacteria and Alexa-labeled protein toxin staphylococcal
enterotoxin B by electric-field-driven immunoassays. [?] In
2000 Westin et al. described a simultaneous amplification and
discrimination of six gene sequences on a microelectronic
chip. The chip can detect both plasmid and transposon gens of
Escherichia coli gyrA, Salmonella gyrA, Campylobacter gyrA,
E. coli parC, Staphylococcus mecA and Chlamydia cryptic. [?]

The Helicase-Dependent Amplification (HDA) utilizes a
NDA helicase to generate single-stranded templates for primer
hybridization and subsequent primer extension by a DNA
polymerase. This method was described by M. Vincent et al.
in 2004. [?] and D. Andersen et al. gave an overview on the
HDA and OnChip-HDA technology and its potential for point-
of-care diagnostics. [?]
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In 1996 Dongyu Liu et al. described the Rolling Circle
Amplification (RCA) what uses strand displacing DNA poly-
merase to continuously amplify a circular DNA template at
a constant low temperature producing a long DNA molecule
with tandem repeats of the circular template [?]. L. Mah-
moudian and N. Kaji developed an integrated platform for
RCA and subsequent microchip electrophoretic detection of a
specific gene on a PMMA microchip. The device capable to
detect 25 ng bacterial genomic DNA in less than 65 min. [?]

Recombinase polymerase amplification (RPA) was devel-
oped by O. Pipenburg et al. which is couples isothermal
recombinase-driven primer targeting of template material with
strand-displacement DNA synthesis. The developed amplifi-
cation method is very sensitive, specific, rapid and operate at
constant and low (37◦C) temperature. Further the developed
method tested by the pathogen methicillin-resistant Staphylo-
coccus aureus. [?]

B. Loop-mediated isothermal amplification

In 2000 Notomi et al. developed a novel method, termed
LAMP that amplifies DNA with high specificity, efficiency
and rapidity under isothermal conditions. Due to the two
inner and two outer primers this method amplify the target
sequence with high selectivity and the LAMP reaction is
easily detectable with naked eye because of a formation of
magnesium pyrophosphate. [?] Based on this article different
kind of pathogen detection method were developed: J. Hill et
al. for Escherichia coli [?], M. Miks-Krajnik et al. and M.
Tang et al. for Listeria monocytogenes [?][?] and K. Dhama
et al. for the most of the pathogens. [?]

X. Fang et al. take the advantages of the LAMP method
and designed an integrated microfluidic chip the so called
microLAMP (µLAMP). The LAMP reaction can be detect by
the naked eye or the designed absorbance based optic sensor
and 10 fg of DNA sample could be detected under isothermal
conditions (63◦C).

V. VALIDATION TECHNOLOGIES

A. Gel electrophoresis

The gel electrophoresis is a separation and analysis method
for DNA, RNA and proteins and their fragments, based on
their size and charge. [?] The most typically used gels are
agarose, polyacrylamide and starch gels. The agarose have
a greater range of separation but it has lower resolving
power for DNA while the polyacrylamide used for proteins.
[?] To provide ions that carry a current and to maintain
the pH at a relatively constant value buffers are used. The
basic buffers for nucleic acids Tris/Acetate/EDTA (TAE) and
Tris/Borate/EDTA (TBE). [?] The DNA can be visualized
using ethidium bromide, silver stain or different types of
dyes. The DNA ladder serve as feedback and positive and
negative control are used to observe and avoid contamination.
To validate the successfulness of the LAMP reaction typically
gel electrophoresis is used. [?]

B. Spectrophotometry

Spectrophotometry is the quantitative measurement of the
reflection or transmission properties of a material as a function
of wavelength. [?] In standard laboratory environment the val-
idation of pathogen lysation working as follows: The relative
absorbance are measured between inoculated fluid LB media
and sterile fluid LB media then the lysis puffer were added

to the inoculated LB media. After 15 min relative absorbance
measured between the sterile fluid LB media and the lysed
fluid LB media. The Listeria monocytogenes and Escherichia
coli bacteriums give a signal about 600 nm and after the
lysation the proteins, DNA and cell components give signal
about 280− 350 nm.

VI. CONCLUSIONS

In this paper we showed sample preparation methods for
DNA amplification technologies in microfluidic environment.
We described the selective cell growing methods and selective
mediums for Listeria monocytogenes and Escherichia coli then
the different cell lysis and isolation technologies (thermal,
electrical, mechanical and chemical lysation) in microfluidic
environment are presented.

We collected and showed DNA amplification methods in
microfluidic environment like PCR, NASBA, SDA, HDA,
RCA and RPA then the application of LAMP on LoC devices
are presented. Finally the necessary and standard laboratory
and microfluidic validation methods (gel electrophoresis, spec-
trophotometry) have been summarized.
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Abstract—The PDZ domain containing PSD-95 is a key protein
in organizing in the postsynaptic density. The third PDZ domain
of PSD-95 has an additional alpha helix, which affects its
binding affinity to the CRIPT peptide, believed to result from
an intermolecular allosteric mechanism. Detailed description of
internal dynamics of proteins is essential for understanding the
mechanistic details of partner molecule binding and allostery.
Ensemble-based models incorporating experimental data can
be used for atomic-level representation of the observed confor-
mational dynamics. I performed ensemble-restrained molecular
dynamics simulations with mobility parameters derived from
relaxation data to create protein ensembles of the third PDZ
domain of PSD-95. Exploratory calculations on selected PDZ3
variants and their complexes with different restraining schemes
were applied and analyzed. The results can be used to generate
ensembles that give insights into the role of residue-residue
interactions and conformational entropy in ligand binding and
selectivity.

Keywords-PSD-95; structural ensemble; molecular dynamics

I. INTRODUCTION

The underlying molecular mechanisms of synaptic plas-
ticity are not yet fully understood. The generation of long
term potentiation (LTP) is thought to be a major step in
the formation of memory. The precise steps leading to LTP
are known to involve the reorganization of the postsynaptic
density (PSD), an elaborate protein network characteristic of
exctitatory synapses. Exactly how the PSD is organized and
reorganized is subject to intensive research. Novel findings
continue to challenge accepted models, for example, the re-
quirement for the GluA1 subunit has been refuted as other
subunit types available can take over its supposed role.[1]
Therefore, detailed study of PSD proteins and their interactions
are of crucial importance.

The PSD contains a number of proteins harboring a so-
called PDZ domain (the name comes from those of three
proteins where it was first identified: PSD95,DLG1,ZO-1) 1.
PDZ domains are though to be key organizers of the PSD
network as they mediate protein-protein interactions [2], [3],
[4]. Their most prominent role is to bind C-terminal residues of
partner proteins but a number of other interaction modes have
also been identified [5], [6]. PDZ domains are approximately
90 amino acid long, adopt a globular structure of 5-6 beta
sheets forming a half barrel and 2 helices on each side 2.[2],
[3], [4], [7]

PSD-95 (Postsynaptic protein 95, also DLG4) is one of the
most intensively studied PDZ domain containing protein in the
PSD. It consists of 3 PDZ domains as wel as, a SH3 and a GK
domain. It organizes signaling complexes at the postsynaptic
membrane and it is thought to have a major role in many
other processes of the PSD, like regulating the activity of the

Fig. 1. Regulating complexes of the postsynaptic density, with focus on the
PDZ containing proteins.[2]

interacting membrane proteins.[3] PSD-95 has been proposed
to form a flexible matrix which confers stability to the PSD
while allowing its dynamic reorganization [8]. The number
of PSD-95 molecules correlates with the size of the PSD,
consistent with a model based on fixed-distance packing of
these molecules in mature PSDs, although PSD enlargement
upon stimulation seems to be governed by other proteins and
PSD-95 molecules appear to be included only at a later stage
[9]. There have been multiple models proposed for the di- and
multimerization mode of PSD95, most recently, by the means
of PDZ domain-mediated interactions with partner molecules
[10], which might be the only one reconcilable with the in
vivo observed spacing of PSD-95 molecules [8], reasonably
coinciding with but not necessarily governed by their size.

Fig. 2. The full PDZ3 domain of PSD-95 in complex with CRIPT peptide
(left). PDZ3’s C-terminally truncated form (PDZ3 d7ct) in complex with
CRIPT peptide. Although PDZ3 d7ct does not form a third alpha helix it
has the conventional PDZ fold.[7]

The third PDZ domain of PSD-95 (PDZ3, 303-402) has
an “extra” alpha helix not commonly found in other PDZ
domains at its carboxy terminus. Although this helix does not
form direct contacts with the peptide ligand, a C-terminally
truncated construct of PDZ3 (PDZ3 d7ct) binds the CRIPT

A. HINSENKAMP, “Dynamic simulation of the third PDZ domain of PSD-95” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of
Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016,
pp 45– 46.
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partner peptide with a 21-fold lower affinity than the wild
type variant.2 The changes in the binding affinity were at-
tributed to the presence of entropic contributions resulting
from an intramolecular allostery involving the extra helix
and the ligand binding pocket. In this experiment isothermal
titration calorimetry was used to evaluate the thermodynamical
changes. Backbone and side-chain order parameters character-
istic of picosecond-nanosecond (ps-ns) motions were obtained
from NMR spin relaxation experiments.[7] My aim was to
generate detailed atomic-level structural models that reflect
the experimentally determined mobility of the free and lig-
and bound-states of PDZ3 variants. These models can help
in establishing the mechanistic details behind the allosteric
behaviour of the domain.

Fig. 3. Procedure of structural ensemble selection from the molecular
dynamic simulation.[13]

II. METHODS

For the generation of protein structural ensembles I per-
formed ensemble-restrained molecular dynamics simulations
using a modified version of the free GROMACS.4.5.5. Pack-
age [11]. In this context, the experimental restraints ensure
that the ensemble corresponds to the observed dynamics as
much as possible and the applied amber99sb-ildn force field is
responsible for sampling physically reasonable conformations
to achieve this. The initial structures were X-ray structures
from the PDB database (ids:1be9,1bfe)[12]. The restrained
production run is preceded by a minimization and solvation
steps as well as a position restrained equilibration. S2 order
parameters were applied in a so-called half-harmonic scheme
ensuring that the fluctuations are only allowed to bring the
system closer to the experimentally observed parameters.3

I have performed a number of exploratory simulations
with different restraining parameters and have evaluated the
resulting ensembles using the CoNSEnsX method [14]4.

These calculations will be used to select the parameter
sets to be applied for longer production runs. The resulting
ensembles will be compared and analyzed in detail.
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Abstract—The composition of multispecies microbial commu-
nities can be stable even though the members of these systems use
the same environmental resources. Secreted chemical compounds
can have an important role in stabilizing complex bacterial
communities. The effects of these compounds can be either
positive or negative for the neighboring cells. My aim was to study
the impact of these negative (so-called antimicrobial) factors on
the stability of multispecies communities via in silico simulations.
The experiments were performed in a hybrid computational
model which is able to simulate the quorum sensing mediated
swarming behavior of bacteria. The bacterial cells are repre-
sented as discrete agents and the chemical signals, factors and
nutrients are considered as diffusible gradients in the model.
The results show that cell populations sharing at least their factor
molecules can form stable multispecies communities, even in case
of antimicrobial factors are involved in their interactions. This
finding can help to model and better understand the complex
dynamics of diverse natural microbial communities.

Keywords-microbiome stability; quorum sensing; multispecies
communities; antibiotic production; agent-based model

I. INTRODUCTION

Bacteria are the most widespread life forms on Earth,
although they are unicellular and of micrometer size. They
populate every habitat, including the surfaces of the human
body, which holds more prokaryotes than human cells. In most
cases bacterial cells form communities that consist of many
species. Most of these bacteria are not pathogenic, and even
play an important role in conditioning the immune system,
producing important substances for the host (e.g. amino acids
or vitamins) and serve as a first barrier against pathogens [1].

Members of complex microbial communities, for example
human gut flora, interact with each other, despite competi-
tion for resources like nutrients and/or habitats. Cooperative
behavior is therefore essential for stable and permanent co-
existence between cells. One way of inter-cellular bacterial
cooperation is quorum sensing, where bacteria produce and
respond to diffusible chemical signal molecules and regulate
cellular metabolism in a concentration-based manner [2]. Cells
constantly produce signal molecules and if cell density is
low, the overall signal concentration that every cell can sense
around itself is also low. However, in the event of high cell
density, the signal concentration reaches a threshold which
induces changes in the regulation and behavior of all cells
simultaneously. For example, cells start to produce chemical
compounds (so-called factors) that act only in a concentration
that can be achieved with the contribution of a given number
of cells [2][3].

There are multiple different quorum sensing systems used
by different bacterial strains. These strains are often fully
or partially able to sense or respond to signal and factor

molecules from other species, which could influence the nature
of their interactions [4]. This phenomenon can be termed as
the sharing of resources or public goods (signals, factors or
nutrients) [5]. However, the interactions between microbes
are not always beneficial. Many bacteria (and fungi) produce
materials that have negative effects on other species. These
materials are called antimicrobial factors, they are related to
natural antibiotics, but the purpose of their production is not
always eliminating others in order to get more nutrient or
habitat, sometimes it is only a useful side effect [6].

It is still not completely understood why bacteria respond to
different chemical compounds in different manners, and how
this phenomenon affects the coexistence of species, as well as
the stability of the community under different circumstances.
In order to study these I used an in silico agent-based
computational model of quorum sensing controlled swarming
(synchronized movement of group members) implemented in
MATLAB programming language.

II. THE MODEL

For studying the effects of self-restraint and sharing of pub-
lic goods, we used a previously developed model of quorum
sensing (QS) mediated swarming [2][7][4]. Bacterial cells are
represented in this model as random moving computational
agents who produce, release, uptake and respond to diffusible
signals (S) and factors (F), and also uptake and consume
nutrients (N) from their environment. They are placed on the
end of a 2 dimensional half-closed longitudinal track with
a periodic boundary condition on its two sides. When the
concentration of a signal reaches its threshold, the cells that
can sense it modify their metabolism and increase their signal
production and start factor production. If the appropriate factor
concentration is achieved, the cells enter their swarming state,
resulting in increased movement, nutrient consumption, signal
and factor production. Swarming cells can extend the colony
boundaries and populate fields of the track with high nutrient
concentration, while cells that move slower starve and become
eliminated in the nutrient depleted environment. This modeling
setup is a simplified representation of a dendrite growing from
a bacterial colony (e.g. Pseudomonas aeruginosa) placed on
an agar plate (Figure 1).

I introduced antibiotics (AB) in this model, because in
natural communities species can protect themselves by pro-
ducing chemical compounds against the proliferation of other
species to reduce their fitness [8]. In other words, our previous
QS models concentrated only cells positively acting on each
other (cooperation); here I included negative effects by which
cells can down-regulate other cells in their neighborhood.
Antibiotics were defined as diffusible materials, like signals
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Fig. 1. Principle of the model [2][7]. Bacterial agents (black dots) are placed in a longitudinal two dimensional track, which is covered with nutrients.
The cells consume nutrients and can produce diffusible signal and factor compounds around themselves (gray area). The gradients of these materials enable
them to switch into their active state and swarm to nutrient rich regions from the starting point. The region where most swarming cells are situated and the
concentrations of public goods are high is called the active or swarming zone.

and factors. Cells started AB production when they sensed
the presence of bacteria from other species, through their own
signals. Two scenarios were considered as the effect of the
antibiotics: in the first one the cells that sense the AB above
a given threshold could not swarm and “stepped back” to
their stationary (baseline) state; while based on the second
one living in high AB concentration required extra energy. AB
production could also have an energy cost compensating the
fitness benefit of these cells. Other ways of compensating the
advantage of AB producer cells are increasing their metabolic
energy or division threshold. In that simulation setup, each
agent could produce or react to this new gradient which has
resulted in doubling their internal states from the previous 4 to
8 (Table I), and swarming was not defined as producing a high
amount of signals and factors, but as moving with maximal
speed. The effects of antibiotics production on community
stability were studied with 2 species simulations considering
the fitness of species, the compensation of benefits that are due
to AB production, and the connection between their quorum
sensing systems (common, partially or fully different).

III. RESULTS

In the experiments without self-restraint and AB production
the results agreed with observations from a previous study [4],
where at least factor sharing was necessary for stable coexis-
tence. If the chemical language of the cells is common, the
ones with higher fitness (e.g. lover division energy threshold or
lower metabolic energy) extrude the others, but this advantage
can be compensated, for example by modifying the signal
threshold. In this case stable coexistence can arise between
species using the same signals and public goods.

Species that consume the same nutrient source and use
different signals and factors cannot live together, and applying
antibiotics production does not change this behavior. The
species with higher fitness populate the entire swarming zone.
Antibiotic molecules do not change the behavior of the system.
AB producer cells win the competition and eliminate others
if the energy requirement of AB production is not too high.
The competition advantage of AB production can be reduced

by applying higher metabolic or division energy threshold or
higher AB production cost for the AB producers or higher
AB sensing threshold for the responders. The fitness of the
species can be equalized with these modifications. It can result
in temporal coexistence and then stochastic exclusion, which
is analogous with previous findings [4].

Same factor usage enables stable coexistence, and it can
also be achieved with AB production when the AB producer
cells have some “metabolic handicap”. The two scenarios for
the effect of the antibiotics produce different communities. If
living with AB requires extra energy form the AB uptaker
cells, these cells will not exceed the concentration when their
signal concentration starts to trigger AB production. That AB
model results in a stable population, where most of the cells
are not affected in antimicrobial factor production or response.
If AB concentration “pushes back” the respondent cells to their
stationary, ground state when they cannot swarm, many cells
produce or respond to AB during the entire simulation (Figure
2). In this case, the fitter (respondent) cells cannot exceed a
concentration and extrude less fit AB producers, because the
latter ones can end their swarming with the produced chemical
compounds. The ground state cells move slower and produce a
smaller amount of signals. Their high concentration is situated
in the back of the swarming zone, but there are some cells in
the front or in the middle part. They divide faster due to their
energetic advantage, and reach the AB production threshold
again soon.

IV. DISCUSSION

Different bacterial species often use different quorum sens-
ing signaling systems, and also often produce antibiotics
(antimicrobial factors) against each other. I introduced these
antimicrobial factors in the model, which resulted in more in-
tensive competition between cell types. Antibiotics provide an
advantage for the producer cells, but it can be compensated and
enables the stable coexistence between species with at least
shared factors. The results above showed that we can simulate
direct inhibitory microbial interactions with our model, and
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TABLE I
THE POSSIBLE STATES OF AB PRODUCER AND AB RESPONDER AGENTS. AB PRODUCER CELLS CAN PRODUCE THEIR OWN SIGNAL (S1), FACTOR (F1)

AND ANTIBIOTICS (AB) AND CAN SENSE THEIR OWN SIGNAL, FACTOR AND THE SIGNAL OF THE OTHER SPECIES (S2). AB RESPONDER CELLS CAN
PRODUCE THEIR OWN SIGNAL (S2) AND FACTOR (F2) AND CAN SENSE THEIR OWN SIGNAL, FACTOR AND THE AB OF THE OTHER SPECIES.

state AB producer AB responder
produce sense behavior produce sense behavior

1 baseline S1 - stationary state baseline S2 - stationary state
2 S1+F1 S1 stationary state S2+F2 S2 stationary state
3 S1 F1 stationary state S2 F2 stationary state
4 S1+F1 S1+F1 swarming S2+F2 S2+F2 swarming

5 baseline S1
+AB S2 stationary state baseline S2 AB stationary state

+ AB response

6 S1+F1
+AB S1+S2 stationary state S2+F2 S2+AB stationary state

+ AB response

7 S1
+AB F1+S2 stationary state S2 F2+AB stationary state

+ AB response

8 S1+F1
+AB S1+F1+S2 swarming S2+F2 S2+F2+AB swarming

+ AB response

Fig. 2. Stable coexistence in two species community where the species have different signals but same factors, and one species produces AB against the
other one (initial cell numbers were 1000-1000 agents for both species, and the simulation time was 5000 steps). The AB producer cells use self-restraint,
they have higher metabolic energy (0.15) than the others, and AB production also has an energy cost (0.15). The threshold of AB production is 30, and the
cells that respond to the AB step back to their stationary ground state and cannot swarm. A: Numbers of cells in each species during the simulation. B:
Distribution of states during the simulation for cells capable of AB production. C: Distribution of states during the simulation for cells capable of responding
to AB.

our qualitative results agree with previous findings and basic
biological expectations.

As this is an in silico study, some limitations of the
modeling approach have to be noted. First of all, the used
parameters in the agent-based model are symbolic. They are
not based on physical measurements. Consequently, the out-
comes are qualitative, represent tendencies and possibilities,
not exact biological events in case of a given parameter set.
Second, the model uses several simplifications which are not
capable of describing the complexity of interactions between
the members of natural microbial communities. For example,

systems were studied with only two species while natural
microbiomes contain more kinds of bacteria, viruses, fungi
and eukaryotes. The nutrient supply of the cells was also
simplified: only one nutrient type was applied, which diffused
in the medium uniformly and constantly while in the nature
cells can access multiple nutrient types and can uptake and
consume them with different metabolic efficiency.

In spite of all these, the implemented methodological de-
velopment in the quorum sensing model makes it possible to
simulate more complex systems, and answer questions that
have closer connection with the natural microbial communi-
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Abstract—Background. Epilepsy is a neurological disorder,
caused by the abnormal and excessive activity of the brain.

Aims.The aim of the studies reported here was to observe the
cellular properties of the epileptic human neocortex, especially
under the effect of the GABAerg receptor antagonist Bicuculline.

Method. Tissue slices were prepared from postoperative hu-
man neocortical tissue from patients with epilepsy or tumor.
Local field potential gradient (LFPg) recordings were obtained by
a 24 channel laminar microelectrode in physiological conditions
and during Bicuculline bath. Single cell detection was performed
and acquired action potentials were classified by their properties.
Postoperative neocortical tissue from patients with tumor, but
without epilepsy has been used as control.

Results.Analysis showed that the application of Bicuculline
cause increase in the activity of inhibitory neurons, while it
decreases the activity of principal cells in the epileptic neocortical
tissue. This effect seems to be less conspicuous in tumor tissue.
During the blockade of GABAerg interneurons, granular cells
showed enhanced activity.

Conclusions. The blockade of GABAergic inhibition by Bicu-
culline cause changes in postoperative human neocortex at the
level of singular cells. The investigation of particular neurons can
help to reveal network characteristics.

Keywords-human; electrophysiology; epilepsy; inhibtion; bicu-
culline; local field potential

I. INTRODUCTION

The generally accepted definition of epilepsy has been
formed by the International League Against Epilepsy (ILAE)
and the International Bureau for Epilepsy (IBE) in 2005.
Most importantly, they have specified the chief differences
between epileptic seizures and epilepsy, as a disease. The
former is a transient sign or symptom. It is the result of
excessive or synchronous, but definitely abnormal neuronal
activity in the brain. However, epilepsy refers to disorders
of the brain. It is characterized by a permanent tendency
to epileptic seizures. Furthermore, it may have neurological,
cognitive, psychological and social consequences [1].

Neurons of the cortex have two major groups. The principal
cells (like pyramidal cells) are responsible for excitability,
while interneurons (like basket cells) are responsible for the
inhibition. The complex and intricate network of these neurons
makes possible the proper functioning of the brain. According
to the most common hypothesis, if the proportion of these
components shifts to the direction of excitation and reaches
a certain level, a seizure will be generated. Distinct intrinsic
(e.g. biochemical modification of receptors) and extrinsic (e.
g. synaptic reorganisation) factors can be responsible for the
abnormal behavior of neurons [1], [2].

The major inhibitory neurotransmitter is the gamma-
aminobutyric acid (GABA). The postsynaptic GABAA recep-
tor regulates the flow of chloride (Cl−) ions across cell mem-
branes. The inflow of negatively charged ions hyperpolarize
the cell, thus inhibiting the generation of action potentials.
GABAA receptor antagonist Bicuculline is widely used to
induce epileptiform (interictal-like) activity in animal cortical
tissue. By using this agent, we investigate the effect of the
blockade of GABAergic inhibition in human neocortical tissue
[2], [3], [4], [5].

The estimated number of patients suffering from epilepsy
worldwide is about 65 million. 0.3-0.6% of the Hungarian
population are affected. If the medical treatment fails, the
removal of the epileptogenic zone can provide a solution.
Epilepsy surgery is currently at the stage of development.
An important element is to enhance the efficiency of the
triggering foci’s detection. Understanding the pathological
neuronal properties and behavior can help in this intention.
Our goal is to compare the electrophysiological characteristics
of postoperative neocortical slices derived from patients with
epilepsy and patients with tumour but without epilepsy in vitro
[6], [7], [8].

II. METHODS AND MATERIALS

A. Patients

Postoperative neocortical tissue was examined, which was
resected from patients with focal epilepsy. As a control, we
used neocortical tissue obtained from patients with tumor. The
sample used in this experiment was not affected by the tumor.
Tumor patients with at least one diagnosed epileptic seizure
were excluded from the study.

A written consent was given by all the patients. Our study
was approved by the Hungarian Ministry of Health and also
by the Regional and Institutional Ethics Committee of Science
and Research of Scientific Council of Health. The surgery and
the experiment were performed at the National Institute of
Clinical Neurosciences.

B. Preparation of the tissue

The brain tissue resected during the surgery was transported
to the experimental laboratory. It was placed in an ice-cold
sucrose solution (composition: 248 mM D-sucrose, 26 mM
NaHCO3, 1 mM KCl, 1 mM CaCl2, 10 mM MgCl2, 10
mM glucose, 1mM phenol red), thus preventing the death of
the cells. Then the dura mater and major blood vessels were
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removed, in order to make the processing easier. Keeping the
tissue in the icy sucrose solution, slices of 500 µm thickness
were made by using vibratome. The cutting was performed
perpendicular to the brain surface so that the slices contained
all the 5 layers of the cortex. Afterwards, they were placed
in an interface chamber. They were reposed for an hour to
restore the normal activity of neurons from the shocks caused
by the surgery and preparation. During both restoration and
recordings physiological artificial cerebro-spinal fluid (ACSF)
of 35-37 ◦C was circulated in the chamber (composition: 124
mM NaCl, 26 mM NaHCO3, 3,5 mM KCl, 1 mM CaCl2,
1 mM MgCl2, 10 mM D-glucose). Both sucrose solution and
ACSF were equilibred with carbogen gas (95% O2, 5% CO2).
On active slices 20 µM Bicuculline bath was applied [3], [5],
[9].

C. Recordings

The recording was performed in an interface chamber. The
bottom of the setup was filled with heated and oxygenated
distilled water to provide proper conditions to the examined
tissue. Two chamber were installed with separated fluid inlet
so that experiments with two distinct solutions could be
performed. The whole set up was placed in a Faraday cage
to eliminate the distraction of the surroundings during the
registration [3], [9].

Fig. 1. Typical action potential and autocorrelogram of an interneuron (upper)
and a principal cell (lower)

We have performed extracellular recordings applying 24-
channel laminar multi-electrode. The contacts were 150 µm
away from each other so it could cover the whole cortex
along the layers. The end of the electrode was bent, so that
the positioning was easier to the slice horizontally. It allows
us to obtain local field potential gradient (LFPg), multiple-
unit activity (MUA) and single cell action potential (AP)
recordings. The end of the electrode pointed to the deeper
structures of the cortex. So the lower-numbered channels
corresponded to layer I, moving all the way through the
cerebral cortex to channel 24, which was located in layer
VI. According to bipolar recordings (field potential gradient),

the obtained signal is a first order spatial derivative. After a
preliminary amplification and filtering we have converted the
recordings to digital signal. Fort hat we used a LABView based
software, which was made specifically to such experiments [3],
[10], [11].

D. Data analysis

For the cell detection preliminary signal procession was re-
quired. In the case of recordings in which the brain slices were
in ACSF, we used high-pass filter above 80 Hz. This option
was inapplicable in the case of experiments Bicuculline bath.
Since the inhibition was blocked in the cortex, we experienced
higher multiple-unit activity. High-pass filter above 500 Hz
was necessary to exclude unexpected signals [3].

TABLE I
DISTRIBUTION OF DETECTED CELLS AMONG EPILEPTIC/TUMOR AND

CONTROL/BICUCULLINE GROUPS

In some cases, artefacts generated during the recordings
made the detection more difficult. I cut out the problematic
sections and replaced with a sign of baseline. This method
did not affect the required results[3].

I detected the action potentials of each cell in the pre-
processed recordings channel by channel. I set the threshold
of detection manually. Then, i used k-means clustering to
separate distinct cells on the same channel. The dimensions
of clustering were the amplitudes of the action potential at
specified time moments. The ideal number of dimensions
was between 3 and 5. I created an error cluster for the
detected noise. In case of recordings made during Bicuculline
bath required additional check to exclude the ripples detected
accidentally as cells[3].

According to the obtained events i cut the original recording
to epochs of 50 ms (action potential peak ±25 ms). Then
i averaged the epochs for each channel. Thus, it outlined
the specific shape of the action potential to each cell. Using
this, i divided the neurons into 3 groups: principals cells,
interneurons and unspecified. In the case of unspecified neuron
the firing pattern of cells were taken into account (figure 1).
The high peak at 3-5 ms followed by a fast exponential decay
characteristic was to autocorrelogram on the principal cells,
whereas the slow decay identified interneurons[3].

For data analysis i used NeuroScan 4.5 and routins written
in Matlab (SpikeSolution, WaveSolutin, cell typing)[3].
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III. RESULTS

I could detect a total of 80 cells in the slices with physio-
logical ACSF (table 1). 57 of them occurred in the epileptic
tissue (with average firing frequency of 2.17 ±4.76 Hz), while
23 of them occurred in tumor tissue (with average firing
frequency of 0.8 ±1.54 Hz). Then, leaving the electrode in
the same position, we applied Bicuculline bath on the slices
and registered 119 cells. 60 cells were detected in epileptic
tissue (with average firing frequency of 0.89 ±1.72 Hz) and 59
cells patients in tumor tissue (with average firing frequency of
1.02 ±2.06 Hz). While the average firing frequency was 0.41
(=0.89/2.17) times lower during the application of Bicuculline
in epileptic patients, in tumor patients the same ratio was 1.27
(=1.02/0.8) times higher.

TABLE II
DISTRIBUTION OF DIFFERENT KIND NEURONS AMONG EPILEPTIC/TUMOR

AND CONTROL/BICUCULLINE GROUPS

I have investigated the distribution of principal cells (PC),
interneurons (IN) and unknown neurons (UK) in epileptic
and tumor tissue during the use of physiological ACSF and
Bicuculline bath (for details have a look at table 2). Briefly, the
PC/IN ratio is higher during the application of physiological
ACSF in both epileptic (32/19) and tumor (10/9) tissue. During
Bicuculline bath the these values turns around (10/33 and
21/25, respectively). There are also significant changes in
the firing frequency. Both principal cells and interneurons
(even unspecified cells) became slower after the application
of Bicuculline. In contrast to that, in tumor tissue principal
and unspecified cells increased their firing frequency, while
interneurons became a bit slower.

I had a look at the distribution of neurons through the
different layers of the neocortex (table 3). I classified the cells
into 3 groups: supragranular (layer I-III), granular (layer IV)
and infragranular (layer V-VI) cells. In epileptic tissue, during
use of physiological ACSF, the number of supragranular and
infragranular cells were similar, but the firing frequency was
higher in the lower layers. There were less neurons in the
third group but they were also more active. After the blocade
of GABAergic inhibition, they showed similar activity, but the
firing frequency decreased in all layers.

In tumor tissue at physiological conditions the infragranular
layer showed the highest cellular activity. After the application
of Bicuculline, there were no significant changes in the number
of cells, but both granular and supragranular neurons increased
their firing frequency. While in the infragranular layer the
firing frequency remained more-less the same.

TABLE III
DISTRIBUTION OF NEURONS BY THEIR LOCATION IN THE NEOCORTEX

IV. CONCLUSIONS

Our preliminary data showed that the blockade of GABAer-
gic inhibition by Bicuculline cause changes in the network
properties of the neurons in postoperative human neocortex .
The recent study show that these changes start at the level of
singular cells.

An interesting result is that the ratio of the active principal
cells and interneurons turns around by the application of
Bicuculline. It’s a paradox situation, that at physiological
conditions, the epileptic neocortex seems to have less inhibi-
tion. After the blockade of GABAerg receptors, interneurons
become more active, while the excitatory pyramidal cells tend
to be more silent. This effect seems to be less conspicuous in
tumor tissue.

Recent studies suggested the importance of the supragranu-
lar layer in the generation of syncronous activity in the human
neocortex. Also the infragranular layer showed an enhanced
participation in the activation of single cells. The blockade of
inhibition seems highlight the role of the granular layer.
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[5] Á. Kandrács, “Investigation of the role of GABAergic inhibition in epilep-
tic human neocortex” in PhD Proceedings Annual Issues of the Doctoral
School, Faculty of Information Technology and Bionics, Pázmány Péter
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válságban!, Budapest, 2010, pp. 179–188.
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Abstract—Predicting a protein's structure and function is a
big challenge in proteomics. Analyzing a protein's structural
preferences, such as secondary structure and intrinsic disorder
tendency is an important step towards determining its function.

The aim of this paper is to take a closer look at the struc-
tured organization of a set of proteins located in the synapses.
Proteins were collected from the Synaptome Database. GO term
filtering was applied, and only proteins participating in synaptic
transmission were further investigated. Orthologous proteins in
great apes were obtained from multiple ortholog databases.
A comprehensive bioinformatical analysis was performed to
determine intrinsic disorder tendency and search for coiled-coil
structures. Preliminary results show that the majority of the
analyzed sequences contain only short disordered regions if any.
The majority of these proteins contain no coiled-coil structures
at all. Only a handful of proteins are predicted to be mostly
disordered. A few of these sequences will be selected in the future
for experimental analysis.

Keywords-synaptic protein, synaptic transmission, coiled-coil
prediction, disorder prediction

I. INTRODUCTION

Proteins in the central nervous system have a wide range
of functions. They can serve as signal transducers, structural
building blocks or take part in ion conduction.

The human brain consists of more than a 100 billion
neurons, which process and transmit information in the form
of electrical signals. Communication between neurons occurs
at specialized junctions called synapses. Many of the proteins
in the central nervous system are located in synapses. They are
essential to the function of the brain and may be an important
source of dysfunction underlying many neuropsychiatric dis-
orders [1]. Consequently, a synapse is an excellent candidate
for large-scale genomic and proteomic study. Determining the
secondary and tertiary structures of synaptic proteins is the first
step towards determining their function in the human body.

SynaptomeDB is a database which contains genes encoding
the components of the synapse including neurotransmitters
and their receptors, adhesion/cytoskeletal proteins, scaffold
proteins, and transporters [2]. The content of this database
is constantly expanded manually, it currently holds more than
1800 sequences (as of May 24th, 2016).

A pair of proteins are considered homolog if a shared
ancestry exists between them. Homolog sequences are di-
vided into two subsets. Orthologous sequences are descended
from the same ancestral sequence by speciation. Generally,
orthologs retain the same function in the course of evolution.
Identification of orthologs is crucial for reliable prediction
of protein function. Paralog sequences are created by gene
duplication. Paralogs may have new functions, even if these
are connected to the original one (Figure 1.) [3].

EggNOG is a hierarchical system of orthology classifi-
cation with function annotation. It can be updated without
manual curation, consists of more genes and genomes than
other existing databases, contains a hierarchy of orthologous
groups to balance phylogenetic coverage and resolution and
provides automatic function annotation of similar quality to
that obtained through manual inspection [4].

OMA (“Orthologous MAtrix”) is a database for the in-
ference of orthologs among complete genomes. Key aspects
include broad scope and size, high quality of inferences,
feature-rich web interface, availability of data in a wide range
of formats and interfaces, and an update twice a year [5].

Fig. 1. (a) Simplified diagram of homology subtypes (showing orthologs
and paralogs). Speciation events produce the species A, B and C. A1, B1,
B2, C1, C2, and C3 have descended from the ancestral sequence following
evolutionary events of speciation and gene duplication. (b,c) Evolutionary de-
scent of an ancestral sequence to paralogs and orthologs following duplication
in species 0, and then speciation to yield species 1 and 2.

II. METHODS

A. Synaptic proteins

The gene IDs of the genes comprising the synaptome and
the Uniprot IDs of the corresponding proteins were obtained
from the Synaptome database. This way a list of 1872 synaptic
proteins was created. The entire content of Uniprot was
downloaded and the FASTA sequences of these proteins were
extracted with the help of a program written in Perl. Many
of these proteins are not limited to synapses. Using functional
considerations, a restricted list of 161 proteins was created, and
various computational tools for sequence analysis, structure-
and function prediction were applied. One of these proteins is
the guanylate kinase-associated protein (Figure 2.) [6].

First, intrinsic disorder tendency was predicted with 3 differ-
ent disorder predictors: IUPred, RONN and VSL2B (Figure
3.) [7-10]. Applying the online servers would be too time-
consuming for this many proteins, the predictors'outputs were
processed with Perl. The minimum disordered sequence length
was set to 30, shorter regions were discarded. The consensus
of the predictors was also calculated.

A. KISS-TÓTH, “Comparative analysis of intrinsic disorder in proteins of the central nervous system” in PhD Proceedings Annual Issues of the Doctoral
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Fig. 2. Structure of maltose-binding protein fusion with the C-terminal GH1 domain of guanylate kinase-associated protein from Rattus norvegicus viewed
in UCSF Chimera.

Fig. 3. Results of disorder prediction for GKAP protein (O14490) with IUPred (left) and RONN (right). The regions above the 0.5 line are considered
disordered.

Coiled-coil structures are frequently disordered, which can
be explained by their obligate multimeric nature. Reverse
cross-prediction is rare, but disordered sequences might take
up coiled-coil conformation fairly easily during evolution [11].

Second, coiled-coil structures were identified in the se-
quences with 2 different predictors, Coils and Paircoil, using
Perl (Figure 4.) [12,13]. The window size (minimum length
of a coiled-coil structure) was set to 21. The consensus of the
predictors was also calculated.

B. Orthologous proteins

The orthologs of synaptic proteins were identified in 3
different species: Western lowland gorilla (Gorilla gorilla go-
rilla), Sumatran orangutan (Pongo abelii) and common chim-
panzee (Pan troglodytes). Two different ortholog databases
were used: OMA and eggNOG. Comparing the two databases,
it was found that the eggNOG database yields slightly better
results. EggNOG uses ENSEMBL IDs for proteins which were
converted into Uniprot IDs. Most proteins have orthologs in
all 3 species, a few of them have none.

Then, once again various sequence analysis tools were
applied. First, disorder tendency was determined with the same
3 disorder predictors. Second, coiled-coil regions were found
with the same 2 coiled-coil predictors. The consensus of the
prediction results was also calculated.

III. RESULTS

A. Synaptic proteins

Using multiple prediction methods in both intrinsic disorder
prediction and coiled-coil prediction leads to better, more
reliable results.

Disorder prediction shows that the majority of these proteins
display little to no intrinsic disorder tendencies, which means
they have a well-defined three-dimensional structure. A few of
the proteins are (almost) completely disordered. The longer the
protein the likelier it contains at least one disordered region.
Thus, according to our preliminary survey, the synaptome
largely consists of globular proteins.

The results of the coiled-coil search were similar. In the vast
majority of cases no such structures were found, and most of
the remaining sequences only contain relatively short coiled-
coils. In a handful of cases, the coiled-coil structures take up
approximately half of the sequence.

At first glance, there is no obvious connection between a
protein's predicted disorder tendency and willingness to form
coiled-coil structures. In some cases, a completely ordered
protein contains several coiled-coils, or a partially disordered
one has no coiled-coils at all. A possible correlation between
the two requires further research.
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Fig. 4. Results of coiled-coil prediction for HOMER1 (Q86YM7) with Coils (left) and Paircoil2 (right). The regions above the 0.5 line (left) and below the
0.25 line (right) are considered part of a coiled-coil form.

B. Orthologous proteins

The prediction results in the orthologs are expectedly sim-
ilar. It can be observed that the length of the disordered
sequences and coiled-coil structures in the great ape proteins
generally corresponds to their human counterparts.

IV. CONCLUSION AND FUTURE PLANS

In case of the synaptic proteins, the relationship between the
disorder prediction results and the coiled-coil prediction results
will be further examined. The overlap between disordered and
coiled-coil regions will be calculated.

The synaptic proteins' corresponding orthologs generally
have disordered- and coiled-coil regions of similar length.

The synaptic protein sequences will also be compared to
sets of proteins participating in other biological processes.
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Increasing number of studies are dedicated to show that the
thalamus is not simply a messenger for the cerebral cortex.
It is instead an active and dynamic modulator of the sensory
information flow. Thus, the thalamus has a predominant role in
cognitive functions, including auditory fear learning. The pur-
pose of my study is the optogenetic dissection of the thalamo-
amygdala pathways and the investigation of their contribution
to emotional processes as well as their electrophysiological
properties.

Anatomical lesion and tracing studies have revealed diverse
and distinct cell populations in the posterior region of the
medial geniculate body (MGB), one of the subcortical sta-
tions of auditory processing. In this area, amygdala-connected
thalamic cells are considered to mediate classical Pavlovian
conditioning of fear responses to tones in rodents [1]. These
neurons compose a so-called extrageniculate or non-lemniscal
sensory pathway [2] receiving multimodal sensory information
and projecting to higher-order cortical areas as well as to the
fear memory related amygdala (lateral amygdala (LA) and
amygdalostriatal transition zone (AStr)) [3]. These cells can
be potentially distinguished by their neurochemical properties
as well. Calcium-binding proteins such as calbindin (CB) and
calretinin (CR) are predominant in the medial nucleus of
the MGB (MGM), the suprageniculate nucleus (SG), and the
posterior intralaminar nucleus (PIN) [4], the so-called ’pos-
terior group’. These results point to straightforward optoge-
netic potential of these cell populations. Anatomical evidence
suggests that the CR-Cre mouse strain is a valuable tool to
investigate the connections of non-lemniscal auditory nuclei
in the thalamus, as well as their role in auditory plasticity.

Wild-type and transgenic CR-Cre mice were examined
in a classical fear-conditioning behavioral paradigm. In the
latter animal group, CR+ cells were retrogradely labelled with
channelrhodopsin from the amygdala by adenoassociated virus
vector two months before conditioning. Mice were habituated
to Gaussian white noise (not conditioned stimulus, CS-). Cue-
dependent fear-conditioning was achieved by delivering a 7.5
kHz pure tone (conditioned stimulus, CS+,) paired with a mild
footshock. The magnitude of fear responses was quantified by
immobility (freezing) percentages during fear retrieval. Our
behavioural paradigm is proven to be functional in terms of
proper sound discrimination and association.

Acute extracellular electrophysiological recordings were
performed in the CR-Cre mice under urethane anesthesia. To
trial the optogenetic resposes of channelrhodopsin-expressing
CR+ cells, 1 Hz trains of 0.5 ms long light pulses (10
mW, 473 nm) were applied. Auditory signals were composed
of the CS+ and CS-. According to my preliminary results,
LA/AStria-projecting CR+ cells of the SG are not shown

to possess predominant auditory responses, which raises im-
portant questions about their putative integrative function. In
lower thalamic regions (PIN) both optogenetic and auditory
responses were present. It is paramount to further elucidate
how and to what extent posterior auditory thalamic cells carry
information about behavior relevance to the LA.

Although the computational capacities of the aforemen-
tioned system is limited, it may act as filter for emotionally
significant events. Investigation of the subcortical components
of fear-learning can potentially improve our understanding on
behavioural plasticity, debilitating mental disorders and their
potential new therapies.

My main purpose is to further elucidate at which point of
the subcortical auditory pathways multimodal integration and
plasticity can emerge. To achieve this, I aim to investigate
how different periods of learning affects the receptive field
(frequency tuning) and electrophysiological response charac-
teritics of the non-lemniscal pathways in freely-moving or
head-restrained mice.
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Abstract—The median raphe is a key subcortical modulatory
center involved in several brain functions [1], such as regulation
of the sleep–wake cycle, emotions and memory storage. In the
median raphe, a pure glutamatergic neurone population project-
ing to limbic areas was also discovered with a possibly novel, yet
undetermined function. In the present study, we report the first
functional description of the vesicular glutamate transporter type
3 (VGluT3)-expressing median raphe neurones. Furthermore we
reconstructed the recorded cells and found a morphological
difference between the different raphe cell populations which
can influence the cell’s firing properties [2].

Keywords-Subcortical modulation; vGluT3; 5-HT; morphol-
ogy; electroporation

I. INTRODUCTION

The ascending projection from the median raphe region
(MRR; median raphe nucleus and paramedian raphe nucleus)
is essential for a multitude of brain functions, such as the
regulation of the sleep–wake cycle or the modulation of oscil-
lations [3]. The MRR consists of a heterogeneous collection
of serotonergic, GABAergic and later identified glutamatergic
neurones. The discovery of the third isoform of the vesicular
glutamate transporter (VGluT3) in 5-HT+ neurones, amongst
others, raised the possibility of a novel, uncharacterized form
of modulation by co-released glutamate. Glutamate from MRR
axons, in contrast to 5-HT, selectively and powerfully recruits
certain interneurone types in the hippocampus via synapses
that contain both 5-HT and VGluT3 or only VGluT3. In par-
allel with the identification of fast glutamatergic modulation,
a large fraction of MRR projection neurones was reported
to be purely glutamatergic in addition to serotonergic and
dual-transmitter subpopulations [4]. However, the functional
characteristics of VGluT3+ MRR neurones (i.e. whether they
resemble the classic slow firing phenotype of 5-HT+ neurones
or belong to fast spiking subgroups or form a mixed pop-
ulation) remain to be determined. The relationship of their
discharge pattern to forebrain activity states, as well as to
oscillations, is unknown. In the present study, we characterized
the in vivo activity of VGluT3-expressing (5-HT+ and 5-HT–)
MRR neurones and compared them with VGluT3– subgroups
(5-HT+ and 5-HT–). We juxtacellularly recorded their activity
followed by labelling and identification utilizing post hoc
immunohistochemistry. We did morphological analysis of the
labeled cells to discover their anatomical properties. Our future
aim is to get stronger labeling’s for the morphological analysis
so we implemented a novel electroporation based labeling
technique.

II. METHODS

Animals

A total of 301 male Wistar rats, weighing 200–500 g, were
used in the present study. All experiments were performed
in accordance with the Institutional Ethical Codex, Hungarian
Act of Animal Care and Experimentation (1998, XXVIII, sec-
tion 243/1998) and the European Union guidelines (directive
2010/63/EU), and with the approval of the Institutional Animal
Care and Use Committee of the Institute of Experimental
Medicine of the Hungarian Academy of Sciences. All efforts
were made to minimize pain and suffering and to reduce the
number of animals used.

Juxtacellular recording in the MRR

The rats were anaesthetized by I.P. injection of 20 percent
urethane (Sigma-Aldrich, St Louis, MO, USA; dose: 0.007 ml
g–1 body weight). During the experiments, the temperature of
animals was held constant by a homeothermic heating pad. A
cranial window was drilled to access the MRR either from
lateral [stereotactic co-ordinates: anteroposterior (AP) +1.0
mm, mediolateral (ML) –1.4 to –2.0 mm from lambda and 15
percent angle] or from posterior (stereotactic co-ordinates: AP
–2.6 mm, ML 0 mm from lambda and 30 percent angle). For
juxtacellular recording, filamented borosilicate micropipettes
were filled with 0.5 M NaCl containing 2 percent Neurobiotin
(Vector Laboratories, Inc., Burlingame, CA, USA; impedance
of micropipettes: 20–45 M ). After reaching the target zone
(6900–8500 um from brain surface), the recording pipette
was slowly (0.8–1 um s–1) advanced using a micropositioner
(EXFO, Quebec, Canada). The juxtacellular MRR unit signal
was filtered between 0.1 and 5 kHz and amplified (gain: 500
or 1000) using an AxoClamp 2B amplifier (Axon Instruments,
Foster City, CA, USA) and a LinearAmp signal conditioner
(Supertech, Pecs, Hungary).

Histological processing

After successful labelling, animals were transcardially per-
fused with saline followed by Zamboni’s fixative or 4 per-
cent paraformaldehyde (survival time after labelling varied
between 10 and 150 min). Brains were cut to 40–80 um thick
coronal slices on a vibrotome (Leica Microsystems, Wetzlar,
Germany). After extensive washing in 0.1 M phosphate buffer
(pH 7.4), the sections were transferred into Tris-buffered
saline (Sigma-Aldrich) (pH 7.4). Subsequent to this step,
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all the washes and serum dilutions were performed in Tris-
buffered saline. Neurobiotin-filled neurones were identified by
Alexa488-conjugated Streptavidin staining (Life Technologies,
Grand Island, NY, USA, catalogue no.: S-32354, dilution
1:2000), neurochemical content (5-HT and VGluT3) was
screened by immunofluorescence [primaries: rabbit anti-5-
HT (ImmunoStar Inc., Hudson, WI, USA, catalogue no.:
20080, dilution 1:10000) and guinea pig anti-VGluT3 (Merck,
Darmstadt, Germany, catalogue no.: AB5421, dilution 1:2000);
secondaries: Dylight405-conjugated donkey anti-rabbit (Jack-
son ImmunoResearch, West Grove, PA, USA, catalogue no.:
711-475-152, dilution 1:400) and Cy3-conjugated donkey anti-
guinea-pig (Jackson Immunoresearch, catalogue no.: 706-166-
148, dilution 1:200)]. Fluorescence signals were inspected
using an Axioplan 2 microscope (Carl Zeiss, Oberkochen,
Germany) with a DP70 CCD-camera (Olympus, Tokyo, Japan)
or using an A1R confocal laser scanning microscope (Nikon,
Tokyo, Japan).

Reconstruction of the cells and the recording positions

Neurobiotin signal was intensified using Nickel-DAB (2,3
- diaminobenzidine, Sigma-Aldrich) chromogen developed
by avidin-biotinylated horseradish peroxidase complex (Elite
ABC; Vector Laboratories, Inc., Burlingame, CA, USA). Den-
dritic arborization of neuro- nes with good labelling quality
was three-dimensionally reconstructed using Neurolucida soft-
ware (MBF Bioscience, Williston, VT, USA) and an Axioplan
2 microscope. The maximal diameter of the coronal projec-
tion of dendritic arborization was measured. The position of
recovered neurones, as well as the position of LFP recording
wires was determined based on the Paxinos stereotaxic atlas
of the rat brain.

Recording protocol

Spontaneous and sensory stimulation-evoked activity of
MRR neurones simultaneous with hippocampal and occasion-
ally prefrontal cortical LFP was registered. Tail pinch served as
the sensory stimulation. The recording duration of spontaneous
activity was 2–10 min (except for one case in which 1 min
spontaneous activity was saved). In all experiments, the tail
pinch was applied by the same small crocodile clip (the
serrated surface was covered by thin plastic tape) for 30 s.
In five cases, the tail pinch duration was 60 s. If the first
stimulation had not evoked brain state change after at least
1 min, a second tail pinch was applied using a stronger clip.
Only the first effective tail pinch was considered when the
data were analysed. In the case of one neurone, no tail pinch
was executed, and therefore the data from this recording were
used only in spike half-width analysis and phase preference
calculation.

Labelling of recorded neurones

In 166 animals (from a total of 301 rats), successful record-
ings were followed by Neurobiotin-labelling of the neurones:
1–10 nA current (gradually increased until current-modulated
neuronal firing was detected) was applied via the recording
pipette, in parallel with a cathodal DC current of 0.5–0.9 nA
amplitude. The duration of labelling was 2–10 min.

Plasmid electroporation

pAAV-hSyn-EGFP (addgene) plasmid was injected to the
gyrus dentatus and to the thalamus (23, 50, or 100 ml). TTL
pulses were 50 ms longs, 1 Hz, -90V, and delivered with a
CED driven stimulus isolator (Iso-Flex, Ampi). Glass pipette
end diameter varied between 35 and 50 um. Two tungsten
electrodes were used for electroporation.

Data analysis

Spikes in unit recordings were detected using Spike2 soft-
ware, controlled by visual inspection to remove artefacts, and
time stamps corresponding to the spike peaks were exported
to the MATLAB (MathWorks Inc., Natick, MA, USA) envi-
ronment, where custom-written routines and scripts were run
for further analysis. To calculate the spike waveform average,
data in +/- 5 ms time windows around spike peaks were
interpolated linearly to obtain a waveform oversampled at 1
MHz. Spike half-width was determined as the duration of the
action potential halfway between the baseline and the peak of
the waveform average. For calculation of spike averages, all
data from pre-labelling recordings (i.e. including spontaneous
and sensory stimulation periods) were used.

Statistical analysis

Individual values and medians are presented. In some cases,
medians and interquartile range are plotted. Group differences
were tested by Kruskal–Wallis ANOVA and the two-sided
Wilcoxon rank sum test. Divergence between theta and non-
theta, as well as between spontaneous and stimulated condi-
tions, was assessed using a sign test. In the case of maximal
dendritic diameter analysis, data are only presented in the text.

III. RESULTS

Comparison of the action potential half-width from both
spontaneous and stimulated conditions revealed that the 5-HT–
population had narrower spikes (group median of VGluT3+/5-
HT–: 223.5 us and VGluT3–/5-HT–: 257.1 us) compared
to their 5-HT+ counterparts (group median of VGluT3–/5-
HT+: 319.9 us and VGluT3+/5-HT+: 349.3 us). We demon-
strate that VGluT3+/5-HT– neurones fundamentally diverged
from VGluT3+/5-HT+ cells in several aspects. VGluT3+/5-
HT– neurones, resembling VGluT3–/5-HT– cells, had narrow
action potentials and fired faster and more variably compared
to their VGluT3+/5-HT+ counterparts, whereas the latter pop-
ulation emitted broad action potentials at lower frequency in a
regular fashion and, as such, overlapped with the VGluT3–/5-
HT+ subgroup. The activity of 5-HT– populations was char-
acteristically higher during hippocampal theta compared to
non-theta state, as opposed to the lack of group-level state-
preference in the 5-HT-containing subgroups. In the case
of some VGluT3+/5-HT– and VGluT3+/5-HT+ cells, weak
modulation by forebrain oscillations was also detected.

The temporal relationship between the firing of MRR neu-
rones and the phase of hippocampal and pre- frontal oscil-
lations was analysed. 5-HT– (both VGluT3+ and VGluT3–)
cells were weakly phase-coupled to hippocampal and/or pre-
frontal slow oscillation, which disappeared during sensory
stimulation. Although 5-HT– neurones were characteristically
modulated by forebrain slow oscillation, the mean vector
length corresponding to the strength of phase coupling was
low in most cases. Phase coupling to hippocampal theta was
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observed for one VGluT3+/5-HT+ neurone. VGluT3–/5-HT+
cells showed weak coupling to hippocampal or prefrontal
activity.

The dendritic arborization of 15 neurones was three-
dimensionally reconstructed. The dendritic tree of VGluT3+/5-
HT– neurones span a larger distance as a result of long,
relatively branchless dendrites (group median diameter of
dendritic arbor: 752.9 um, interquartile range: 594.9–859.9
um) compared to the two 5-HT+ (VGluT3+ and VGluT3–,
group medians: 536.2 and 510.1 um, interquartile ranges:
488.0–713.8 um and 325.5–694.6 um, respectively) and the
VGluT3–/5-HT– (group median: 522.1 um, interquartile range:
272.6–841.5 um) populations (number of reconstructed cells:
VGluT3+/5-HT–, n = 5; VGluT3+/5-HT+, n = 4; VGluT3–/5-
HT+, n = 2; VGluT3–/5-HT–, n = 4). The pure glutamatergic
cells showed longer dendritic tree which spread out to the
paramedian raphe where they can get a distinct input as
compared to the locally projecting pure 5-HT+ cells in the
MR.

For testing this hypothesis we implemented an electropora-
tion based technique which was tested in the hippocampus
and in the thalamus. The preliminary data showed strong
single cell labeling which can be used to characterize the MR
populations.

IV. FIGURES

Fig. 1. Functionally and morphologically characterized Median Raphe
Region neurones. Examples and recording positions of all neurochemically
identified MRR neurones. Immunofluorescence images of example Neuro-
biotin (NB)-filled neurones: VGluT3+/5-HT– (Aa), VGluT3+/5-HT+ (Ab),
VGluT3–/5-HT+ (Ac) and VGluT3–/5-HT– (Ad) neurones. Asterisks indicate
the soma. Scale bar = 10 um. B, coloured dots indicate the position of recorded
and neurochemically identified neurones overlaid onto two representative
coronal diagrams of MRR (MR + PMR). ATg, anterior tegmental nucleus;
dscp, decussation of the superior cerebellar peduncle; MR, median raphe
nucleus; PMR, paramedian raphe nucleus; RtTg, reticulotegmental nucleus
of the pons; ts, tectospinal tract; tth, trigeminothalamic tract. C, coronal
projections of three-dimensionally reconstructed dendritic arborization of four
representative neurones. mlf-scp, medial longitudinal fascicle and superior
cerebellar peduncle; MR, median raphe nucleus; PMR, paramedian raphe
nucleus. Scale bar = 300 um. Da–Dd, spike waveform averages (plotted in
colour) of corresponding neurones in (A). Ea, spike half-width (grey lines:
group medians). Kruskal–Wallis ANOVA: P = 0.0146. Wilcoxon rank sum
test: P ¡ 0.05; P ¡ 0.01. Data grouped on the basis of 5-HT (Eb) and VGluT3
(Ec) content (median + interquartile range).

V. CONCLUSIONS

VGluT3+/5-HT– neurones fundamentally diverged from
VGluT3+/5-HT+ cells based on their firing properties. Their
morphological characteristics showed a tendency that they
exhibit distinct dendritic properties between the groups which
can have functional relevance. Also a new electroporating
technique was implemented to answer this question.
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Abstract—Microfluidic system was designed and fabricated
for particle separation and sorting by their hydrodynamic pa-
rameters such as cell size or density to be applied for sample
preparation in optical scattering based pollution monitoring
device. The microfluidic device was tested with two type of fluo-
rescent particles with 10 and 16 µm diameters using fluorescent
multichannel imaging. The device was modelled in COMSOL
Multiphysics simulating the fluid dynamics and calculating par-
ticle trajectories. Modelled and measured results were in good
agreement and showed the successful sorting of the two particles.

Keywords-Lab-On-a-Chip; microfluidics; sample preparation;
particle separation; Computational Fluid Dynamics

I. INTRODUCTION

The rapid development of microscale medical diagnostic de-
vices has underlined the importance of microfluidics enabling
fast and effective preparation and analysis of liquid samples.
On microscale, classical sample preparation methods might
become challenging, such as the effective mixing of fluids
as well as the size-dependent separation of corpuscles and
their filtering from blood. Macroscale tools cannot be scaled
down to resolve these issues, this leads to the development
of new structures as separators based on the physical laws of
microfluidics. [1] In our previous studies we examined blood
plasma separation enhancing Zweifach-Fung bifurcation effect
utilizing geometric singularities [2]. For optical scattering
based pollution monitoring separation of particle by their size
is often required [3].

II. MATERIALS AND METHODS

A. Microfabrication

The microfluidic channels were realized in Polydime-
thilsiloxane (PDMS) with rapid prototyping. SU-8 negative
photoresist [4] was patterned by spin-coating (Brewer Science
Cee 200CBX spin-coater [5]), litographic exposure (Süss Mi-
croTech MA6 mask aligner [6]) and a final development step,
as illustrated in Figure 1. PDMS prepolymer was poured onto
the developed replica and polymerized in two days in room
conditions. At the final step of the fabrication process, PDMS
was sealed to glass by low temperature bonding after oxygen
plasma treatment applying 200 W plasma power, 100 kPa
chamber pressure and 1400–1900 sccm oxygen flow (Terra
Universal Plasma Preen Cleaner/Etcher [7]).

B. Measurement

Low Reynolds regime[8] laminar flow was generated by
syringe pumps. The measurement of particle trajectories is
a challenging task. Observation of particle separation by
microscope requires optically distinguishable particles. High
intensity fluorescent polystyrene microparticles were used as

Fig. 1. Schematic view of PDMS rapid prototyping. UV light passes the
photoresist mask exposing the SU-8. The developed photoresist then serves
as a moulding replica for PDMS moulding.

analyte and recorded by Zeiss AxioVert A1 [9] inverted
fluorescent microscope. The analyte components were the
following: 100 µL 1% w/v 10 µm diameter bead solution
(Spherotech Inc. FP-10052-2 [10]), 200 µL 1% w/v 16 µm
diameter bead solution (Spherotech Inc. FP-15040-2 [10]) and
2 ml distilled water. The two particle size (10 µm and 16 µm
diameter) had two different excitation and emission spectra
(Figure 2. Trajectory images were recorded with FITC and
DAPI filter sets and combined to multichannel images in
ImageJ [11]. The non-overlapping excitation ranges (Figure 2)
of filters ensured minimal crosstalk between the signal of the
two fluorescent bead types. Fluorescent intensity distributions
were recorded from the source (grayscale) images and post-
processed by ImageJ [11]. The original .czi file format of
the microscope [12] [13] was used to preserve lossless pixel
information and metadata.

Fig. 2. Excitation spectra of high intensity fluorescent polystyrene micropar-
ticles. UV particles (16µm) and Yellow particles (16µm) can be excited well
with the DAPI (red color) and FITC (green color) fluorescent microscope
filters without considerable crosstalk. [10]
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Fig. 3. Calculated trajectory of 1000 particles. Green color denotes 10 µm and red color denotes 16 µm particle diameters. Particle separation by size is
well observable

C. Numerical modeling

COMSOL Multiphysics was used to calculate a laminar
and stationary velocity field by solving the Navier-Stokes
equation [14]. The pre-calculated velocity field then was used
for the calculation of particle trajectories. The particle tracing
based model calculates, follows and depicts the individual
particle trajectories according to the hydrodynamic drag force
described by Stokes’ law [15]:

Fd =
1

τp
mp(u-v) (1)

where

τp =
ρpd

2
p

18µ
, (2)

ρp is particle density, dp is particle diameter, µ is dynamic
viscosity of the fluid, mp is the particle mass, u is the
velocity of the fluid, v is the particle velocity. The lift force
was not considered due to the low Reynolds number and
the small difference between the particle and water density.
Laminar inflow boundary condition was applied on the inlet
with different average velocities and zero pressure was set at
the outlet. On the channel walls, no slip boundary conditions
were defined for the laminar flow model and bounce boundary
was used for the trajectory model as summarized in Table
I. The properties of room temperature water (density: 1000
kg/m3, kinematic viscosity: 10-6 m2/s) were applied as material
parameters. Properties of the model particles were set to be in
correspondence with the fluorescent particles (density: 1040
kg/m3, diameter: 10 µm and 16 µm [10]). Spherical particle
geometry was used as high intensity fluorescent beads have
spherical shape [10].

Boundary Model Boundary condition/
Initial condition

Value

Inlet CFD Laminar inflow with
average flow velocity

0.01-5 µL/s

Inlet Trajectory Particle inlet 1000 particles
with uniform
density

Channel wall CFD No slip -

Channel wall Trajectory Bounce -

Outlet CFD Pressure 0 Pa

Outlet Trajectory Freeze -

TABLE I
SUMMARY OF BOUNDARY CONDITIONS FOR THE NUMERICAL MODEL

Fig. 4. 10 µm (green) and 16 µm (red) diameter high intensity fluorescent
particles were mixed and introduced to the microchannel (A) The overlapping
of these colors results in yellow. At the outlet (B) separation of the two sizes
are clearly visible. Yellow color is only present at the adherent particles, the
green and red colored trajectories (hence the two particle sizes) are visibly
separated

III. RESULTS

A. Particle trajectory model

1000 particles with two different diameters (10 µm and
16 µm) were uniformly distributed at the inlet of the mi-
crochannel. The particle trajectory model predicted separation
of particles by size, however separation is not complete. Figure
3 shows overlapping between the two particle sizes. The cell-
free layer generated by the geometry [2] is also observable.

B. Multichannel fluorescent measurement

Fluorescent multichannel images were recorded with DAPI
and FITC filter sets of the inverted microscope. The images
were combined and their intensity profile was analysed. At
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the inlet of the channel mixed particles were introduced
(Figure 4 A). Green color denotes 10 µm particles while
red color indicates 16 µm diameter. The overlapping of these
colors results in yellow color. At the outlet measuring window
separation of the two particle size is clearly visible (Figure 4
B) Yellow color is only present at the adherent particles, the
green and red colored trajectories (hence the two particle sizes)
are visibly separated.

Intensity measurement of the two multichannel records (in-
let and outlet) gave quantitative information about the particle
distribution. At the inlet (Figre 5 A) the two particle sizes (10
µm (green) and 16 µm (red)) are overlapping. At the outlet
(Figure 5 B) the two intensity peaks are well separated, altough
a small overlapping is observable.

Fig. 5. Fluorescent intensity profliles were recorded at the inlet (A) and at
the outlet (B) of the microchannel. Separation of the two types of particles
10 µm (green) and 16 µm (red) is well observable.

IV. DISCUSSION

In this work, computational fluid dynamics (CFD) simula-
tions, trajectory modeling and its experimental validation were
carried out to characterise in details the performance of lateral
migration based microfluidic separator structures. The selected
separation structures were characterised by using numerical
modeling and measurements. Comparison of theoretical and
experimental results highlighted the strengths and weaknesses
of the finite element modeling of fluids with significant amount
of formed elements. Based on the simulation outputs and
measurement results, the main characteristics of the selected
structures were described in details. Particle trajectory model
predicted the separation of the two particle size with small

overlapping. Fluorescent multichannel records of inlet and out-
let of the microfluidi channel showed the separation of the two
trajectories. Intensity analysis revealed a small overlapping
region at the outlet, wich was in a good agreement with the
numerical modeling.
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Abstract—This study aims to investigate several questions
related to extracellularly recorded potentials of the underlying
neural activity. We design an experimental method for analysing
extracellular data focusing particularly on the patterns of trans-
membrane currents (CSD - Current Source Densities). The
extracellular potential pattern can be easily re-calculated from
the CSD distribution, but the inverse problem is not solvable
(so called ill-posed problem). Our task is to assemble a new
measurement tool to generate more reliable experimental data
and thus to improve the CSD estimation and the parameter
fitting in single cell level. This complex set-up has been already
tested on pre-experiments. We are able to record intra- and
extracellular single cell activity (Patch-Clamp technique) and
population activity (LFP) at the same time, in vitro on rat
hippocampal slices. To achieve this, we have developed a novel,
arrowhead like 24-channel laminar multi-electrode for better
accessibility. We integrate the electrophysiological measurements
with a two-photon laser scanning microscopy for imaging the
cellular structure and calcium signals. The experimental method
we describe here can determine crucial unknown parameters
for CSD analysis such as the exact electrode-cell distance. Using
the two-photon imaging technique during the recordings has a
widespread impact, because we can uniquely specify the solution
space of the CSD calculations. This complex experiment can
provide an important additional information for the further
investigations of single cell dynamics.

Keywords-Extracellular Recordings; Patch-Clamp; Electrode
development; two-photon microscopy; Current sources and sinks;

I. INTRODUCTION

It has long been known, that neurons communicate via
bioelectric signals, which are systematic alterations of the
membrane potential (both positive and negative directions
are allowed). There are numerous ways for studying these
bioelectric phenomena. In the case of single-unit recordings,
sharp microelectrodes or glass micropipettes are positioned
close to the neural cell body (or even inside the cell). In
contrast to this, during extracellular recordings, the contact
points collect signals of a group of neighbouring neurons
from the extracellular space. Clustering methods have become
available to distinguish different spike shapes (which are the
extracellular signatures of intracellular action potentials). In
spite of these advanced spike sorting algorithms, complications
may arise when more neurons are involved in extracellular
potential generation. For example, if two firing neurons have
the same electrode-cell distance, it can be very difficult to
differentiate the occurring spikes without knowing any further
information about the neural structures [1]. Recently, multi-
electrode arrays were developed (from 16 up to 512 channels)
and automatic spike sorting algorithms were implemented to
separate hundreds of neurons simultaneously in one experi-
ment [2]. Despite the technological advances, several aspects

of extracellular potential generation remain poorly understood.
The main, currently unsolved questions are the following:

• What is the origin of the great amplitude variability
among extracellular potential patterns, while intracellular
action potentials are so conserved? Can we calculate
back the original governing currents from its produced
potentials?

• Which are the most important parameters of the neural
signal integration and output formation? Can we define
an exact input-output function for the recorded neurons?

• How likely is that different neurons produce similar spike
amplitude and thus they produce clustering problems and
biased source localizations?

Our study attempts to assemble a panoramic view of the
neural signal integration using intra- and extracellular
recordings, Ca2+ dynamics and morphological information.
These investigations can significantly help us to understand
single-cell dynamics better.

II. BACKGROUND AND METHODS

A. Current source density analysis

The electrostatic background of the extracellular poten-
tials has been quite well understood for decades. [8], [9]
Due to the laws of electromagnetism, extracellular potentials
are generated as result of ionic currents through the cell
membrane. The equation, which describes how potentials are
generated by electrical charges, is known as the Poisson-
equation in electrostatics (by replacing the conductivity σ
with the dielectric constant ε ). The extracellular potential is
generated by a discretized line source, parallel to the electrode.
In a discrete case, the averaged current source density is equal
to the second spatial derivative of the potential [7].

The potential is ignored along the direction of the orthogo-
nal z-y plane. Smaller dendritic branches are neglected as well,
we consider the neuron as a line source. The crucial and very
non-linearly depending model parameter is the cell-electrode
distance, usually denoted by d. Note that d is an Euclidean
distance and it is not identical to the so called inter-electrode
distance (between the contact points of the electrode shaft,
which is mainly marked as dx). To narrow down the possible
solution space, we have to introduce more assumptions. The
position of the neuron to the electrode has to be parallel, as
it would be in the optimal case. In general, the model has a
main active current sink (meaning depolarization or positive
ion influx from the point of view of the neuron), and a set
of smaller sources (meaning hiperpolarizations, or positive
ion outflow across the membrane). And there are still more
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Fig. 1. Schematic layout of the recording instruments. Left: Glass mi-
cropipette for Patch-Clamp recording. Right: self-developed, custom made
24-channel laminar microelectrode for extracellular recording. Top: objective
of the two-photon microscope. Bottom: 500 µm thick hippocampal slice
from Wistar rat within a dual-perfusion microfluidic chamber. (Our group’s
unpublished picture)

assumptions regarding the isotropy of the extracellular field,
the ohmic medium, frequency independent conductivities, etc.
And there are more details described in Pettersen’s works:
[10].

B. Two-photon laser scanning microscopy

Two-photon Ca2+ microscopy is a fluorescence imaging
technique that allows for imaging of living tissue under
specific conditions (both in vivo and in vitro methods are
possible). In rat and mice experiments, such imaging studies
have been focused mainly to Ca2+ measurements from neu-
rons that were individually dye-loaded through a Patch-pipette
(glass microelectrode). The advantage of Ca2+ imaging is that
it allows for real-time analysis of individual cells and even
subcellular compartments, such as tiny dendritic spines.

The concept of two-photon excitation is based on the idea
that two photons of lower energy than needed for one photon
excitation can also excite a fluorophore in one quantum event
[5]. The excitation results in the emission of a fluorescence
photon, typically at a higher energy than either of the two
excitatory photons. Therefore a high flux of excitation photons
is required, which is usually generated by a femtosecond laser
[4]. We use the Femto2D-uncage system (Femtonics Ltd.,
Budapest, Hungary) in our experimental set-up. The imaging
laser wavelength is set to 900 nm (infrared spectrum). The
excitation is delivered to the sample, and the fluorescent signal
is collected using lenses and separated from the incoming
signal using dichroic mirrors. The experiment was conducted
following the protocol suggested by G. Katona et al. [4] and
B. Kerekes et al. [3]. It is worth to note, that two-photon
excitation can be a superior alternative to confocal microscopy
due to its deeper tissue penetration, efficient light detection,
and reduced phototoxicity.

C. Targeted simultaneous electrophysiology

Patch-clamp recordings are made by glass microelectrodes
(5-9 MΩ) filled with special intracellular solution. The mea-
surement set-up consists a MultiClamp 700B Amplifier and
a data acquisition software, pClamp8 as well (both were
provided by the Axon Instruments Company, Foster City, Cali-
fornia). Cells are held at −65mV in current clamp recordings.

Extracellular recordings are carried out with a self-
developed, custom made, spiky 24-channel linear multi-
electrode. Because of its arrow-like electrode endings, it is able
to slightly penetrate into the tissue (for the electrode design,
please see the Fig. 2). This new spiky arrangement allows us to

approach even individually selected cells and to record extra-
cellular potentials from the close vicinity of the Patch-Clamp.
The spiky multi-electrode has 100 µm inter-contact distance
(dx, as mentioned before). We also plan to design a new elec-
trode with 25 µm to achieve better extracellular resolution. We
used the INTAN RHD2000 FPGA-based acquisition system
for processing the raw signal recordings (Intan Technologies,
Los Angeles, California). Filtered and digitized signals can be
analysed using LabVIEW or MATLAB programs (written in
our lab). The linear multi-electrode is placed on the surface of
the brain slice (transverse 500 µm thick hippocampal slices of
male Wistar rats were prepared). This way, the whole extent
of the examined sample is covered and we are able to record
simultaneously from different regions of interest.
To summarise, the use of electrophysiology combined with
two-photon imaging is very promising especially to achieve
good temporal and spatial resolutions. And it has new ap-
plication possibilities, such as cell-fulfilment and 3-D recon-
struction or local glutamatergic excitation. During the off-line
processing, slices could be investigated using light or electron
microscopy or with other histological techniques (Please see
B. Kerekes et al. for more details [3]).

Fig. 2. Scheme of the ’SPIKY’ multi-electrode: This arrowhead like contact
design allows us to target even individual cells and to record from the close
vicinity of the Patch-Clamp. (Our group’s unpublished picture.)

III. RESULTS

Fig. 3, 4 and Fig. 5 are the results from one of our
experiments. On the Fig. 3 we can see the complete
arrangement of the electrode positioning and the cell
morphology. Extracellular recordings (on the left) and
intracellular Patch-Clamp (on the right) were executed
simultaneously, under the two-photon microscope. The
picture shows the so called Z-stack projection of the selected
CA1 layer pyramidal cell. During the Z-stack projection,
numerous surface scans are merged together into one 3-D
like picture. The approximated cell-electrode distances from
the first and the second contact points are indicated. Please
note that Patch-Clamp method is capable of filling the neuron
with neurobiotin tracer dye, thus reconstructing the complete
cell morphology. Now we show a fulfilled neuron by using
OGB-1 (green) and Alexa594 (red) fluorescent dyes. The
yellow colour appears as an overlapping between the two
different dyes. Please also note the phenomenon of light
diffraction on the spiky electrode contact points.

IV. CONCLUSION

This study addresses several questions related to extracel-
lularly recorded potentials of the underlying neural activity.
We have designed a new, integrative method for multi-modal
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Fig. 3. Simultaneous intra- and extracellular recordings executed under the
two-photon microscope. The picture shows the so called Z-stack projection
of the selected CA1 layer pyramidal cell. The approximated cell-electrode
distances from the first and the second contact points are indicated. (Our
group’s unpublished picture)

Fig. 4. Spike-triggered averages on the 24-channel extracellular signal. The
firing of the Patch-Clamped cell is clearly recognisable on the first 4 channels.
This indicates that we were able to record extracellular signals along the apical
dendritic axis up to 400 µm, which is a very promising experimental finding.
Please note that the big negative waves on the lower channel represents the
Sharp Wave population activity, which is almost in phase with the firing of
our cell. (Our group’s unpublished picture)

investigation of in vitro slices. We had already tested the com-
plex methodology on pre-experiments. We have acceptable
Patch-Clamp, multi-electrode, and two-photon Ca2+ signals
with high signal-to-noise ratio. It is also worth to note that this
targeted measurement can determine the exact inter-electrode
distance (using the two-photon imaging information), which
is a crucial, and non-linearly depending unknown parameter
during the CSD calculations. So the preliminary results are
very promising, we are currently waiting for the new spiky
electrode with more dense inter-contact distance. We plan
to present our results at the FENS Forum in Copenhagen,
Denmark (in July). An article manuscript is also to be started
until the end of this summer.
Finally, we can conclude that these investigations can help us
to understand neural communication dynamics better. Thus in
the future, they would have a good contribution even for the
therapy of neural diseases.

STATEMENT OF ORIGINALITY

This report describes the work of the doctoral student during
the academic year 2015/2016. Parts of this work might be
under submission to scientific conferences and journals.

Fig. 5. Combined figure of the Patch-Clamp and triggered Ca2+ signals.
The fluorescence intensity, dF/F0 is on the left axis, and the intracellular
membrane potential is on the right axis. The different colour coding shows
Ca2+ responses from increasing distances compared to the soma. Black lines
are the somatic action potentials recorded in current clamp mode. (Our group’s
unpublished picture)
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Abstract—Determining the nanoscale targeting and distribu-
tion of proteins within cells or cellular compartments is necessary
to delineate the molecular mechanisms underlying physiological
and pathophysiological processes of the nervous system. Single-
Molecule Localization Microscopy (SMLM) offers a flexible
and efficient way to obtain precise molecule localization data.
However, its capability to visualize the respective cellular and
subcellular context of molecular information is rather limited. To
circumvent this obstacle, we recently developed a new approach,
which combines SMLM with confocal microscopy for cell-
type- and subcellular-compartment-specific nanoscale molecular
imaging, and thereby facilitates functional interpretation of
quantitative molecular observations. The correlated use of these
two imaging modalities also require adequate software tools
for the simultaneous visualization and handling of the different
image types, e.g. for the filtering of respective SMLM coordinates
belonging to the selected cell and subcellular compartment on
the confocal image. Although the localization-based data are
amenable for a wide variety of analysis approaches that are
impossible to perform on conventional images, to date, these
features have not been included in available software packages.
Therefore, we developed VividSTORM, a unique tool for the
correlated visualization and analysis of pixel intensity-based and
localization microscopy data. By using VividSTORM, the custom
subpopulations of SMLM localization points can be selected
based on the cellular and subcellular environment with manual
selection or by an automatic image segmentation method called
Morphological Active Contours Without Edges (MACWE). As
the next step, one can rapidly measure molecular abundance,
clustering, internalization, receptor surface density, and inter-
molecular distances on the selected localization points. The
software is freely accessible with an easy-to-handle graphical user
interface and the source code written in Python is also avail-
able for custom modifications (www.katonalab.hu/vividstorm2).
To demonstrate its usefulness, we employed VividSTORM and
determined the nanoscale localization and abundance of mole-
cular components of the endocannabinoid system at subcellular
domains of specific cell types.

Keywords-super-resolution; confocal microscopy; SMLM;
VividSTORM

I. INTRODUCTION

The mammalian brain is a rather complex organ, it is
exceptionally hard to study. One of the major dimensions of
this complexity is that there are about 100 billion neurons
in 1000 cell types forming approximately 1014 synapses [1].
Thousands of different proteins are the building blocks of these
synapses, and their quantity can differ in specific diseases
even in a cell-type specific manner. For example in epilepsy
the number of CB1 receptors, which is the main player of

the endocannabinoid system and controls synaptic commu-
nication, decreases in excitatory but increases in inhibitory
axon terminals [2]. Another factor that adds to this com-
plexity is that the proper targeting of molecules into specific
nanodomains and multimolecular complexes is essential for
the functioning synapses. For instance a 100 nm shift in the
endocannabinoid synthesizing enzyme DGL-α underlies the
Fragile-X syndrome and mental retardation [3]. So it is also
necessary to monitor protein positions at the nanoscale. Taking
these factors into consideration cell type-specific nanoscale
molecular imaging is needed to bring us closer to understand-
ing the physiological and pathophysiological functions of the
brain.

So far electron microscopy with immunogold labelling
has been the most used method for visualizing anatomical
localization of synaptic proteins at nanometer-scale resolution.
It also provides labelling of cellular membranes, but due to the
highly complex nature of sample preparation high-throughput
analysis, cell-type specific or multiple staining is limited and
anisotropic shrinking of the sample may introduce artefacts
[4]. In the case of classical fluorescent microscopy we can get
higher experimental flexibility but orders of magnitude weaker
resolution (2-300 nm of lateral and 5-600 nm of axial resolu-
tion) due to the longer wavelength of light. Recently several
methods emerged to break the limitation of light diffraction,
one of the main branches is single molecule imaging. The main
concept behind it that the position of only one fluorophore
can be determinded with arbitrary precision, and it is possible
using special imaging medium that only a sparse subset of
the fluorophores are emitting light at once. This way their
images can be distinguished and their centroids determined
with nm precision. If we iterate this stochastic process we
can reconstruct the whole structure. Our method of choice,
Stochastic Optical Reconstruction Microscopy (STORM) uses
the stochastic photoswitching of organic dyes in thyiole-
containing imaging buffer. It is a highly flexible method,
capable of 3D and multi-channel imaging as well [4].
Considering the complex nature of brain circuits and the
lacking investigation tools our aim was to develop an efficient
approach for cell and cell-type specific nanoscale molecular
imaging in the brain. Recently, we have developed an im-
munostaining and imaging protocol optimized for correlated
confocal and super-resolution microscopy and since the analy-
sis of the coordinate-based SMLM data needs special tools we
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developed an open-source visualization and analysis software
named VividSTORM [5].
To demonstrate the utility of our approach we show the
subcellular distribution of CB1 receptors in axon terminals
of individually filled interneurons. It is one of the most ubiq-
uitously expressed a G-protein-coupled receptors in the brain
and controls synaptic transmission. We study its distribution
in the hippocampus where it is localized in huge quantity on
GABAergic and at a much smaller extent on glutamatergic
axon terminals [6], [7].

II. MATERIALS AND METHODS

A. Preparation of tissue sections

All animal experiments were approved by the Hungarian
Committee of the Scientific Ethics of Animal Research, and
were performed according to the Hungarian Act of Animal
Care and Experimentation. Minimal number of mice were
sacrificed and all efforts were made to minimise pain. Adult
wild type C57BL/6 mice were deeply anesthetised by 70 µL
isoflurane and decapitated. Brains were removed from the
skull and sliced to 300 µm in ice-cold ACSF using a Leica
(Nussloch, Germany) VT-1000S vibratome and single-cell
electrophysiological recording was performed with biocytin
filling. Then slices were fixed overnight in a 4% paraformalde-
hyde (PFA) solution (dissolved in 0.1 M Phosphate buffer, PB,
pH 7.4). After several washing steps in PB and TBS buffers the
membranes were permeabilized by 2x30 minutes incubation
in 0.5% Triton X-100 dissolved in TBS. Sections were then
incubated in 1:1000 Alexa Fluor 488:streptavidin in TBS for 3
hours to visualize the biocytin filling. After washing steps in
TBS and PB sections were mounted to glass slide, covered
with Vectashield, coverslipped and sealed with nail polish.
For morphological analysis imaging of the filled cells were
performed by a NIKON C2 confocal scan head. After imaging,
the sections were returned to PB and were embedded in 2%
agarose and resliced in PB to achieve ideal section thickness
(20 µm) for STORM imaging.

B. Immunostaining

Immunostaining was performed in BSA-treated 24-well
plates in a free-floating manner. After washing in TBS buffer,
nonspecific binding of antibodies was prevented by using 1%
albumin from bovine serum (Sigma) dissolved in TBS. The
following primary antibodies were used in TBS for overnight
incubation on orbital shaker: guinea pig anti-CB1 [8] 1:1000,
mouse anti-Bassoon (ab82958, Abcam) 1:2000 and rabbit anti-
TOM20 (Santa Cruz Biotechnology, cat. no. s-11415) 1:500.
After several washing steps in TBS, slices were exposed to
secondary antibodies for 4 hours in the following concentra-
tions in TBS: anti-guinea pig Alexa-488-conjugated secondary
antibody (Jackson) 1:400, anti-rabbit Alexa-647-conjugated
secondary antibody (Jackson) 1:400 and anti-mouse CF-568-
conjugated secondary antibody 1:1000 (Biotium). After wash-
ing in TBS and PB, slices were mounted and dried on #1.5
borosilicate coverslips which were previously cleaned with
acetone. Coverslips with the samples were stored at 4 ◦C until
imaging. Right before STORM imaging slices were covered
in imaging buffer optimized for STORM microscopy [9] and
were placed on glass slides. The freshly prepared imaging
medium contained the following ingredients: 5% glucose, 0.1
M mercaptoethylamine, 1 mg/ml glucose oxidase and catalase
(2.5 µl/ml water-based solution from Sigma) dissolved in

Fig. 1. Graphical user interface of VividSTORM

Dulbecco’s PBS (Sigma). Coverslips were sealed with nail
polish and imaged not more than 3 hours per sample.

C. Correlated confocal and STORM imaging

The following equipment was used for STORM and con-
focal imaging: CFI Apo TIRF 100x objective (NA: 1.49)
and Nikon Ti-E inverted microscope equipped with Nikon N-
STORM system, C2 confocal scanner and Andor iXon Ultra
897 EMCCD camera. 3D STORM experiment was possible
by using a cylindrical lense [10]. Imaging was controlled
with Nikon NIS-Elements AR software equipped with N-
STORM module. A 300 mW laser (VFL-P-300-647, MPB
Communications, Montreal, Canada) was used for STORM
imaging. Region of interests were selected based on an image
acquired by 488 nm illumination. 488 nm, 561 nm 647
nm illumination was used for the confocal z-stack imaging
(512x512x15 pixels, 78x78x150 nm resolution). STORM or
DUAL filter cube (Nikon) and an EMCCD were used for
STORM image acquisition. Low-intensity 405 nm activator
(in order to achieve sparse activation of fluorophores) and
high intensity 647 nm reporter illumination were used in 3000
cycles. A TIRF illuminator was utilized to prevent out-of-focus
background. A Perfect Focus System was used to stabilise the
focal plane. In order to minimize errors due to differences
in antibody penetration, samples were collected from similar
depths and only those localization points were counted that
fell into a -300 to +300 nm range from the center plane to
prevent errors caused by light scattering.

D. Correlated confocal and STORM analysis

Confocal stacks were deconvolved by using a classical max-
imum likelihood estimator algorithm with 40 iterations and
theoretical point spread function with the Huygens software
(SVI, Netherlands). STORM images were analysed with the
STORM module of the NIS-Elements software to determine
the coordinates of the localization points (LPs). Finding lo-
calization points and overlapping peaks was improved by a
3D-DAOSTORM algorithm [11]. Each image was analysed
with the help of VividSTORM.

III. RESULTS

A. Correlated visualization of confocal and STORM data

In contrast to electron microscopy, where the membranes
and synapses are always visible, a STORM image does not
have inherent benchmarks of the subcellular compartments,
so we need additional tools to visualize the boundaries of
the studied objects. We performed correlated confocal and
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Fig. 2. Correlated visualization of confocal and STORM data and ROI
selection with MACWE algorithm a) Deconvolved confocal image of an
axon of an identified, biocytin-filled hippocampal interneuron. b) STORM
image of anti-CB1 immunostaining in the same field of view. c) Automatic
axon terminal outline delineation performed by MACWE algorithm. d) Active
contour selection allows for the unbiased and easy detection of CB1 STORM
localization points belonging to the same axon terminal based on the correlated
confocal image of the bouton. The coordinates of the selected LPs can be
shown and saved for the purpose of subsequent analysis.

STORM imaging to put the STORM coordinates to a cellular
context namely to visualize the STORM localization points
belonging to an individually selected cell. Handling the pixel-
intensity image and molecule list together is not a trivial task,
no available software tool existed previously for correlated
confocal and STORM visualization. In many STORM studies
localization data is discarded by rendering a pixelated image
so the coordinate based STORM data analysis remained un-
exploited. Therefore we have developed a new stand-alone
software with an easy-to-use graphical user interface (Figure
1.) to overcome the limitations of the correlated analysis of
the two imaging approaches and published it along with a
detailed sample preparation and imaging protocol for corre-
lated confocal and STORM data acquisition [5]. The program
can be used to open molecule lists and confocal images and
display them together. Since the two images were taken with
different cameras it is also essential to overlay them with
mouse dragging or an automatic image registration method.
Visualization properties can be adjusted for both modalities,
and STORM data can be filtered for various attributes eg. local
density, localization accuracy and z position.

B. ROI selection

An average workflow of correlated data analysis continues
with the selection of the region of interest (ROI) (Figure 2.).
It is also not trivial to decide which STORM coordinates
belong to the ROI determined by the confocal image. In
VividSTORM subsets of LPs can be specified using multiple
ROI tools. Moreover, to facilitate the unbiased selection of
labeled cellular profiles, we have implemented an automatic
ROI selection tool Morphological Active Contours Without
Edges (MACWE) [12] , which differs from the conventional
threshold-based segmentation methods as it takes the shape
of the selected area into consideration as well and can select
object boundaries with varying pixel intensities. So we can
separate the localization points belonging to our ROI easily
and we can use them for further coordinate-based analysis.

C. Analysis of STORM data

To be able to analyze the extra information present in the
molecule list data, we need tools that are different from the
usual measurement functions in existing imaging softwares.
We implemented the following ones in VividSTORM:

• We can measure molecular abundance in a region of
interest so differences in protein number for example in
different cell types or in response to a treatment can be
uncovered.

• With 2D and 3D convex hulls area and volume of
selected structures can be estimated.

• Also we can define clusters (Figure 3.) in the selected
localization points based on their distance by using the
DBSCAN algorithm [13], [14].

Fig. 3. Cluster analysis by VividSTORM a) Confocal images of EGFP fluo-
rescence (cyan) and immunostaining against the mitochondrial protein Tom20
(red) were taken from transfected neuroblast cells. Tom20-immunostaining
was also imaged in 3D-dSTORM mode (magenta). The corresponding confo-
cal and STORM images were overlaid in VividSTORM, and a local density
filter was applied on the STORM data. To analyze the number and size
of individual mitochondria in transfected neuroblast cells, a freehand ROI
containing the cell body of the EGFP-expressing cell was selected. The LPs
located within the ROI were passed for cluster analysis. b) The resulting
clusters, each representing individual mitochondria, are displayed in different
colors.

• The relative position of localization points can be deter-
mined from the surface of the structure, and for example
receptor internalization indices can be calculated (Fig-
ure 4.) [14].

Fig. 4. Internalization analysis by VividSTORM a) Overlaid confocal and
CB1-STORM image of an axon terminal of a biocytin-filled hippocampal CA1
interneuron. b) Internalization index (d/r) for each CB1-LP was calculated,
where d is the distance from the center of mass of all the LPs in the channel,
and r is the estimated radius of the signal (radius of a circle with the area of the
2D convex hull fitted on the data). This measure is sensitive to a shift of the
localizations towards the center of the structure thus capable of discriminating
between internalized (green) and surface (magenta) receptors. The output is
visualized in the VMD software.

• Surface density of the receptors can be measured based
on the number of LPs that are in a predefined vicinity of
random sampling points on the hull surface (Figure 5.)
[14].

• Intermolecular distance distributions can be calculated
based on Euclidean distance and surface distance (Figure
6.) [14].

Our correlated imaging approach is not only useful in brain
samples but it can be used for cell-type specific investigation
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Fig. 5. Surface density analyis by VividSTORM a) CB1 staining of an axon
terminal of a hippocampal interneuron visualized in 3D by VividSTORM. b)
Random sampling points were placed on the surface of the 3D convex hull
of the bouton and were colored according to the local surface density of CB1

receptors.

Fig. 6. Analysis of inter-molecular distances by VividSTORM a) De-
convolved confocal image of an axon terminal of an identified, biocytin-
filled hippocampal interneuron. b) A dual channel 3D-STORM image of
immunostaining against CB1 receptors (magenta) and the presynaptic active
zone protein bassoon (green). c) Euclidean distances between CB1 and
bassoon LPs are shown. d) To allow intermolecular distance measurements
along the structure surface, the shortest paths between CB1 and bassoon LPs
on the bouton surface were determined after fitting a 3D-convex hull on
the CB1 localization points. The coordinates of CB1 LPs (magenta), convex
hull edges (silver), and minimal distance trajectories (orange) were saved in
pdb file format and then rendered in a separate software, Visual Molecular
Dynamics (VMD).

of protein distribution in heart and kidney samples as well
[5]. With the help of the presented measurements we answered
biological questions like cell type specific differences between
synapse organization and molecular redistribution of CB1

receptors in chronic cannabis consumption model [14]. We
studied the molecular anatomical effect of acute pharmaco-
logical manipulations, and the internalizaion of CB1 receptors
due to external agonist [15].

IV. CONCLUSION

We have developed an open-source software called Vivid-
STORM with an easy-to-use graphical user interface for cor-
related confocal and STORM super-resolution image analysis.
The software facilitates cell-type-specific nanoscale molecular

imaging in various tissue samples and allows quantitative
analysis of protein distributions in a compartment-specific
manner.
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Abstract—The last several years have brought a debate among
Brain-Computer Interface (BCI) researchers whether to use in-
vasive or non-invasive setups for their experiments. In this paper
the experience with three distinctive methods for motor related
tasks is reported. Participants performed motor related tasks
which were recorded with different BCI systems. The recordings
were then analyzed and compared. The study concludes that
for very basic tasks the used non-invasive system could give
satisfactory results but for more complicated tasks the invasive
systems performed better and were more reliable.

Keywords-Brain Computer Interface; Motor cortex; CNS in-
jury

I. INTRODUCTION

A serious car accident or sometimes even just a small injury
can alter someone’s life depending on the location of the
damage in the human body. A crucial part of our nervous
system, the motor system may be damaged selectively at the
level of the primary motor cortex, the spinal cord, the periph-
eral nerves or the muscles, resulting in the otherwise intact
brain being unable to control body functions and movements.
Such a damage can cause a decrease in life quality, especially
in terms of communication and mobility [1]. Amyotrophic
lateral sclerosis (ALS, Lou Gehrig’s disease) is a well-known
example of such a selective motor damage. Brain-computer
interfaces can help in these cases to replace the missing link
between the brain and the environment. The basic idea of a
BCI is that intact brain areas are capable of producing signals
which can be translated as inputs into a computer that can
drive a communication interface [2] or an external prosthetic
device [3] to restore the patient’s communication or movement
abilities.

Two main types of BCI devices can be distinguished: 1) in-
vasive and 2) non-invasive. Invasive BCIs require intracranially
implanted electrodes, while non-invasive ones use electric
signals recorded from the scalp [4]. Both invasive and non-
invasive BCIs then process these signals and translate them
into commands for an external device. However, there are
certain input signals such as unit activities, used to control
very fine movements, which can be detected only invasively.
Not only the signal but also the cost, the easiness of the
application, or the stability of action differs between the two
approaches. Non-invasive systems are easy to install, offer
minimal discomfort and are relatively cheap. On the other
hand, invasive systems offer superior temporal and spatial
resolution [5].

This paper describes three different types of BCI approaches
with their advantages and disadvantages when used to detect
motor planning and execution. One device is commercially
available and is fully non-invasive, the Emotiv Epoc, based

on electroencephalography (EEG). The second approach is
a semi-invasive one as it is based on implanting electrodes
on the surface of the cortex: this is generally known as
electrocorticography (ECoG). The third one is a fully invasive
system, which relies on an implanted array in the motor
cortex, and it not only records Local Field Potentials (LFP)
but spike activity as well.

II. NON-INVASIVE TECHNIQUE

Fig. 1. Emotiv Epoc

Three participants were assessed with the Emotiv system
(Figure 1) during a 30 minute examination for repetitive, self-
paced Finger Tapping (FT, about 200 times each trial, 1 Hz).
The electrodes were placed in saline water and then fixed on
the surface of the participants’ head. Following contact-voltage
tests recordings were performed. The system allowed for the
monitoring of the whole scalp albeit with low spatial and
temporal resolution due to coverage (in space, low electrode
density) and sampling rate (in time, 128 Hz).

Following the calculation of FT button press averages,
Morlet-wavelet time-frequency analysis (plotted up to 43 Hz
only, as the system has a cut-off frequency at that point)
revealed event related changes in the power spectrum around
the finger tapping (Figure 2, red line is t=0 the FT event) albeit
with poor reliability across all three participants.

III. PARTIALLY INVASIVE TECHNIQUE

Eight participants with therapy resistant focal epilepsy were
implanted with subdural strip or grid electrode arrays over the
sensory-motor region (Figure 3) as part of their evaluation for
epilepsy surgery in order to determine the exact location of
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Fig. 2. Power on electrode T7

Fig. 3. Electrocorticography

epileptic focus. Motor related potentials were evoked by self-
paced (around 1 Hz) finger tapping (about 150 times for each
trial) of the contralateral hand relative to the implantation side.
Recording was carried out at 1024 Hz.

FT button press averages were calculated and time-
frequency analysis was performed using the event related
spectral perturbation method. Changes in a low (8-30 Hz,
alpha and beta) and in a high (above 30 Hz) frequency band
were assessed. Decrease in spectral power was observed in
the lower frequency band on the implanted electrodes. This
event related desynchronization (ERD) was detected across
all examined patients. The ERD typically began slightly
before the FT event. Additionally, in a few cases this ERD
was associated with an event related synchronization (ERS)
in the high frequency band (one of the electrodes recording
this phenomena is labeled on Figure 4 and its power shown
on Figure 5, t=0 is the FT event).

Fig. 4. Implanted grid array

Fig. 5. Power on electrode 8

IV. FULLY INVASIVE TECHNIQUE

Two non-human primates (NHP) were implanted with Utah
arrays (Figure 6) in their primary motor area (M1). The NHPs
participated in tasks where they were instructed to wait for a
visual signal coding for to move and grab the object which
was presented in front of them. There were about 150-200
completed trials each dataset. Neural activity was recorded at
20 000 Hz.

Following averaging across all trials and electrodes the LFP
power spectrum was visualized using the multi-taper spectral
estimation method (Figure 7). Changes in the power spectrum
were analyzed in two categories: low (beta band) 13-30 Hz,
and high (gamma band) 125-140 Hz. Around the start of
movement, changes in the power of these bands were detected
(decrease or increase, appearing as valleys and peaks) as
reported on Figure 8 and Figure 9, shown from one of the
datasets. The blue line represents averaged power value, red
bars show standard deviation, t=0 is the start of movement.

Using a peak detector algorithm on the LFP dataset, the
peaks in the power spectrum as predictors for start of move-
ment can be classified and then evaluated if they were correctly
chosen or not. To measure for the accuracy of this prediction,
the F1-score (has its best value at 1 and worst at 0) was used
as follows:
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Fig. 6. Utah array

Fig. 7. Power average on all electrodes

F1 = 2 · precision · recall
precision+ recall

(1)

where

precision =
tp

tp+ fp
(2)

and

recall =
tp

tp+ fn
(3)

True Positive (tp) represent a correctly classified event, False
Positive (fp) stands for an incorrect hit, while False Negative
(fn) is a missed prediction. This metric was also used to
evaluate predicating using spike rates. Spike activity from
the same dataset used for the LFP power spectrum analysis
was investigated. Peaks were identified in the spike rates to
predict for the onset of movement – this is displayed on Figure
10 showing the change in spike rate over time. Dashed lines
represent start of movements.

To compare the efficiency of using peak detection in the
LFP and spike rate data for start of movement detection the
F1-score is given with also the percentage of True Positives,
False Positives and False Negatives relative to the number of
all real events. A predicted event is considered True Positive
if it falls in the 1 s long time bin placed symmetrically on the
real event (0.5 second before and after). Table 1 shows that
prediction using power changes in the gamma band or spike
rate yields better results compared to using changes in the beta
band (based on the comparison of respective F1-scores).

Fig. 8. Beta power

Fig. 9. Gamma power

V. DISCUSSION

The phenomena of changes in power over the cortex was de-
tected with all three methods. Ultimately the invasive systems
proved to be offering a much finer way to investigate these
changes. For very basic tasks the signal extracted using the
Emotiv system could be feasible enough as simple operations
are already available using this system [6]. The ease of
application is certainly a great benefit of this BCI, however
it seems that for effective BCI applications based on changes
in the power spectrum, either more sophisticated EEG systems
[7], or invasive systems such as the two described in this paper
are needed.

The detailed understanding of movement related potentials

TABLE I
COMPARISON OF METHODS

NHP 1

Method True Positives False positives
Beta band 60% 89%
Gamma band 97% 20%
Spike rate 100% 9%

Method False Negatives F1-score
Beta band 40% 0.49
Gamma band 3% 0.89
Spike rate 0% 0.96

NHP 2

Method True Positives False Positives
Beta band 57% 103%
Gamma band 97% 7%
Spike rate 100% 5%

Method False Negatives F1-score
Beta band 43% 0.45
Gamma band 3% 0.95
Spike rate 0% 0.98
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Fig. 10. Normalized spike rate

can lead to better BCI applications. This study only analyzed
effective movements but motor imaginary could be enough to
create similar electrical responses that have been evaluated in
this paper. Patients without the ability to move their limbs can
still imagine movements and the electrical responses can be
used in a BCI system to e.g. control a wheelchair [8]. Further
investigations are required to have a better understanding of
motor imagery when contrasting non-invasive and invasive
BCI systems.
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Abstract—Epileptic seizure with regard to their dynamics
are often paralleled to earthquakes and financial crises where
small and seemingly insignificant microscopic events interact and
eventually grow into large, macroscopically observable phenom-
ena. Based on these analogies, modeling of epileptic patients’
electroencephalographic (EEG) signals with non-linear stochastic
systems with a certain feedback effect or self-excitation was
previously proposed. Following the practice in seismology, we
focus on point processes defined in terms of level crossings or
high frequency oscillations (HFO) of the EEG signals. Thus we
arrive at the concept of self-exciting point processes introduced
by Hawkes in 1971. The validation of this model in the field
of neuroscience requires the simulation and statistical analysis
of Hawkes processes, such as fitting, classification and real-time
change detection. In this work we focus on simulating Hawkes
processes in real-time for a wide class of response functions,
extending the results given previously by others, in particular by
Ozaki. In addition we provide experimental results for fitting a
Hawkes process, using an off-line maximum likelihood method
to real data, both prior to and during seizure.

Keywords-epilepsy; seizure detection; point process
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I. INTRODUCTION

Epilepsy is one of the most common neurological disease
worldwide with a prevalence of 0.5-1%. It presents in the
form of seizures such as, muscle contractions or transient loss
of consciousness. Among other causes the disease can be a
result of genetic and congenital abnormalities, perinatal brain
injury, infections, head trauma, stroke. However, 6 out of 10
cases are idiopathic, i.e. without any identifiable cause. Despite
the wide variety of medications, only 70% of patients can
be sufficiently treated with drugs. The remaining 30% may
benefit from surgical interventions, including the resection of
the epileptogenic focus or deep brain stimulation[1].

The patients’ quality of life (QoL) is largely dependent of
the seizures themselves. It should be stressed that only very
modest improvement of QoL can be achieved via the reduction
of seizure frequency [2]. It is generally accepted that even at
low seizure rates patients’ interictal time is still determined
by the fear of an impending seizure. Thus, an appropriate
seizure prediction system would significantly enhance the QoL
even without any intervention. This positive effect should
be amplified via the application of on-demand therapeutic
devices, such as an implantable electrical stimulating or drug
delivery system to prevent the onset of seizures.

Prediction of epileptic seizures has a long and extensive
history. Regarding the underlying pathophysiology, we may
distinguish between sudden onset seizures such as the ones
observed in primary generalized epilepsy and the ones in focal
epilepsies that evolve as a cascade of changes [3]. Naturally,
one would assume, that no matter how abrupt an event in
nature is, at some scale of time and size it would be preceded
by some kind of presage. This hypothesis of preictal state is
supported by the observation of increased blood oxygen-level-
dependent signal and changes in heart rate before seizures [3].

However, early and specific phenomena that would indicate
a forthcoming seizure with high fidelity is still lacking. The
general approach to identify this is to derive a measure from
the EEG signal that would have a well observable change-
point only before seizures. A variety of static and dynamic
mathematical models have been proposed to derive such mea-
sures, including linear and non-linear dynamic models, ARMA
modeling, or analysis of phase-synchrony of the signals [3].
Nonetheless, only very few methods exceeded above-chance
results yet [4].

A difficulty in identifying adequate measures can be de-
scribed as the problem of coarse-graining [5]. Starting from
a solid model based approach where the computational costs
are too high, we aim to reduce the degree of freedom to the
dimensionality essentially needed to solve the exact problem.
However, as we reduce the amount of data, we may lose
essential information. Thus, we are looking for a mesoscopic
model that is precise enough the answer our question, but
which is still computationally manageable. For that reason,
we chose to mimic the expert medical analysis of an EEG
signal by specifying and identifying points of interest, such as
level crossing or HFO-s, and then perform a statistical analysis
of the derived point process. searching for an appropriate
probabilistic model for these point processes we choose a
class reflecting some of the mechanisms that generate electric
signals inside the brain, such as interconnection and feedback,
or self-excitation.

Hawkes’ self-exciting point processes have been previously
used to forecast earthquakes, based on the similarities in the
mathematical concepts describing the brain and the upper crust
of the Earth [5]. In the field of neurosciences this tool has
been applied only to model neural interactions regarding spikes
as events [6], [7], and our aim was to examine the heuristic
findings of the EEG with such a model.
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Fig. 1. Observe Hawkes process’ (red) increased intensity function after each event (asterisk) resulting in increased probability of events to occur in a
small neighboring interval, leading to cluster formation that is represented as rapid increments of the otherwise declivous graph of the counting process. As
a reference, unit rate Poisson process is also indicated (blue).

II. BACKGROUND AND METHODS

A. Hawkes processes

Let us consider a stationary point process as events given
with the time of their occurrence (T0 = 0 < T1 < ... <
Tn < ...) and its counting process Nt (the cumulative number
of events up to time t). According to [8], if the process is
self-exciting, then its intensity function can be written as

λt = µ+

∫ t

−∞
g(t− s)dNs (1)

, where µ represents the baseline intensity, while g(u) is the
response function, i.e. the effect of an event on the intensity
function of the process. If λ̄ = E(λt) then the intensity
function can be separated as follows:

λt = λ0t + λ̄ (2)

Thus, the following dynamic equation holds:

dλt = αλ0tdt+ σ(dNt − λtdt) (3)

,with parameter α and σ representing the decaying coefficient
and the growth of the intensity at every event, respectively.
Solving this inhomogeneous linear differential equation, we
receive

λt =
αλ̄

α− σ +

∫ t

−∞
e(α−σ)(t−s)σdNs (4)

Thus, the dynamic form (i.e. eq.(3)) of eq.(1) holds.

B. Simulation

However, as the intensity function is continuous on every
[Tn−1, Tn) interval, on such a period eq.(4) can be simplified
to

λt =

(
λTn−1 −

αλ̄

α− σ

)
e(α−σ)(t−Tn−1) +

αλ̄

α− σ (5)

This means that the intensity function on every inter-event
interval (IEI) is integrable, thus we can apply the time-
rescaling theorem on these intervals. This follows that with the

aid of a unit-rate Poisson process we can simulate a Hawkes-
process. Below we summaries the steps of such simulation.

1) Define starting point (Tn−1;λTn−1
)

1.1. Solve ˜IEIn =
∫ Tn

Tn−1 λtdt for Tn, thus generate
Tn

1.2. Update parameters: λTn
= λt(Tn) + σ

2) Iterate 1-1.2
Note that ˜IEIn represents the IEI of a unit rate Poisson-
process. We also remark that the solution of 1.1 can be done
in a closed form using the Lamber-W function.

C. Deriving point processes from the EEG signal

EEG data of an epileptic patient containing about half-an-
hour preictal period and a consecutive seizure was retrieved
from the database of the Epilepsy Monitoring Unit (National
Institute of Clinical Neurosciences, Hungary). The signals
were preprocessed using 1-10 Hz 4th order Butterworth band-
pass filter. Amplitude-threshold crossing was then applied to
reduce the time series data to a point process.

Fig. 2. Counting process (blue) based on thresholding of the band-pass
filtered EEG. Seizure onset time is represented by the vertical line (red).
Note the abrupt change of intensity at the onset of seizure.
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D. Maximum likelihood estimation (MLE)

We computed the negative log-likelihood function (NLL) of
Hawkes processes according to [9] and carried out nonlinear
optimization in MATLAB (MathWorks, Inc.) to perform MLE
on every 60s non-overlapping window.

III. SIMULATION AND RESULTS

In our experiment we simulated Hawkes’ self-exciting point
processes using the dynamic form in which we rewrote the
intensity function. Figure 1 represents the result of our simu-
lation.

We derived a point process from an EEG time series
containing both preictal and ictal patterns. Its counting process
can be seen on figure 2.

Estimation of the model’s parameters was done via MLE
however, we received parameter-estimates of the point process
that are difficult to interpret(figure 3).

Fig. 3. Parameters of Hawkes process, as the result of MLE for every 60s
windows. With red asterisk seizure onset time is labeled.

We performed analysis of the parameter-space
NLL

(
λ̄, α, σ

)
(figure 4) to better understand the task

of minimization. All surfaces are presented with their
constraints on the λ̄;α;σ ∈ [−1, 1] .

IV. CONCLUSION

We successfully simulated Hawkes processes (figure 1) and
derived a point process from an EEG that was affected by an
epileptic seizure. Though we have yet to quantify the changes
of the counting process, abrupt alteration of the process is well
observable (figure 2). Despite that ictal onset is clearly visible
in the counting process, we received parameter-estimates using
MLE of the data that is difficult to interpret (figure 3). Thus,
we examined the parameter-space, and multiple local minima
can be clearly observed on all three graphs (figure 4). As a
preliminary study, our aim was to create a framework for the
parameter estimation of a self-exciting point process. However,
the next obvious step is to quantify our results and errors and
to implement a more robust optimizing method.
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Abstract—Hand-tuning the parameters of a detailed neuronal
model is not always effective in the long run, because changing
one parameter can alter the previously adjusted behavior of
the model, which might not even be realized by the modeler.
Models developed this way can often reproduce only the behavior
that was adjusted last. To avoid this and in order to make it
possible to develop a CA1 pyramidal cell model that shows all
the most important characteristics of a real cell of this kind,
we develop software tools to automatically fit the parameters
of the models and to validate the behavior of them after every
iteration of the parameter tuning. Here we describe how we
further developed the Optimizer software to make it possible to
use it to improve the somatic spiking behavior of the Káli-Freund
detailed hippocampal CA1 pyramidal cell model. We show the
results of our first optimizations, and suggest ways to improve
the performance of our software tools regarding the resultant
models and also the computational time.

Keywords-parameter fitting, model validation, CA1 pyramidal
cell, feature-based error function, python

I. INTRODUCTION

Multi-compartmental neuronal models can be useful tools in
understanding the behavior and function of neurons, but there
are still important parameters of which the values are not de-
termined experimentally yet. Neurons have complex behavior
that can be examined in many different ways, thus there are a
number of different measures to test how the model’s behavior
corresponds to the behavior of the real cell. According to our
experiences, when the parameters of a detailed single cell
model is hand-tuned to make the model able to reproduce
the desired behavior of the real cell to be modeled, the
previously adjusted behaviors can be significantly changed.
The changes are often not even realized by the modeler and
the model developed this way is usually able to show only a
few features of the real cell. To overcome this problem the
solution could be to use software tools to automatically fit the
model parameters, and to use a test suite to automatically and
quantitatively validate the model behavior after every iteration
of the parameter tuning [1].

We developed a Python test suite to automatically perform
simulations that mimic experimental protocols on detailed hip-
pocampal CA1 pyramidal cell models built in the NEURON
simulator [2]. The test suite quantitatively compares the model
behavior with experimental results to validate the somatic
spiking behavior and the integration properties of the oblique
dendrites of CA1 pyramidal cell models [1].

In order to make automatic parameter fitting possible we
combine an optimizing software with the python test suite by

using the main validation parts of the latter as fitness (cost)
functions in the optimization. The optimizing software used
is called the Optimizer and was developed in Python. The
Optimizer provides a number of different fitness functions
and optimization algorithms and also a graphical user inter-
face (GUI) to make it possible for non-expert users to do
optimization following some commonly used scenario. The
modular design of the software makes it easier to more expert
users to extend it with new fitness functions and/or optimizing
algorithms. The Optimizer interfaces with NEURON to run the
models [3].

At first we would like to use automatic parameter fitting
to improve the Káli-Freund anatomically and biophysically
detailed hippocampal CA1 pyramidal cell model [4] to make it
show appropriate somatic spiking behavior. For this, abstract
data (somatic spiking features) extracted by the Blue Brain
Project from the results of the measurements made in the
lab of Alex Thomson were used, that include values for the
inverse of different inter spike intervals (ISI), spike amplitudes,
voltage deflection, depth of after hyperpolarization, inverse
time to last-, and first spikes at current injections of different
amplitudes. Further aim is to reproduce the depolarization
block feature of CA1 pyramidal cells. Which means that to
prolonged somatic current injections of increasing intensity
the cell responds with increasing number of action potentials
until the threshold current intensity (Ith) is reached. The Ith is
the current amplitude at which the soma fires the maximum
number of spikes. To current intensities higher than this, the
cell does not fire over the whole period of the stimulus,
but after some action potentials it enters a depolarization
block and the membrane potential remains constant. This
average equilibrium potential is the Veq. To increasing current
intensities above the Ith the cell fires decreasing number of
action potentials [5].

We use the python test suite to compare the somatic
spiking behavior of the hand-tuned model, the model that was
optimized using the somatic spiking features, and the model
that was optimized to show depolarization block.

II. METHODS

The Somatic Features Test of the python test suite is used
to compare the somatic spiking behavior of the model with
experimental results. In this test the data are read from a file
that contains the amplitudes of the current stimulus and the
corresponding mean feature values and standard deviation val-
ues for each feature. The mean and standard deviation values

S. SÁRAY, “Developing software tools for parameter fitting and validation of detailed neuronal models” in PhD Proceedings Annual Issues of the Doctoral
School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány
University ePress, 2016, pp 85– 88.
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are from the statistical analysis of the results of experimental
measurements on several different cells. Then the NEURON
model is run using current injections of the given amplitudes,
and the feature values are extracted from the resultant traces
using the Electrophys Feature Extraction Library (eFEL) of
the Blue Brain Project [6]. The error value of a feature is
calculated using a feature-based error function, the difference
of the mean experimental result and the model result is divided
by the experimental standard deviation, thus the error is given
in the units of the experimental SD [7]. The Depolarization
Block Test of the python test suite does not extract features
from every single trace. It needs a series of traces that are the
result of current stimuli of increasing intensity to find the value
of the threshold current intensity (Ith), and the equilibrium
potential (Veq) at the depolarization block. Then the feature-
based error function is used to compare the results [1]. These
methods are integrated into the Optimizer as fitness functions
to make it possible to fit the model parameters using the
somatic spiking features and the features of the depolarization
block.

The Optimizer software has a modular structure which
makes it possible to adapt it to the user’s needs. The Opti-
mizer does not use abstract data extracted from traces of the
experimental results, but it uses the trace itself, and extracts the
features needed to compare the experimental and the model
trace within its fitness functions. The traceHandler module
reads the input experimental traces and it is responsible for
the handling of it. The modelHandler module does the model
related tasks, such as handling the stimulation protocol. The
optionHandler module stores the settings usually specified in
the GUI. The optimizerHandler contains the different opti-
mization algorithms as different classes. The fitnessFunction
module contains the fitness functions as class methods and
the function (combineFeatures) that creates the combination
of the fitness functions and calculates the final fitness value
for a pair of experimental and model trace by adding up
the weighted results of the given fitness functions. The latter
two modules can be expanded by adding new classes that
implement new optimizing algorithms, or new class methods
to the fitnessFunctions module. The main module of the
Optimizer is the Core module. This carries out the steps of
the optimization by interacting with the other modules. If the
name of the new fitness functions or optimizing algorithm is
included in the appropriate lists of the Core module, they will
appear in the GUI and can be used in the optimization [3].

The GUI of the Optimizer helps the user to set up the
optimization protocol. On the first layer the input trace or
traces are loaded and the user has to select the type of the
trace(s) (voltage, current) and provide the characteristics of
it. The second layer loads the model, and the parameters
to be optimized can be chosen or set using a user defined
function. On the next layer the simulation protocol can be
specified. Here up to 10 amplitude values of the stimuli can
be provided by the user. The next layer contains a list of the
available fitness functions from which the user can choose
and can also set the weights of the chosen ones. After this the
optimization algorithm can be chosen and its parameters and
the boundary values of the model parameters have to be set.
After the optimization is finished a result layer appear. The
results are also saved into a HTML file [3].

Among the several available optimizing algorithms in the

Optimizer we use the Evolutionary algorithm.

III. RESULTS

A. Further developing the Optimizer software

In order to make it possible to use abstract data that are
already extracted from the experimental traces in the Optimizer
a new reader function is needed. The abstractDataReader reads
the data from a JSON file into a python dictionary. These data
include a list of the amplitudes of the current stimuli, the delay
and duration of the stimuli, the names of the different spiking
features in a form that can be already used by the eFEL,
a weight to each of them, and the experimental mean and
standard deviation of the given feature for the given current
intensities. In the python dictionary the feature names are the
keys and the value is another dictionary where the keys are
’mean’ and ’std’ and their value is a list that contains the
experimental mean/std values at indices corresponding to the
associated stimuli amplitudes. In the data not every feature
has values for every current intensity. In these cases the list
contains a None.

The GUI and the optionHandler module also had to be
adapted to the usage of abstract data. On the first layer of the
GUI the JSON file should be loaded and the ’Features’ option
needs to be selected as input data type instead of the ’Current
trace’ or ’Voltage trace’. In this case the other parts of this
layer, that in other cases are used to characterize the input
trace, can be left empty and the user can go on to the next
layer without error messages. On the ’Stimuli & Recording
Settings’ layer of the GUI the most important change is that
the stimulus amplitudes, duration and delay are already loaded
from the input file and appear in the GUI, the user only needs
to accept them. The ’Fitness Function Selection’ layer in this
case contains only the names of the spiking features that are
read from the input file, and does not contain the other fitness
functions of the Optimizer that would need input traces to
work with. So the features can be selected here and a weight
can be assigned to each. Also the ’Spike Detection Threshold’
can be set here that will be used by the eFEL.

The new fitness function (FFun for Features) that we added
to the Optimizer uses the eFEL to extract the features that
were selected by the user on the GUI from the model trace.
Its parameters are a model trace, the corresponding stimulus
amplitude, one of the chosen features, and the python dictio-
nary created by the abstractDataReader. The fitness value for
these data are calculated using a feature-based error function
described in the METHODS chapter. The combineFeatures
function calls our new fitness function for each selected feature
and each stimulus amplitude and sums the results.

During the optimization it happens of course that the model
does not have any action potential to the current stimuli for
which we would like to extract an action potential related
feature. In these cases we detect the absence of an action
potential and apply a relatively large penalty. To avoid Run-
timeWarnings thrown by eFEL when it cannot find an action
potential when needed, we use the filterwarnings function of
the warnings python module.

As described before, the depolarization block is a feature
that needs all the traces that are the model’s response to
increasing current amplitudes, to be evaluated. So we changed
the combineFeatures function to make it collect the resultant
model traces into a list that can be used by our other new
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fitness function (FFun depol block). This function uses the
feature-based error function (see METHODS) for the extracted
Ith, Veq values (described in INTRODUCTION) and for the
number of action potentials at Ith. This fitness function applies
a relatively large penalty if the model fires to the smallest
current intensity, in order to avoid spontaneous firing, and
also when it detects a current intensity (Ith) above which the
number of action potentials decreases, but the model did not
really entered depolarization block, because there are spikes
at the end of the trace where the Veq should be calculated.

To optimize for depolarization block features, in the first
layer of the GUI the ’Depol. block’ option should be selected,
and in this case the (FFun depol block) fitness function
appears in the ’Fitness Function Selection’ layer.

Among the several smaller modifications in the different
modules of the Optimizer that made the use of the new fitness
functions possible, one of the most important ones was to
adapt the output to the new results and make it possible to
write all important data to the resulting HTML file.

B. Applications of the further developed Optimizer software

We used the improved Optimizer to fit the parameters of the
Káli-Freund CA1 pyramidal cell model to show proper somatic
spiking behavior corresponding to the somatic spiking features
described in the INTRODUCTION chapter. The parameters to
be fitted are: the density of the sodium and delayed rectifier
potassium channels on the soma, axon and dendrites; the
density of the M-type potassium channels on the soma and
axon; the mid point (Vhalf) of the activation and inactivation
curves of the sodium channels on the soma, axon, dendrites;
the Vhalf of activation curve of the M-type potassium channels
on the soma and the axon, and the Vhalf of activation curve of
the delayed rectifier potassium channels on the soma, axon and
dendrites. We chose these parameters because when we tried
to improve the somatic behavior of the model by hand-tuning
the parameters, we found that varying these parameters has the
biggest impact on the spiking behavior and the depolarization
block [1]. We also chose the boundaries of the parameters
according to our previous observations.

The somatic behavior of the resulting model is shown on
Figure 1. Although we do not have the experimental traces
yet to compare with our results, it can be seen Figure 1
that the model shows an appropriate somatic behavior of a
CA1 pyramidal cell. It responds with a huge hyperpolarization
followed by a small rebound spike to a large negative current,
it is able to fire slowly to small amplitude current stimulus, and
it fires an increasing number of action potentials to increasing
current intensities while showing some adaptation in amplitude
and frequency as well.

We also used the Optimizer to fit the same parameters of
the model as described above in order to make its soma enter
a depolarization block to prolonged current injection. Figure
2 shows the somatic response at the current intensity to which
the model fires the maximum number of action potentials
(Ith) and also at 0.05 nA above that. It can be seen that
the soma enters some kind of depolarization block, but it is
not a complete one, because it still exhibits small spikelets.
According to our previous observations, these may be the
result of spikes generated at the axon and propagating to the
soma.

We used the Somatic Features Test of the python test suite
to compare the somatic spiking behavior of the hand-tuned

Fig. 1. The somatic spiking behavior of the model of which the parameters
were fitted using the somatic spiking features, at different current injection
steps.

Fig. 2. The somatic spiking behavior of the model of which the parameters
were fitted using the depolarization block features, at Ith and 0.05 nA above
Ith.

model and the two differently optimized models (Fig. 3).
Adding up the error values for all the features, the hand-tuned
model achieves a score of 77.57, the model optimized to show
depolarization block gets 81.38, and the model optimized to
show proper somatic spiking features gets 75.57 points.

IV. DISCUSSION

A. Ways to improve the results of optimization

We further developed the Optimizer software so that it is
able to use abstract data already extracted from the experi-
mental traces and not just the experimental traces themselves
during optimization. We added new fitness function to the
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Fig. 3. The errors of the feature values extracted from the somatic response of the different models to current stimuli of different amplitudes in the unit of
the experimental standard deviation.

software to make it possible to fit the parameters of CA1
pyramidal cell models to improve its somatic spiking behavior
and another fitness function to make the model enter depolar-
ization block in response to prolonged current stimulus. These
functions use feature-based error functions to calculate the
fitness values.

After running the two different kinds of optimization we
used the python test suite to compare the resultant models
with each other and with the hand-tuned model (Fig. 3.). When
we sum the error values for each feature of every model, the
model that was optimized to show depolarization block does
not achieves a much higher error score than the others (see
RESULTS). However, if we have a closer look at its behavior
(Fig. 2, and data that are not shown) we can see that it is not
a proper spiking behavior of a CA1 pyramidal cell. From this
we can conclude that automatic parameter fitting and model
validation without looking at the resultant traces is not always
a good solution.

To improve the depolarization block behavior a new feature
could be added to the fitness function that determines the
standard deviation of the membrane potential at depolarization
block, so it would prefer the flat ones and we could avoid the
spikelets that can be seen Fig. 2.

To further improve the somatic behavior it would be good to
combine the two new fitness functions and fit the parameters
of the model so that it shows proper spiking behavior and
also enters depolarization block to prolonged stimuli. Calling
both fitness functions and adding up their results during the
optimization is already possible in the Optimizer; the only
obstacle is that the experimental data come from different
experimental protocols, so these fitness functions need model
responses to current stimuli of different length. Since the
Optimizer can currently handle only one kind of stimulus
(where only the amplitudes can vary) the fitness function
handling and also the GUI, and the option handling have to
be adapted to the use of different stimuli.

B. Parallelizing the optimization

The optimization could be improved by parallelizing pro-
cesses of it. This could be solved in two ways. One of them is
to make the evaluation of the candidates in the population of
the evolutionary optimizing algorithm parallel, the other is to
run the simulations on the model in parallel when stimuli of
different amplitudes are used. In both cases it is important to
load and run the model independently in each parallel process.
Running processes in parallel is possible in Python using the
multiprocessing module.
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Abstract—Auditory scene analysis (ASA) addresses the task
of interpreting the acoustic world in terms of an unknown
number of auditory objects. So far only a handful of studies
offer computational models for this problem. It is important
to see that this area of research is not yet mature enough to
have a coherent framework, therefore the modelling approaches
cover a wide spectrum of ideas. This article reviews how the
computational ASA models handle acoustic environments, what
aspects they find relevant from a cognitive psychological point of
view, and also, what results we can expect from these models at
this point.

Keywords-Computational Auditory Scene Analysis; Auditory
Streaming; Speech Perception

I. INTRODUCTION

Our acoustic environment is created by multiple acoustic
sources, and the sound reaching the ears is a complex mixture
of these sources. Given that original signals usually overlap in
time and also in frequency, computing source functions from
the mixture of acoustic signals is an ill-posed inverse problem.
The human auditory system can solve this problem, and in his
ground-breaking book, Bregman (1990) termed this function
auditory scene analysis (ASA).

Our everyday experience tells us that our auditory system re-
liably decomposes acoustic scenes, even though the incoming
acoustic information usually doesn’t fully specify the sources.
Under natural circumstances, our auditory perception is rarely
chaotic or misleading. Rather, it is populated by sources that
are stable over time and sound patterns characterizing actual
events in the environment. However, both the computational
algorithms and the neural mechanisms by which the human
(and animal) brain achieves this feat are largely unknown.

In the past three decades, several theories have been postu-
lated for explaining the processing of complex auditory scenes
and the perceptual phenomena deemed to catch some crucial
aspect of it. Many of these theories have been expressed
or later implemented in the form of computational models.
The aim of the current review is to provide a theoretically
motivated overview of these computational models.

We will refer to auditory streams (a coherent succession
of sounds) as perceptual objects, and we will use the term
proto-object.

II. INPUTS IN THE COMPUTATIONAL MODELS

Reviewing the computational models of auditory scene
analysis it would be an obvious choice to move from the
more simple inputs towards the complex inputs such as speech
[9]–[13] or soundscape [14]–[16]. The models that deal with
simple, tokenized input [4]–[8] are usually built in order to
investigate some specific result of behavioural experiments.

Fig. 1. Visual representation of the ABA- paradigm, as it’s showed in [3].
Higher A and lower B tones are presented, and the two most stable perception
is showed: segregated (top) and integrated (down)

One of the most widely investigated experiments was con-
ducted by van Noorden (1975). He examined the perception
of alternating ABA- tone sequences (A and B stand for pure
tones of differing frequencies, “-“ stands for a silent interval
as long as the duration of the B tone). The subjects’ responses
showed that the tones are not perceived individually, the most
stable percepts were the one where the A and B tones were
assigned to the same proto-object (integrated percept), and the
one where they were assigned to two different proto-object
(segregated percept), see Figure 1. Changing the presentation
rate and the frequency difference between the A and B tones
the perception of the stimuli changed. The results are shown
on Figure 2, demonstrating that stimuli above the temporal
coherence boundary are perceived as segregated, stimuli below
the fission boundary are perceived as integrated.

Fig. 2. The results of van Noorden, as it’s presented in [7] showing the
connection between the segregated/integrated perception and the stimuli’s
attributes: the presentation rate of the tones and the frequency difference
between the two tones.

These findings can be used to compare computational mod-
els to the behavioural results, e.g. Wang & Chang (2008) mea-
sure the fitness of their model based on the implementation’s
ability to reproduce the fission boundary and the temporal
coherence boundary showed in Figure 2.

In contrast with the models using tokenized input, the
models built for complex inputs are rarely compared to

B. SZABÓ, “Auditory scene analysis - a review of computational models” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of Information
Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016, pp 89– 92.
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behavioural experiments. This suggests that there is a
difference between modelling approaches, e.g. the one where
the main goal is to reproduce behavioural data and the
one where the modelling aims to be as close to the natural
sounds as possible. Naturally the measures of the two types
of modelling are different. Models in the first type can be
measured by closeness to the data they tried to reproduce
(as it is the validating metric in [7]), and models in the
second group can be measured by the acoustic output’s signal
to noise ratio or its spectrogram’s similarity to the original
sounds’ spectrogram - e.g. the model of Krishnan et al. (2014)
aiming to segregate speech sounds, Figure 3 shows how the
output proto-objects’ spectrograms look like compared to the
inputs’ spectrograms.

Fig. 3. The results of Krishnan & Elhilali, as it’s presented in [12] showing
the spectrograms of the input sentences, and the spectrograms of the outputs.
Here we only presented their results based on envelope-based segregation.

III. MODELLING ASPECTS

In order to understand the motivation behind the unnatural
inputs we need to review some theoretical approaches. To
investigate the presented issues it is an obvious modelling
decision to use tokenized inputs, and move forward with
that model adding more and more features to it. Also, the
models processing natural complex sounds often implement
the approaches presented below.

One of the issues is whether there is any interac-
tion/competition between the proto-objects or the sound orga-
nizations they form. The idea is based on Bregman (1990) who
broke down ASA into two stages. The first stage is grouping
of the incoming sounds, the second stage is the competition
between these groupings, and the winning will emerge in
perception. The competing entities can be proto-objects, sound
organizations, or the foreground and the background.

Another issue that needs to be addressed is whether the
auditory processing is a predictive process. If it is, that would
mean that we make predictions about what is expected as the
next auditory input. There is linking evidence from auditory
change detection and ASA that show strong support for the
predictive nature of proto-objects (Denham & Winkler 2006).

IV. MODELS IMPLEMENTING COMPETITION

To model the competition between proto-objects Mill et
al. (2013) implemented a model that represents each possibly
arising cyclic proto-objects called chains that can be formed

during the grouping period. The competition then depends
mainly on the predictive power of a given chain, on the
self-excitation, and on the adaptation. Adaptation here means
that a chains never completely stabilizes, suppression of the
non-dominant chain weakens, therefore new perceptual state
can emerge. This model uses tokens as input in order to
be able to handle the computationally demanding number
of chains (each possible chain can be represented) and the
competition between them. Also, the results are compared to
behavioural experience findings similar to the presented by
van Noorden. The difference is that the settings of the stimuli
didn’t change, but the perception of it was switching between
the two types of percepts.

The Bayesian statistic-based model of Barniv & Nelken
(2015) also demonstrates competition between proto-objects.
It argues that the switching in multistable auditory situations
occurs due to evidence-accumulation, i.e. the more evidence
gathered underpinning a proto-objects’ presence, with the
higher possibility the proto-object will be represented. This
modelling approach can explain the correlation between
successive integration and segregation phases in behavioural
experiments similar to the ones of van Noorden, with constant
stimuli. This model also uses tokenized input, as it wants to
reproduce the behavioural findings on correlation between
successive phases. As the priors in the model change with
respect to the input, prediction is represented in the model.

Competition can take place between hypotheses, as it does
in the Bayesian statistic-based models of Nix & Hohmann
(2007) and Friston & Kiebel (2009). Here the hypotheses
gain power if its prediction is correct, which is similar to the
model of Mill at al., but here the hypotheses don’t necessary
belong to the proto-objects as a bijective mapping, they rather
represent the sound-organizations. Both of these models
segregate complex sounds (speech and bird-songs).

Neural network models

The models based on neural oscillators [6]–[8] use
networks of oscillators. They include competition of some
kind, given that streams are represented by the oscillators,
and the excitation and inhibition of a given oscillator can
depend on the other oscillators. Therefore in order to have
a dynamic oscillation-based system interaction needs to
be modelled. The usage of the oscillators can vary among
models, they can represent different frequency channels as in
the model of Wrigley & Brown (2004) and Wang & Chang
(2008); frequency, spectral stream and pitch in a hierarchical
organization in the model of Grossberg et al. All the three
models work on tokenized inputs and they are compared to
behavioural results.

The goal of the model built by Wrigley & Brown is to
capture the role of attention. They used a 1 dimensional LE-
GION model (locally excitatory globally inhibitory oscillator
network) for the dynamics in the network, which ensures that
only one block of synchronised oscillators are active at any
given time - that will be the proto-object (stream) that the
model pays attention to. The implementation models the ex-
ogenous and endogenous attention and reproduces behavioural
results.
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Wang & Chang (2008) used 2 dimensional LEGION neural
oscillatory model where the time and frequency is represented.
The time dimension is represented by a system of delay-lines
which is a novel approach to the time-representation. The
model is compared to the behavioural results of van Noorden,
the temporal coherence- and fission boundary are investigated
by model simulations.

Grossberg et al. (2004) don’t use LEGION model for
the network-representation, instead, they implemented a
hierarchical network. The hierarchy is organized by 3 layers:
spectral stream layer, pitch stream layer and pitch summation
layer. Each proto-object (stream) is represented in the all the
layers, the network is responsible for the activity-dynamics
of the proto-objects.

Not all the neural representation models use oscillator
networks. In the model of Oldoni et al. (2013) there aren’t any
oscillator represented, it is built based on the units (neurons)
of a self-organizing map computed from feature-vectors. This
model also uses the LEGION-type dynamics, and models
bottom-up and top-down attention. The output here is the
measure of the potential of various soundscape components
for attracting attention. The input was street noise, and
the modellers measured the duration while the model paid
attention to bird chirps.

V. MODELS NOT IMPLEMENTING COMPETITION

There are models that don’t model the competition, the
segregation is based on the grouping step, as it is presented in
Krishnan et al. (2014) and Thakur et al. (2015). These models
exploit the notion that grouping occurs based on temporal
coherence between spectral constituents of the complex
acoustic input, assuming that the simultaneously recurring
parts of the input belong together. As the grouping (clustering)
is the final stage after the feature-extraction in both of the
implementations, there is no interaction between the outputs
of the grouping process. Using spectrotemporal features in
the feature-extraction phase, both of the models can segregate
the sounds of 2 speakers if the number of the sources is known.

Similarly, the model of Elhilali & Shamma (2008) wants
to exploit the specific auditory cortical mechanisms that
contribute to the proto-object (perceptual stream) formation.
This model also has two steps – feature-extraction and
grouping/clustering, but the clustering here is not based on
the correlations between temporal features. Instead, it is
based on expectations on the next input. This expectation
is based on the state of the detected proto-objects. As the
prediction is stochastic, there is a possibility in the model
to have different outputs for the same stimulus, therefore
it is could model multistable perception, as it was tested
for the ABA paradigm. The model replicated the results of
van Noorden (1975). In the implementation the number of
proto-objects is maximized at two. Between them there is no
interaction modelled, a new input will be assigned to one of
the proto-objects (or to the only proto-object in case there is
one) based on the prediction, and there is no additional step
in the model.

The early model of Unoki & Akagi (1999) also has the
grouping phase as the final step when it tries to segregate

complex tone from noise/noise-added complex tones and
speech signal from noisy speech. After the pre-processing of
the sound, in the grouping phase principles from Bregman
(1990) regarding e.g. the harmonicity, common onset and
offset are exploited for the sake of stream-segregation. As
the grouping is the model’s last phase, there is no interaction
between proto-object, but the model parameters are updated
based on prediction.

Using Bayesian statistics as in [9], [14] doesn’t necessary
means that interaction between proto-objects or sound orga-
nizations is implemented. Boes et al. (2011) used Bayesian
statistics, but the prior doesn’t change during the sound
presentation, and there is no hypotheses testing either. The goal
was to model binaural hearing, and for that a feature vector
is represented encoding neural sensitivity for interaural time
differences and interaural intensity differences. The model
could place the source between -90◦-90◦space, segregating it
from the background, using soundscape as the acoustic input.

TABLE I
MODEL FEATURES

Published Author Input Comp. Pred.

2013 Mill et al. token yes yes

2015 Barniv & Nelken token yes yes

2004 Wrigley & Brown token yes no

2008 Wang & Chang token yes no

2004 Grossberg et al. token yes no

2007 Nix & Hohmann speech yes yes

2008 Unoki & Akagi speech no yes

2008 Elhilali & Shamma speech no yes

2014 Krishnan et al. speech no no

2015 Thakur, C. S., et al. speech no no

2009 Friston & Kiebel soundscape yes yes

2013 Oldoni et al. soundscape yes no

2011 Boes et al. soundscape no no

VI. CONCLUSION

The computational ASA models presented here show great
variety. Their approach towards theoretical issues such as
competition between proto-objects, prediction in the models
differ, as it is shown in table V. Also, there is no consensus
about the measurements of the fitness of any given model.
In most of the cases their is no exact comparable metric
defined. It would be difficult to define such metrics because
of the heterogeneity of the models. This also means that
no common framework can be established for the presented
implementations, therefore only models in small groups can
be compared. As the models are mostly try to implement a
conceptual framework rather than an exact replica of a given
phenomenon, the parameter- and sensitivity tests are rarely
performed.

Further modelling work could be done for non-tokenized
inputs, where the sampling time varies based on the natural
sound’s properties such as surprise/information value at a
given point of time. Using the events extracted from natural
sounds could be one way for the models built on tokens to
work for natural stimuli as well.

Another aspect that is not widely investigated is the model-
parameters calibration to the subjects in behavioural experi-
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ments. This could give better fittings when reproducing the
experiments’ results.

The models implemented so far show us the great variety
of approaches a modeller can take wanting to model auditory
streaming. When a more rigorous framework will be in place
based on much wider modelling results, only then will we be
able to tell which of the above presented approaches yields to
the best outcomes.
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Abstract—Hippocampal sharp wave-ripples (SPW-Rs) and
dentate spikes from the dentate gyrus described for freely moving
rats occur during slow wave sleep and behavioral immobility
and thought to play an important role in memory formation.
We investigated the cellular and network properties of these
events with simultaneous laminar multielectrode in a rat hip-
pocampal slice model, using physiological bathing medium. The
electrode array was placed on the surface of the hippocampal
slice, perpendicularly to the granule and pyramidal cell layer.
Spontaneous population activities (SPA) were generated in the
dentate gyrus and CA3 region of slices prepared from the
temporal hippocampus of young rats, in vitro. These events were
characterized by a local field potential gradient (LFPg) transient,
increased fast oscillatory activity and increased multiple unit
activity (MUA). CSD analysis confirmed that SPW-Rs were
locally generated in each of the DG and CA3 region with con-
served intrahippocampal connections. Simultaneous recordings
indicated that the waves were often synchronized in the DG and
CA3, although propagation was observed from the CA3 and DG
also. This suggests that the information transmission among the
CA3 region and the DG consists of multidirectional processes.

Keywords-rat; linear multielectrode; hippocampus; current
source density, multiple unit activity

I. INTRODUCTION

Sharp wave-ripple complexes were observed in the hip-
pocampus of rats during slow wave sleep and behavioral
immobility [1]. These bursts have a crucial role in memory
consolidation and in conversion into long-term memory trace
[2]. In vitro models of SPW-Rs activity show similarities with
SPW-Rs occurring in vivo as both kind of events consist
of a field potential gradient, high frequency oscillations and
increased neuronal firing. In vitro, these events are initiated
in the CA3 and spread to the DG [3]. In this study we aimed
to reveal the network properties of spontaneous population
activity in rat hippocampal slices.

II. METHODS

A. Slice preparation

Brain slices were prepared from adult Wistar rats (200-
600 g), from both sexes. Animals were anaesthetized in-
traperitoneally with urethane (1,000 mg/kg) and perfused
intracardinally with a solution of 248 mM sucrose, 26 mM
NaHCO3, 1 mM KCl, 10 mM MgCl2, 1 mM CaCl2, 10 mM
glucose, equilibrated with 5% CO2– 95% O2 at 3–5 oC. Then
animals were decapitated, whole brain dissected and horizontal
slices of 500 µm were prepared from ventral hippocampus
towards to the dorsal area. Slices were carried to the interface
recording chamber and perfused with a soulution of 124 mM
NaCl, 26 mM NaHCO3, 4 mM KCl, 2 mM MgCl2, 2 mM
CaCl2, 10 mM glucose, equilibrated with 5% CO2– 95% O2 at

Fig. 1. Simultaneous extracellular recording from CA3 and DG.

34–35 oC. Slices recuperated in standard oxygenated artificial
cerebrospinal fluid (ACSF) for an hour.

B. Recordings

Local field potential gradient (LFPg) was recorded with
laminar multielectrode array (Pt/Ir, 24 channels, 150 µm
intercontact distance) using a custom made voltage gradient
amplifier of pass band 0,01 Hz- 10 kHz). Signals were digi-
tized with an analog-to-digital converter (32 channels, 16 bit
resolution) and recorded with LabView7 at 20 kHz sampling
rate. The electrode was placed on the surface of the brain slice,
perpendicularly to the cell layers of the CA3 region and the
dentate gyrus as well. In this way extracellular recordings were
made simultaneously from both hippocampal area (Figure 1).

C. Data analysis

Data were analyzed with NeuroScan Edit 4.5 and routines
written for MATLAB R2015a (SpikeSolution, WaveSolution).
Current source density (CSD) and multiple unit activity
(MUA) were derived from the LFPg transient. CSD estimates
the population trans-membrane currents, while MUA shows
the cell activity. CSD was calculated from LFPg by applying
a Hamming-window spatial smoothing and one additional
spatial derivation. MUA was obtained by high pass filtering
(500 Hz, zero phase shift, 48 dB/octave) and rectification of
LFPg. Base line correction (-150 –50 msec) was applied to
averaged LFPg, CSD and MUA. In the color maps, CSD sinks
and MUA-increases are presented in warm colors, while cold
colors show CSD sources and MUA-decreases. Events were
detected from LFPg after Hamming-window smoothing and
band pass filtering (1–30 Hz) using an amplitude threshold of
3X standard derivation.

III. RESULTS

Spontaneous synchronous population activity (SPA) was
generated in the ventral hippocampus of the rat, in vitro.
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Fig. 2. Different patterns of SPA spreading according to CSD and MUA

Fig. 3. Multiple population activities derived from the same recording

These events consisted of increased LFPg oscillations and
MUA superimposed on an LFPg transient. Because of these
attributes they were similar to in vivo sharp wave ripple
complexes (SPW-Rs) hence these events can be called SPW-
Rs in the CA3 [4], and dentate wave in the DG [5]. CSD
analysis confirmed that SPW-Rs were locally generated with
intrahippocampal connections in the DG and in the CA3 as
well. In several cases (n=12/25) CSD showed delay between
DG and CA3 (Figure 2). Multiple population activities were
observed in the same recording (Figure 3).

IV. CONCLUSIONS

Data showed that hippocampal neuronal network can spon-
taneously generate population activity. Simultaneous record-
ings indicated that the waves were often synchronized in
the DG and CA3, although propagation was observed from
the CA3 and DG also. This suggests that the information
transmission among the CA3 region and the DG consists of
multidirectional processes.

V. FURTHER PLANS

In the future we would like to examine the role of gluta-
matergic signaling in the spreading of SPW-Rs and dentate

wave applying the type II. metabotropic glutamate receptor
(mGluR2) agonist DCG-IV, as it can be used to block the
glutamate release from mossy fibers, the only direct connection
between CA3 and DG.
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Abstract—It is well-known, that the human dermis comprises
fibroblast responsible for extracellular matrix production and
orchestration of epidermal and follicular homeostasis. Among
the heterogeneous fibroblasts, specialized cell populations ex-
ist with stem cell properties and enhanced tissue-regenerative
potential. Although, little is known about their exact genetic
and molecular traits, origin, and interactions with other skin
resident cells. Furthermore, their role in tissue repair, or in
pathophysiological conditions, such as inflammation and cancer
is poorly understood. In this conference paper we set out to
give a comprehensive summary of the latest literature on dermal
stem cell populations. We focus on stem cell properties and
functions of mesenchymal stem cells, skin derived precursors and
multilineage differentiating, stress enduring cells. We also give a
short summary of our research plan for the selective isolation
and analysis of dermal stem cells from healthy and melanoma
skin samples.

Keywords-dermal stem cell; molecular phenotype; differentia-
tion potential

I. INTRODUCTION

The outstanding role of stem cells in tissue homeostasis
is beyond any question. Besides the maintenance of their
undifferentiated state, they differentiate into various cell types
through asymmetric cell division to drive embryogenesis or
compensate for loss of adult cells in tissues. The balance
between the state of stemness and differentiation is tightly
regulated by soluble messengers, cell adhesion molecules and
extracellular matrix proteins derived from the surrounding
micro-environment, i.e., the cellular niche where stem cells
reside.

The interactions between stem cells and their niches
are indispensable for structural integrity of skin [1].
Skin is a complex tissue encompassing the epidermis,
the underlying dermal matrix and fat depots of subcutis.
Each layer provides a niche for heterogeneous stem cell
populations of different origin and differentiation potentials.
The interfollicular epidermis (IFE) and the hair follicles
(HF) are easily accessible, well-studied model systems of
cellular regeneration [2]. Both the IFE an HF has a specified
regulatory network for the generation of their functional
constituent cell types. These regulatory mechanisms rely
not only on cell-autonomous genetic programs, but also
on the molecular signals derived from a mixed population
of dermal fibroblasts with variable differentiation potential.
Thus, the balanced turnover of keratinocytes, melanocytes
and HF cells relies on an intact dermis, and points to the
importance of dermal cell populations in the regulation of
epidermal and follicle stem cell homeostasis. Although,
the gene expression profile, phenotypic heterogeneity and
pluripotency of dermal stem cells is far from being completely

established. A comprehensive study is required to compare
lineage specificity, markers and transcriptomic signature of
dermal stem cells and to shed light on their interaction with
each other and their neighboring niches. Clarification of their
specific stem cell markers and evaluation of the differentiation
and tumorigenicity of dermal stem cells in vitro and in vivo
could foster the development of dermal stem cell based
regenerative therapies.

In this review we provide an overview the current literature
on the most relevant dermal stem cell subpopulations
for regenerative medicine. We focus on three stem
cell subpopulations identified in skin connective tissue;
mesenchymal stem cells (MSCs), skin derived precursors
(SKPs) and multilineage differentiating, stress enduring
(MUSE) cells. We describe their possible origin, proposed
dermal micro-environment and phenotypic hallmarks
including differentially expressed genes and cell surface
markers.Last, but not least, we briefly delineate our research
scheme for selective isolation and multilevel comparison of
dermal-residing stem cell populations from skin samples of
melanoma patients.

II. SKIN DERIVED PRECURSOR CELLS

Skin derived precursor (SKP) cells were identified as the
cellular source of both neural and mesodermal progeny [3].
When induced to differentiate in vitro, SKPs gave rise to
cells showing the morphological traits and markers of glial,
neural and mesodermal lineages. Their discovery underpinned
the hypothesis, that adult dermal stem cells can serve as an
alternative source for cutaneous nerve regeneration besides
glial and fibroblast derived neurotrophic factors.

SKPs have cellular characteristics peculiar to both
mesodermal and neural crest derived stem cells (NCSCs).
Similarly to fibroblasts, SKPs express fibronectin and
vimentin and they can be differentiated into osteoblasts
and adipocytes. On the other hand SKPs show profound
differences in comparison with mesenchymal stem cells
and fibroblasts. Firstly, SKPs are small sized, rounded cells
without fibroblast morphology. Secondly, unlike MSCs, SKPs
do not adhere to uncoated plastic culture flask, rather they
form floating spheres in culture growth medium supplemented
by EGF and bFGF. In addition to the lack of melanocyte
and hematopoietic markers, SKPs preferentially express
NCSC markers, such as nestin, neurofilament M,β III tubulin,
and transcription factors involved in epithelial-mesenchymal
transition, like snail, slug, Sox9 and Sox2 [4], [5].

To resolve the origin of SKPs, lineage tracing studies
were conducted on neural crest (Cre-Wnt1) and somite cell
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(Cre-Myf5) specific reporter lines, and showed, that SKP
cells have multiple origins [6]. SKPs residing in facial skin
emanate from neural crest, and dorsal trunk resident SKPs
arise from the somitic mesoderm, while foreskin SKPs have
mesenchymal origin. It has also been demonstrated, that
SKPs from dorsal skin and foreskin derived SKPs have quite
similar transcriptomic profile to those derived from neural
crest with only a few differentially expressed, tissue specific
genes. A comprehensive study is required to compare the
marker expression and differentiation potential of SKPs from
different sources in order to understand their relevance in
regenerative medicine.

SKPs are multipotent dermal stem cells capable of
differentiating into osteoblasts, chondrocytes, adypocytes,
fibroblasts and endothelial cells [7], [8]. Furthermore, in
contrast to MSCs, SKP cells can be committed not only to
mesenchymal lineages, but they can also undergo neural and
Schwann cell differentiation [9]. Schwann cell recruitment
and remyelinization are essential for regeneration of injured
nerves and to restore their electrophysiological properties. As
the isolation of stem cells either from the nervous system
and embryonic tissues proposes many technical challenges
and ethical concerns, it is extremely desirable to obtain adult
neural precursor cells from easily accessible tissues such as
skin. As SKPs are skin resident, they could serve as a source
for neural precursor cells, thus, the mechanism and extent of
their neural differentiation is widely investigated. There is
ample experimental evidence, that SKPs can generate cells
with neural morphology, moreover, the generation of action
potential conducting neurons from SKPs was also observed
[10].

SKPs participate in wound healing and promote skin
and bone repair.Pharmacologically activated SKPs displayed
enhanced regeneration potential when topically applied on
punch-wounded mice [11]. They promoted wound closure,
epithelial cell proliferation and the increase in the number
of CD31+ pericytes around dermal vasculature. The wound
healing potential of SKPs through endothelial and neural
differentiation was further exemplified by an in vivo study
on diabetic mice [12]. Topical application of murine SKPs
on full-thickness wounds of diabetic mice led to a significant
decrease in wound closure time and increased staining of
CD31+ capillary structures and neurofilament M positive
cells in wounded cutaneous tissue. These finding suggest, that
diabetic foot ulceration, a dramatic consequence of diabetes
mellitus could be ameliorated by SKP based cellular therapy.

One of the major impediments of cellular replacement
therapy is the emergence of host immune response against
transplanted tissues, which is anticipated if they fail to
promote a tolerogenic micro-environment and suppress
allogeneic activated, inflammatory immune cells. To test the
immunogenicity of SKPs, Najar and colleagues cocultured
human SKPs with allogenic activated peripheral blood
monocytes (PBMCs) in vitro, and cotransfected them into
the spleen of immunodeficient (NOD-SCID) mice [13].
Transplanted SKPs engaged to an immunosuppressive
phenotype even in the presence of pro-inflammatory stimuli
mediated by Il-1 β, TNF-α, IFN-α and -γ. Besides retaining
the characteristic SKP markers, SKP cells did not express
HLA-DR and other costimulatory molecules. Moreover, they
inhibited T-cell proliferation, secreted immune-suppressive

factors (HGF, LIF, PGE2) and rescued immunocompromised
mice from lethality caused by graft-versus-host disease.

III. MESENCHYMAL STEM CELLS

The continuously thriving theory of mesenchimal stem
cells (MSCs) originates from the pioneering research of
Alexander Friedenstein (1924-1998) and Alexander Maximov
(1874-1928). While Maximov proposed, that stromal cells
create a hematopoietic micro-environment (HME) required for
physiological hematopoiesis, Friedenstein discovered MSCs
as the HME resident population bearing stem cell properties
and the potential to generate a broad range of cell types
from mesodermal lineage. Over the past decades MSCs were
isolated and expanded in culture not only from bone marrow,
but from a variety of tissues including dental pulp, umbilical
cord, adipose and dermal tissue based on their adherence to
plastic culture dishes.

Given the astounding heterogeneity of cells isolated on the
basis of plastic adherence, and that MSCs have a highly similar
morphology to fibroblasts the field of stem cell research faced
with the challenge of defining uniform criteria for MSCs. To
make a consensus, the International Society for Cellular Ther-
apy (ISCT) established the minimal criteria for defining MSCs
[14]. Firstly, MSCs regarded as plastic adherent cells with the
ability of self-renewal, and to generate mesodermal progeny.
Secondly, all MSCs express CD73, CD90, and CD105, but
they are negative for HLA-DR, hematopoietic markers, such
as CD34,CD44 and leukocyte markers CD45. Despite hav-
ing these uniform molecular and cellular signatures, MSCs
represent a highly heterogeneus stem cell population with
many subpopulations differing in their specific markers or
their osteogenic, adipogenic and chondrogenic potential. For
example, differentially expressed genes and different lineage
generation potentials identified between bone marrow and
adypose tissue derived MSCs [15]. Furthermore, it is also
revealed, that MSCs from subcutaneous adipose tissue have
a significantly larger proliferative capacity and adypogenic
potential than visceral adypose tissue MSCs [16], and different
MSC subpopulations were identified in human dermis with
variable capacities for osteo- and adypogenic differentiation
[17].

MSCs do not exclusively act as stem cells, but also as
master regulators of innate and adaptive immune responses
[18]. As such cells, MSCs are sensors of inflammation and
modulators of the inflammatory milieu in different tissues.
MSCs are activated by inflammatory mediators, like TNF-α
and IFN-γ, but their mode of activation depends on the quality
and concentration of cytokines and other immune-mediator
molecules peresent in their local environment. When the level
of proinflammatory messengers is low, MSCs boost inflamma-
tion via secretion of mediators, that activate proinflammatory
T-cells and stimulate the maturation of monocytes to M1
macrophages. In the presence of an inflammatory environment,
activated MSCs exert antiinflammatory effects by the release
of inhibitory cytokines (PGE2, TGFβ) and by the polarization
of T-cells and Macrophages towards immunosuppressive T-
reg and M2 phenotypes, respectively. This could explain
why tumour cells recruit bone-marrow MSCs for evasion of
antitumour immunity or to create premetastatic niches for
cancer propagation.

MSCs are the source of mesodermal cell types as they give
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rise to osteoblasts, adypocytes, smooth muscle cells, cardiomy-
ocytes and adypocytes in vitro and in vivo. Furthermore, in
vivo differentiation of transplanted MSCs beyond mesodermal
lineage was also observed, as they generated cells expressing
neural markers or hepatic enzymes [19]. This indicates, that
MSCs can gain pluripotency in certain conditions or the
existence of otherwise dormant, pluripotent subpopulations
among MSCs, (see MUSE cells below).

IV. MUSE CELLS

MUSE cells are reminiscent of MSCs in the expression
of MSC-featuring markers, such as CD105, CD29, CD90.
Although, unlike MSCs, MUSE cells have a round morphol-
ogy and they form human embryonic stem cell (hESC)-like
spheres, the so called M-clusters in vitro instead of adhering to
the surface of a plastic flask. As an adult stem cell population,
MUSE cells are ubiquitous; they can be isolated from dermal
fibroblasts, stromal vascular fraction and bone marrow. Several
studies using immunohistochemistry and immune-fluorescence
demonstrated that MUSE cells do not associate to any spec-
ified structure, like the dermal papillae, nerve terminals or
blood vessels, but they are distributed sparsely in bone-
marrow, adipose tissue and dermis [20]. Furthermore, MUSE
cells acquire a migratory phenotype during tissue damage,
migrate the sites of injury, and they reconstitute the injured
tissue with mature cell types.

Besides their MSC-like nature, MUSE cells bear outstand-
ing pluripotency and stress tolerance. They are extremely resis-
tant to harsh physicochemical conditions caused by low tem-
perature (4 oC), long-term trypsinization, hypoxia or serum-
starved medium [21]. Under normal physiological conditions,
MUSE cells preserve their quiescent, slow cycling state,
which is the assurance of self-renewal for both tissue and
cancer stem cells. After the exposure to stress in vitro, or
disruption of tissue homeostasis in vivo MUSE cells become
activated by enhanced proliferation and migration. MUSE cells
express pluripotency genes (OCT 3/4, NANOG, Kfl, Myc)
in common with hESCs and induced pluripotent sem cells.
Among them the cell-surface glycosphingolipid, stage-specific
embrionic antigen 3 (SSEA3) serves as a lineage specific
marker, which enables FACS-isolation of MUSE cells, as a
CD105+SSEA3+ double positive cell fraction from dermal
connective tissue, bone marrow aspirates and stromal vascular
fractions. Though they differentiate spontaneously on gelatine-
coated flask, MUSE cells show increased osteocalcin and
oil red staining in osteogenic and adypogenic medium, and
express endodermal marker α-fetoprotein and neural markers
nestin, MAP2 and neuroD when induced to differentiate into
hepatocytes and neurons, respectively [22]. The regenerative
capacity of MUSE cells was also proved in vivo. MUSE
cells isolated from skin fibroblasts migrated into ischaemic
brain tissues and generated progenitor cells positive for neural
and oligodendrocytic markers [23]. GFP-labeled, bone marrow
derived MUSE cells gave rise to hepathocytes, cholangiocytes
Kupfer cells and sinusoidal endothelial cells in partially dis-
sected liver of immunocompromised mice [24].

The application of hESCs and IPSCs interferes with the
risk of high immunogenicity and teratoma formation. Unlike
embrionic stem cells, MUSE cells failed to form teratomas
when transplanted into testes of mice despite having similar
morphology and pluripotency markers to ESCs [20]. The low
teratogenic potential of MUSE cells could be explained by

their low expression levels of pluripotency genes, the so called
”Yamanaka factors” and their low telomerase activities. On
the other hand, MUSE cells can be reprogrammed to IPSCs
by overexpression of NANOG, Myc, OCt 3/4 by the delivery
of Yamanaka factors in a lentiviral vector [25]. These MUSE
IPSCs were able to differentiate towards all the three germ
lines, and formed teratomas in mouse testes. The generation
of IPSCs from MUSE cells points towards the elite model of
IPSC theory, namely, that there is only a small subset of cells
with the ability and appropriate set of transcription factors to
generate IPSCs. Thus, MUSE cells could be the source of
pluripotent, non-tumorigenic cells, as well as IPSCs among
heterogeneous fibroblasts.

V. RESEARCH PLAN FOR ISOLATION AND
CHARACTERIZATION OF HUMAN DERMIS-DERIVED STEM

CELLS

Although a vast amount of study emerged focusing on the
efficiency of dermal cell populations in tissue regeneration,
comprehensive characterization of their transcriptomics and
surface proteome remains elusive. On the other hand, it is still
unresolved whether transplanted cells alone have the ability to
restore tissue disruptions, or other tissue resident cells are also
required for complete regeneration. Another pressing issue
is the identification of stem cell subpopulations, which are
responsible for generation of the tumor-associated stroma in
different pathophysiological conditions and in different types
of cancers. Tumor-infiltrating immune cells and protumori-
genic cancer-associated fibroblasts are essential stromal com-
ponents for cancer growth and evasion of antitumor immunity,
although the mechanism of their development from normal
cells is still poorly understood. Elucidation of the stem cell
source of cancer associated stroma could enable the inhibition
of tumor growth by deprivation of the tumor from its stromal
supplement.

To address these questions, we set out our goal to isolate and
analyze dermal stem cells derived from healthy and melanoma

Fig. 1. Proposed scheme for analysis of dermal stem cells from melanoma
skin samples. With the informed consent of patients, tumors are cut out
bordered by healthy skin tissue. The dermal and subcutan layers are separated
from epidermis by enzymatic digestion, and isolated cells are delivered under
optimal culture conditions regarding the culture medium, temperature and
serum concentrations. Lineage specific genes are identified via transcriptomic
analysis (microarray, Q-PCR) and flow cytometry. The differentiation potential
of selected cells is evaluated by differentiation assays carried out in vitro or
in vivo.
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skin patient samples (Fig.1.). We would like to optimize the
cultivation of SKPs, MSC and MUSE cells in vitro to enable
characterization of their transcriptomic profile and surface
marker expression by microarray analysis, quantitative PCR
and flow cytometry. Next, we would asses the differentiation
potential of these cells by utilizing differentiation assays in
vitro and in vivo, via trasplantation of magnetic separated,
labeled cells into immunocompromised mice. Last, but not
least, we would like to compare the stem cell composition of
healthy and melanoma bearing dermal tissues to shed light on
the way how melanomas influence stem cell homeostasis in the
dermis. We believe, that identification of stem cells residing
in skin connective tissue and elucidation of their interactions
with their niche cells provides more efficient therapies for the
treatment of cutaneous diseases and a better understanding of
how skin cancers grow and propagate.
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Abstract—There is a growing need for an efficient, fast diag-
nostic tool for foodborne pathogen detection. For many parasite
infections the cure is not known and can cause chronic diseases
or death if not treated thus prevention gets a bigger role. The
difficulties encountered in the standard detection methods are
false negative tests due to the low concentration of parasites, the
small volume of the observed serological samples, and nematodes
can also clog flow cytometry devices. Microfluidic technologies
for serological separation applications are an efficient alternative
due to the numerous advantages such as reduced contamination
issues, portability and its small scale. As in classical separation
procedures, the size-fractionation of particles or cells could be
realized in passive or active methods. In case of active methods
the requirement of external forces increases the complexity of the
device and may limit the application for some specific reagents
such as biological samples. Consequently, researchers have been
paying attention to the development of novel physical methods,
which are based on varying only the geometry of microchannels,
modifying the flow profile and influencing local flow properties.
So far a few physical filtering devices have been made which are
suitable for efficient parasite detection.

I. INTRODUCTION

Food safety is an extensive scientific discipline that de-
scribes handling, preparation and storage of food in ways that
prevent foodborne illnesses. Food is able to transmit diseases
from person to person, or it can serve as a growth medium
of bacteria that might cause food poisoning. The main goals
of laboratories related to the field of food safety are the
development of novel methods to detect foodborne pathogens
and to provide help to medical doctors, veterinarians and lab-
oratory attendants. Foodborne pathogen testing and detection
is a major concern for food industries. Each year more than
600 million food-borne sickness is reported worldwide, with
40% of hit in children younger than 5 years. In 2010, according
to World Health Organization (WHO), more than 23 million
get illness from foodborne parasites. Due to the effects of
globalisation today the breaking out of epidemics is not only
in the backward areas, but in the advanced countries too. In
Europe the number of the observed cases is increasing. This
shows, the infections caused by parasites mean increasing
threat in the modern world. For many diseases the cure is
not known and can cause chronic diseases and death if not
treated. In general we can say that prevention is more efficient
in protection againts diseases than curing [1]. There are three
main classes of parasites that can cause disease in humans:
protozoa, helminths, and ectoparasites. Foodborne parasites
can be transmitted by ingesting fresh or processed foods
that have been contaminated with the transmission stages
(spores, cysts, oocysts, ova, larval and encysted stages) via
the environment, animals (often from their faeces), or people.

Foodborne parasites can also be transmitted through the con-
sumption of raw and undercooked or poorly processed meat
and offal from domesticated animals, wild game, and fish [2].
The Food and Agriculture Organization of the United Nations
(FAO)/WHO in 2014 ranked the foodborne parasites (Table I).
The ranking parameters were: Number of global foodborne
illnesses (manifesting disease), Global distribution (number of
regions), Acute morbidity severity (disability weight), Chronic
morbidity severity (disability weight), Fraction of illness that
is chronic (%), Case-fatality ratio (%), Likelihood of increased
human burden (%), How relevant is this parasite/food pathway
for international trade?, and What is the scope of impact to
economically vulnerable communities? [3].

The detection of the foodborne infections and the filtration
of the parasites may be based on different procedures. The gold
standard in diagnosis depends upon microscopical detection
of parasites in blood but classical microbiological test is
also used. This is very difficult in some cases where the
parasitemia is below 100 nematodes per milliliter of blood.
Given the low abundance of parasites in the blood, methods
have been developed to raise the efficiency of detection rising
the cost and the required time of diagnosis. Currently used
diagnostic methods [6]: serologic methods (fresh blood smear
and histochemical stain based tests), concentration methods
(Knott’s test, hematocrit method, filter test), enzyme-linked
immunosorbent assays (ELISAs), multiplex real-time PCR
amplification. The evaluation of serological methods and the
concentration procedures are based on optical detection while
the ELISAs and RT-PCR amplification requires further costs
(instruments, higher skilled labor). Each diagnostic technique
is multiplexable and combinable with other methods. The most
widespread technique is the smear test and starts with pipetting
serological sample onto a glass slide after the hemolysis the
nematodes are counted. The modified Knott’s test, which
concentrates nematodes by centrifugation and mark specific
species by Giemsa stain. The advantage of the concentration
method versus the basic serologic methods is the raised
detection limit from a bigger sample volume [7]. Table II
summarize the currently used standard diagnostic methods.

The difficulties encountered in these methods are false
negative tests due to the low concentration of parasites in
early diagnostics, the small volume of the observed serological
samples and nematodes can also clog flow cytometry devices.
Microfluidic technologies for serological separation applica-
tions are an efficient alternative due to numerous advantages
such as reduced contamination issues, portability and its small
scale, which allows better control of the microenvironment
during these approaches [8], [9], [10]. The microfluidic designs
can fit for one dedicated species increasing the counting and
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103.

99



Name Size Transmission route Presence Symptoms Detection

1. Taenia solium
larva:
31-34µm,
adult: 3-5m

Infected meat America,
Asia, Africa

abdominal irritation with diarrhea,
constipation or indigestion, epilepsy

Stool microscopy,
Serological Techniques,
Isolation Techniques,
Antigen detection, PCR

2.
Echinococcus
granulosus

adult:
3-8mm

Dog feces contaminated
food, oralis-fecalis

Cosmopoli-
tan

liver problems, vomiting, abdominal
pain, biliary tract obstruction, chest
pain, cough, sanguineous, anaphylatic
shock, heart disorder

Removed cyst
microscopy, Serological
Techniques, ELISA, PCR

3.
Echinococcus
multilocularis

adult:
1,2-3,7mm

Sylvatic animal (mainly
foxes) feces contaminated
food, oralis-fecalis

North
America,
Europe,
Alaska,
North Russia

liver problems, vomitting, abdominal
pain, biliary tract obstruction, chest
pain, cough, sanguineous, anaphylatic
shock, heart disorder

Removed cyst
microscopy, Serological
Techniques, ELISA, PCR

4.
Toxoplasma
gondii

5-50µm,
adult: 3-5m

tachyzoites and
bradyzoites contaminated
meat Cat feces
contaminated fresh
products, oralis-fecalis

Cosmopoli-
tan

flu-like symptoms, myalgia, headache,
hepatitis, pneumonia, myocarditis,
meningitis

Serological Techniques,
Isolation Techniques,
Antigen detection, Stool
microscopy, PCR

5.
Cryptosporidium
spp. 5µm oocyst contaminated fresh

products, oralis-fecalis
Cosmopoli-
tan

Gastroenteritis, watery diarrhea,
abdominal pain, nausea, vomitting,
fever, spleen

Antigen detection, Stool
microscopy, PCR

TABLE I
TOP FIVE RANKED FOODBORNE PARASITES [1], [3], [4], [5].

separation efficiency. In this work, a brief overview of recent
microfluidic separation techniques is provided focusing on
parasite filtration.

Method Limit of
detection

Volume
requirement Duration

Serologic methods (fresh
blood smear,
histochemical stain based
tests)

1-2
nematodes 0,5-1ml 10-30min

Concentration methods
(Knott’s test, hematocrit
method, filter test)

1-2
nematodes 2-3ml 20-40min

Enzyme-linked
immunosorbent assays
(ELISAs)

22-43kDa
antigens 200-400µl 2-4h

PCR amplication 2-3 DNS 10-100µl 3-5h

TABLE II
LABORATORY DIAGNOSTICS OF BLOOD-BORNE PARASITIC DISEASES [7].

II. DEVICE FABRICATION

Microfluidics concerns design, fabrication, and experiments
of miniaturized fluidic systems, which has undergone rapid de-
velopments during the last two decades. As an interdisciplinary
area, this rapidly growing field of technology has numerous
applications in biomedical diagnostics, chemical analysis, au-
tomotive, and electronic industries [11]. One of the pivotal
applications of microfluidics is the development of lab-on-a-
chip (LOC) devices as point-of-care (POC) diagnostic tools.
A typical LOC device includes various functional modules:
sample transport, sample preparation, separation, detection,
and analysis module [12]. The label-free size separation of
particles or cells is vital to many of the analytical and prepar-
ative techniques used in the fields of chemical, biochemical,
and clinical analysis, which led to ground breaking advances
in terms of speed of analyses, resolution of separations,
and automation of procedures [13]. The miniaturization of
reactions and assays confers many advantages over “macro”
scale techniques beyond the obvious reduction in quantities

of reagents and materials required per test. The scaling down
of volumes results in higher surface to volume ratio. Thus,
miniaturization results in higher reactivities, shorter diffusion
distances, smaller heat capacities, faster heat exchange, shorter
assay times, and better overall process control, as well as the
capability to integrate multiple steps and to achieve massive
parallelization on-chip [7].

Microfluidic devices can be fabricated using a standard
microfabrication soft-lithographic technique. Microfabrication
enables the deposition and etching of thin layers (angstrom
to micrometer) of different materials on silicon or glass
substrates. These layers can be patterned with accuracy and
high resolution, down to the nanometer level using lithography.
Lithography is the technique used to transfer a pattern from a
mask to the substrate to control the location of the deposition
of the next layer or the etching of an existing layer on
the substrate. After making the master for replica molding,
polydimethylsiloxane (PDMS) pre-polymer can be poured on
it. The liquid PDMS pre-polymer conforms to the shape of
the master and replicates the features of the master. After the
polymerization the solid PDMS replica can be pulled off from
the mold surface and access holes can be punched through the
patterned PDMS slab. Then the patterned PDMS slab can be
bonded to microscope glass slide following surface treatment.
The main microfabrication steps are shown in Fig. 1.

Fig. 1. Fabrication steps of the microfluidic devices. A) SU-8 photoresist
was spin coated onto silicon wafer. B) The shape of the microfluidic channels
were patterned by UV light through a chrome mask. C) The unpolarized
photoresist was washed away from the surface. D) The liquid PDMS pre-
polymer conformed to the shape of the master. E) The patterned PDMS slab
was bonded to microscope glass slide following surface treatment. F) The
final device. (adapted from Ref. [7])
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III. SEPARATION TECHNIQUES

A. Classification methods

The isolation of pure populations of cells is critical in
diverse biological applications such as biological research,
diagnostics, pathogen detection, and therapeutics. Microfluidic
separation techniques can be divided into two main fields:
active which requires external forces and passive techniques
which does not. The active separation can be categorized
into acoustophoresis, chemophoresis, electrophoresis, magne-
tophoresis, application of mechanical forces and optophoresis.
Without external active forces the particle separation which is
mostly effected by changing the geometry of the channels is
called hydrophoresis. This is classified into subclasses: Batch
Separation Procedures (BSP) such as Hydrodynamic Chro-
matography (HC) and Continuous-Flow Separation Procedures
(CFSP). The sample loading method is the main difference
between these two passive procedures. The BSP works with
quantized inlet volumes, meanwhile the CFSP loads sample
continuously. The CFSP procedure can be further subcate-
gorized: using centrifugal extraction, Dean flow in cylindric
channels [14], Determinisitc Cell Rolling (DCR) [15], Deter-
ministic Lateral Displacement (DLD) [16], using the elasto-
inertial effect, flow through separators [17], hydrocyclones,
using membrane [18], Pinched-Flow Fractionation (PFF) [19]
or using the Zweifach-Fung effect.

Separation techniques can also be categorized on the basis
of what kind of labeling technique is used. There are three
principal categories based on its primary cell recognition
modality: (i) fluorescent label-based, (ii) bead-based, and (iii)
label-free cell sorting [20].

B. Filtration parameters

The values of the characteristic parameters of the filters
are an accurate reflection on the filtering efficiency. The
important parameters are the throughput, the purity and the
filtration efficiency. Retention is one of the best unit describing
filtration. It shows that how many of the particles was filtered
out. In general, it is given in a percentage form. The separation
size is an essential feature of the filtration, which determines
the cut off for separation. This will be the value in case of size
based filtration where the retention value is more than 90%. In
most cases this value is different from the particle size. The
filtration efficiency (η), is calculated by taking the amount
of the trapped parasites (σcaptured) and the initial number of
parasites (σpre) in the native serological sample. The number
of trapped nematodes (σcaptured) can be counted optically
within the active zone. Assuming a homogenous sample the
following relationship describe the parasite numbers:

σpre = σcaptured + σpost (1)

If the sample volume is fixed (for example 1ml) the effi-
ciency can be defined as:

η =
σcaptured

σpost + σcaptured
(2)

C. Physical filters

The requirement of external forces increases the complexity
of the device and may limit the application for some specific
reagents such as biological samples. Consequently, researchers
have been paying attention to the development of novel phys-
ical methods, which are based on varying only the geometry

Fig. 2. Schematic representation of four types of filters for size-based cell
sorting. (A) Weir-type filter. (B) Pillar-type filter. (C) Cross-flow filtration.
(D) Membrane. [21]

of microchannels, modifying the flow profile and influencing
local flow properties. The size of a cell is the cellular phe-
notype observed most easily. Thus, cell size is a common
criterion used for cell separation. Cells can be separated based
on their size most simply by using physical filters. Four types
of filtration have been reported in microfluidic systems: weir-
type, pillar, cross-flow, and membrane (Fig. 2) [21]. Table III
shows the comparison of the mentioned physical filters.

In weir-type filtration, a barrier is fabricated to constrict the
height of the channel, with a space maintained between the
barrier and the ceiling of the channel that allows fluids and
small particles to pass through while retaining large particles
[21]. Continuously decreasing the space between the barrier
and the ceiling along the device makes fractionation of varied
sizes available. In pillar-type filtration, micro-pillars are spaced
apart in an array along the micro-channel to filter out particles
[21]. The distance between the pillars, the pillars diameter,
the shape of the pillars and the disposition of the pillar
columns will determine the cut off parameter. By dinamically
changing the pillar’s physical parameter multi-stage filtration
is also available. Cross-flow filtration is based on the same
principle, but the flow is perpendicular to the micro-pillar
array. This system has the advantage of being less prone to
fouling than the aforementioned systems because the filtered
particles will flow perpendicular to the direction of the flow,
while the undesired particles along with the waste will flow
parallel to the flow direction. It is also capable of mechanical
lysis of cellular components. Membrane filters contain well-
defined pores that separate larger cells from the fluid and
from smaller particles. This system is robust and widely
used in industrial ares but in case of many particles it can
be easily clogged. Ultrasound-enhanced membrane-cleaning
processes can be used to clean the clogged membranes but
it is cumbersome to adapt in a complex microfluidic system.

Size-based filtrations face challenges such as clogging and
fouling. However, designing micro-pillars or using cross-flow
systems can prevent cells from obstructing flow. The clogging
particles locally alter the flow properties, so that the biological
samples may be damaged and easily deformable particles will
squeeze through the pores. This can also result in the damage
of the filtration device. Thus it is essential to select the device
appropriately for each application.

Basicly the most separation techniques presume spheroidal
particles, respectively when carrying out calculations regarding
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pillar-type
filter

weir-type
filter

cross-flow
filtration membrane

minimum
separation

value
2,5µm 1-2µm 2,5µm 2,5µm

typical
application

cellular
components

cell-free
plasma

production

purified
plasma

production

separation of
the cellular
components

of blood
retention

value 70-90% ∼70% 70-90% 72-85%

TABLE III
COMPARISON OF THE FOUR PHYSICAL FILTERS [21], [22].

the device approximate calculations are often used, which
trace back the configuration to a well known geometric shape.
This could be difficult in that case when the model organism
is a nematode because it is narrow, long-shaped and it can
take many different sizes and forms even in the same sample
[23], [24]. In the passive or combined nematode filtering
procedures described so far the researchers tipically used
pillar-type structures. This may be justified by that the weir-
type filters can clog from the long-shaped models and that the
membrane-type filters can clog from the smaller particles and
from the contamination beside the nematodes. In the clogged
filter the streaming properties may change, which can affect
the separation parameters. The cross-flow, the pillar type and
the DLD systems are proven to be suitable for nematode
filtration [23]. S. Holm et al. accomplished nematode filtering
from red blood cells with more than 95% efficiency in a
DLD system, where the model was Trypanosoma cyclops
[23], [24]. It is possible that properties, such as surface
charge and flagellum waveform, for example, differ between
different parasite species. However, the Deterministic Lateral
Displacement technique depends primarily on cell shape and
size. Because of the parasites own sinusoid movement and the
streaming phenomena the separation isn’t perfect, furthermore
capturing the parasites is also not possible due to the structure
of the DLD systems. In case of the various hydrodynamic
separators like the PFF the unpredictable movement of the
animal can affect the result. Parasite filtering with Flow Trough
Nematode Filter (FTNF) can also be found in the literature [7].
It was successfully used to filter out Dirofilaria repens from
blood sample. This is a pillar-type filter, which is capable of
capturing the nematodes. This pillar-type filter can clog as
well, but it is less significant than in the case of the weir-type
or the membrane filters. In addition the pillar structures can
be deformed by the nematode movement, thus changing the
cut off value [25].

IV. FLOW TROUGH NEMATODE FILTER

A. Device design

The mechanism of separation by FTNF designed by A.
Laki is based on the interaction of nematodes suspended in
whole blood with an ordered array of microcapillaries and
micropillars that the fluid is forced to flow through under low
Reynolds number conditions, while the detectable larvae are
trapped. The required filtration range of the designed device
for nematode filtration comes from parasitology. The examined
nematodes are ovoviviparous and the evolving unsheathed
embryo (microfilariae) live in the bloodstream. The length of
D. immitis is 330-380µm and their width is 5-7µm [26]. The

microfilariae of D. repens is bigger, 300-360µm long and 6-
8µm wide [26]. In this matter the developed structure has to
be robust, efficient to filter out the desired nematodes and
to reduce the risk of coagulation. Figure 3 demonstrates the
geometry of the microfluidic filter. Each microfluidic structure
has a 400µm wide and 20µm high inlet and an outlet. The
widths of microcapillaries (Wcapillary) on the different devices
varies from 6,1µm up to 15,4µm. The active zone, where
parasites remain trapped is surrounded by these rectangular
cross-section microcapillaries, which are on a radius (r) of
1mm from the center and its repetition angle (α) is from
3,38◦ up to 3,91◦. The width of obstacles/pillars (Wpillar =
52,8µm) and the angle without capillary connection (β = 75◦)
are the same in each structure. The capillaries are positioned in
a circular manner to increase filtration efficiency by providing
an isobaric pressure distribution along the entire filter system.

Fig. 3. Schematic of the flow-through nematode filter.

Particles which have greater diameter than Wcapillary , will
be filtered out from the liquid flow.

B. Measurements

Figure 4 illustrates the schematic diagram of the nematode
filtration platform. Pressure-driven flow can be created using
syringe pumps. Typical flow rates were between 0,1ml/h and
2ml/h. Imaging was performed on an inverted Olympus IX71
microscope, while image recording was made by an CCD
camera. For parasitological experiments, blood-borne infected,
anticoagulant, canine blood has been used.

Fig. 4. Schematic image of the parasite filtration platform.

This device was successfully used to filter out nematodes
with almost 60% efficiency at 0,5ml/h in case of small
capillary widths. The device can be further optimalized by
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using different pillar shapes, testing the device at higher flow
rates to redound faster sample processing, and using other
nematode species.

V. CONCLUSION

In this paper we have reviewed foodborne parasitosis and
the currently used standard detection methods. Microfluidic
separators were also introduced and physical filtering methods
were further analized. DLD and FTNF devices were shown as
so far the best parasite filtration devices. Further developments
may include better geometric structures to capture the target
parasites and to provide better flow profile. Channel height is
also a relevant parameter in case of it’s value is comparable
to the size of the parasite. Microfluidic devices are useful in
a wide range of medical procedures and diagnostics.
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Use”, Ph.D, Pázmány Péter Catholic University, 2015.

[8] E. D. Pratt, C. Huang, B. G. Hawkins, J. P. Gleghorn and B. J. Kirby,
Chemical engineering science, 2011, 66, 1508–1522.

[9] A. A. S. Bhagat, H. Bow, H. W. Hou, S. J. Tan, J. Han and C. T. Lim,
Medical & biological engineering & computing, 2010, 48, 999–1014.

[10] Y. Gao, W. Li and D. Pappas, Analyst, 2013, 138, 4714–4721.
[11] S. Haeberle and R. Zengerle, ”Microfluidic platforms for lab-on-a-chip

applications”, Lab on a Chip, vol. 7, no. 9, p. 1094, 2007.
[12] P. Auroux, D. Iossifidis, D. Reyes and A. Manz, ”Micro Total Analysis

Systems. 2. Analytical Standard Operations and Applications”, Analytical
Chemistry, vol. 74, no. 12, pp. 2637-2652, 2002.

[13] T. Squires and S. Quake, ”Microfluidics: Fluid physics at the nanoliter
scale”, Reviews of Modern Physics, vol. 77, no. 3, pp. 977-1026, 2005.

[14] A. Bhagat, S. Kuntaegowdanahalli and I. Papautsky, ”Continuous parti-
cle separation in spiral microchannels using dean flows and differential
migration”, Lab on a Chip, vol. 8, no. 11, p. 1906, 2008.

[15] S. Choi, J. Karp and R. Karnik, ”Cell sorting by deterministic cell
rolling”, Lab on a Chip, vol. 12, no. 8, p. 1427, 2012.

[16] H. Joensson, M. Uhlén and H. Svahn, ”Droplet size based separation by
deterministic lateral displacement—separating droplets by cell-induced
shrinking”, Lab on a Chip, vol. 11, no. 7, p. 1305, 2011.

[17] J. Shim and C. Ahn, ”An on-chip whole blood/plasma separator using
hetero-packed beads at the inlet of a microchannel”, Lab on a Chip, vol.
12, no. 5, p. 863, 2012.

[18] H. Wei, B. Chueh, H. Wu, E. Hall, C. Li, R. Schirhagl, J. Lin and R.
Zare, ”Particle sorting using a porous membrane in a microfluidic device”,
Lab Chip, vol. 11, no. 2, pp. 238-245, 2011.

[19] A. Bhagat, H. Hou, L. Li, C. Lim and J. Han, ”Pinched flow coupled
shear-modulated inertial microfluidics for high-throughput rare blood cell
separation”, Lab on a Chip, vol. 11, no. 11, p. 1870, 2011.

[20] C. Wyatt Shields IV, C. Reyes and G. López, ”Microfluidic cell sorting:
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Abstract—Brain computer interfaces (BCIs) are capable of
connecting the human brain with different devices or software.
Nowadays their main use is making disabled people’s lives
easier by providing a way of communication or restoration of
movement. Feature extraction is part of the signal processing step,
where the task is obtaining the most important characteristics of
the recorded signal that can indicate the user’s intentions. For
this step to be successful, the modalities used in the experiment
must be carefully selected. Our goal was to put together a BCI
system that is capable of producing four different control signals,
which can be used for game control. In this article I will provide
a basic review on brain computer interfaces, the most common
feature extraction algorithms and modalities used, and the results
of an offline system that we created.

Keywords-brain-computer interface; EEG; feature extraction;
modality; movement imagery; power spectral density, common
spatial patterns

I. INTRODUCTION

A brain-computer interface (BCI) records brain signals, then
transforms them into control signals, which can be used for
various applications. A BCI system consists of three main
parts, namely the recording device, the signal processing al-
gorithm and the effector. There are many different approaches
for recording brain signals, but the ones that are mainly
used in BCI research are electroencephalography (EEG) and
electrocorticogram (ECoG). EEG is preferred because its non-
invasive nature makes recording from a wide range of people
possible, including healthy subjects. ECoG provides higher
spatial resolution, but it is an invasive method, so it can only
be rarely used on humans.

The signal processing algorithm is responsible for translat-
ing the incoming brain signals into control signals. This step
consists of filtering, feature extraction and classification. The
purpose of feature extraction is obtaining signal characteristics
that are specific to the user’s intention. To make this possible,
carefully selected modalities must be used, which ultimately
means that different mental tasks must be performed by the
user. The most commonly used task is motor imagery (MI),
where the user has to imagine moving one of their body
parts (usually legs, hands or tongue), but word association and
simple calculations are used too [1]. When the control signals
are generated after classification, they can be used as an input
to different devices or software. Common applications include
letter selection, cursor movement, wheelchair navigation and
prosthesis movement.

Since today’s BCI systems are still lacking in accuracy and
speed, they are mostly used in case of disabled people. The
most famous application is providing a way of communication
for people suffering in locked-in syndrome because of amy-
otrophic lateral sclerosis, or other reasons [2]. These people

cannot make voluntary movements (except for eye movement
in most cases), so BCIs make communication possible that
could not be achieved otherwise. Other uses are navigation of
a wheelchair for tetraplegic people, or moving a prosthesis or
exoskeleton in case of someone who lost their limbs or have
them paralyzed. Further applications exist too, but most of
them are at the experimental stage and not widely used, since
they can be replaced with faster and more accurate solutions.
Commercial BCI systems available to the public also exist.
These are mostly used for game control, but are usually very
inaccurate. In the future with the improvement of BCI systems
there will be more applications available for both disabled and
healthy people.

II. METHODS

A. Subjects and experimental setup

Four healthy and one disabled volunteer participated in the
experiment. The healthy subjects had one session, while the
disabled subject had two. EEG signals were recorded using
32 Ag/AgCl electrodes in case of the healthy subjects, and 64
Ag/AgCl electrodes in case of the disabled subject. Sampling
rate varied between 300, 500 and 1000 Hz.

B. Modalities and execution of the experiment

In case of the healthy subjects the modalities used were
tongue, both legs, right hand, and left hand MI. In case
of the disabled subject we also added new mental tasks,
namely concentrating on a familiar melody, thinking of words
starting with a given letter, rotating an imagery 3D body, and
navigation in the mind at a familiar place. The subject was
sitting in front of a computer screen, where the current task
that needed to be performed was written on the screen. Each
trial began with resting, then the different mental tasks were
repeated multiple times. The length of one type of task varied
between 2, 5 and 10 seconds in the case where there was only
MI, and it was 9 seconds in case of the expanded task list.
One trial consisted of 20 tasks. There was also an other type of
trial, where the subject had to maintain one kind of continuous
MI for 180 seconds.

C. Software and toolboxes

The offline BCI system was implemented in MATLAB.
The EEGLAB toolbox [3] was used for the different signal
processing operations such as epoching the data, and also
for the power spectral density analysis. The common spatial
patterns algorithms were implemented with the help of the
Regularized Common Spatial Patterns (RCSP) toolbox [6].
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D. Preprocessing

The recorded signals were either filtered with a 4th order
Butterworth filter between 4 and 40 Hz, or passed through
the FORCe algorithm, which is an artifact removal algorithm
that was designed especially for brain-computer interfaces
[4]. Before the feature extraction step, in case the recording
contained alternating modalities, the signal was split into
sections based on the timing of the different mental tasks.
After the separated data was available, 0.5-0.5 seconds were
cut off from the beginning and the end of the segments. This
was necessary because it takes some time for the subject to
switch to a new task. Next, these segments were epoched with
an epoch length varying between 0.5 and 2 seconds without
overlaps, and in some cases 0.5 seconds with a 50% overlap.
Then the epochs of the same tasks were gathered, and the
data was ready for classification. In case of the continuous
MI recordings, 5-5 seconds were cut from the whole signal,
then epoching was performed with 0.5, 2 and 4 seconds long
epochs without any overlapping.

E. Feature extraction algorithms

1) Power spectral density analysis: Power spectral density
(PSD) is commonly used for feature extraction in BCIs. Its
main advantage is that it is easily implementable, and it is
robust across different sessions [5]. Its disadvantage is the
slower speed, and usually worse accuracy compared to other
methods. The power spectra can be calculated for the whole
frequency range of the band-pass filtered signal, or for multiple
narrow bands within this range. In our experiments the PSD
was calculated on the whole preprocessed signal, which means
from 4 to 40 Hz, using the built-in PSD algorithm of the
EEGLAB toolbox.

2) Common spatial patterns: Another popular choice for
feature extraction in BCIs is the common spatial patterns
(CSP) algorithm. This algorithm can only be applied to two
classes of data, by learning a spatial filter that maximizes the
discriminability of these classes. This can be written formally
with the following function:

J(w) =
wTXT

1 X1w

wTXT
2 X2w

= wTC1w
wTC2w

where w stands for the filters, X is a matrix that contains the
data for a given class, and C is the spatial covariance matrix
for the given class [6]. An important parameter of the CSP
algorithms is the number of filter pairs used. This number
varied between 3, 8 and 32 when 64 channels were available,
and was either 3 or 8 when the recording consisted of 32
channels, since it cannot be larger than half of the number of
channels.

The main disadvantage of this algorithm is that it is sensitive
to noise, and tends to overfit the data. To compensate for these
problems, different regularized versions of the CSP algorithm
had been developed [6]. In our BCI system only the best
performing ones were considered, based on the paper that
the creators of the RCSP toolbox provided. According to
this, the most promising RCSP algorithms are the CSP with
Weighted Tikhonov Regularization (WTRCSP) and the CSP
with Tikhonov Regularization (TRCSP), both with a mean
accuracy around 79%.

TRCSP introduces a quadratic penalty term to the previous
function, which ultimately leads to mitigating the effect of
artifacts [6]. In the case of this algorithm, an alpha value must

Subject 0.5 s 2 s 4 s
Subject 1 81.62% 98.35% 98.33%
Subject 2 - 93.33% 92.54%
Subject 3 - 71.18% 73.75%
Subject 4 - 73.03% 64.64%
Subject 5 - 90.72% 91.61%

Subject 0.5 s FORCe 2 s FORCe 4 s FORCe
Subject 1 89.44% 95.98% 98.39%

TABLE I
PSD RESULTS FOR CONTINUOUS MODALITIES

be given as an input parameter, which is responsible for the
attenuation of the effect of the penalty term. The value of alpha
can be selected manually, or the best performing value can be
calculated by a script included in the toolbox. Since the latter
uses cross validation, it increases the runtime significantly, but
also makes the result more accurate.

WTRCSP is a variant of the TRCSP algorithm. It performed
slightly better, however it requires not only the data of the
given subject, but also recordings from other subjects. This
complicates the feature extraction process, so this algorithm
was rejected. Ultimately the simple CSP and the TRCSP
algorithms were tested in our offline BCI system.

III. RESULTS

The classification was performed by other members of
the team using support vector machines (SVMs). A more
comprehensive analysis of the results only happened in case of
the disabled subject, because in his case recordings from two
sessions were available. There were different parameters that
were investigated during this stage. The first was epoch length,
which could be 0.5, 2 or 4 seconds with no overlap, or 0.5
seconds with 50% overlap. Another important task was testing
if the use of the FORCe algorithm produced higher accuracy.
In case of the different CSPs, the effect of the number of filter
pairs was examined too, which was either 3, 8 or 32.

A. PSD results

First the continuous MI task with PSD as the feature
extraction algorithm was investigated, the results of this can
be seen in Table I. It should be noted that 0.5 seconds epoch
lengths and the FORCe algorithm were not tested in case of
the healthy subjects.

We can see from the results that Subject 1 performed
the best, and it is apparent that there are big differences in
accuracy across the subjects. It is possible that the nearly
perfect results could be achieved because the system learned
artifacts, not the real underlying signal characteristics. In
general, longer epochs produced more accurate result. While
the difference between using 2 and 4 seconds long epochs was
not significant, in case of 0.5 seconds the accuracy noticeably
dropped. This does not necessarily mean that longer epochs
should be used in the final implementation, since in case of an
online system the decision should be made in a short amount
of time, so the faster decision making might be worth the drop
in accuracy.

Next, the alternating modality recordings were investigated,
the results of this can be found in Table II. Note that this type
of data was not analyzed in case of Subject 5.

It is clear that the results are a lot more inaccurate than
in case of the continuous MI, only being slightly better than
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Subject 0.5 s 2 s 4 s
Subject 1 30.47% 36.11% 33.89%
Subject 2 - 35.48% 38.46%
Subject 3 - 25.92% 27.78%
Subject 4 - 30.61% 24.44%

Subject 0.5 s FORCe 2 s FORCe 4 s FORCe
Subject 1 28.71% 30.00% 32.78%

TABLE II
PSD RESULTS FOR ALTERNATING MODALITIES

chance. This supports the suspicion that the previous BCI only
learned artifacts. It can be observed that the FORCe algorithm
only made the results worse, and unlike previously the drop in
accuracy is not that significant when 0.5 seconds epoch length
was used.

B. CSP results

The two CSP algorithms were applied to all of the available
recordings, but the classification has only been partially done
for the data of the disabled subject, so only early results will
be discussed here. These recordings are especially of interest
because they contain modalities other than MIs. Since the
FORCe algorithm did not result in better accuracy in the early
tests, only the band-pass filter was applied in the preprocessing
stage. Also, 4 seconds long epochs were no longer used, since
these would be too long for an online decision making, and
they do not produce significantly better results than the 2
seconds long epochs, as previously seen. 0.5 seconds epoch
length with a 50% overlap was also examined besides the one
without overlapping.

In case of the continuous MI recordings, the accuracy
obtained were similar to the PSD result. Both the CSP and
TRCSP algorithms produced results with higher than 85%
accuracy, with the TRCSP being slightly better. When the
recordings with alternating modalities were analyzed it became
apparent that in this case the CSP algorithms are performing
significantly better than the PSD. Another trend observed was
that the accuracy of the classification was higher when more
filter pairs were used. Since the larger number of filter pairs
does not significantly increase runtime, this will not cause a
problem in the online system.

Our goal was to produce four different control signals that
can be used in the future online BCI system. For achieving
this it is important to choose four modalities that are well
separable. Figure 1 contains the classification accuracy for
each pair of modalities tested on the disabled subject in case
of a TRCSP algorithm with 3 filter pairs and 2 seconds epoch
length. We can see that most of the fields are red, which
means good accuracy. The early results show that an even
more promising feature extraction algorithm is the TRCSP
with 32 filter pairs and 0.5 seconds overlapping epochs, and
the best mental tasks are tongue MI, right hand MI, thinking
of a familiar melody and subtraction. These parameters result
in an 87.98% accuracy, and because of the short epoch length
this would be suitable for fast online decision making.

IV. CONCLUSIONS

I implemented the feature extraction algorithm of a BCI
system that is capable of producing PSD, CSP and TRCSP
features from a preprocessed or raw EEG signal. We managed
to put together an offline BCI that can mainly be used for

Fig. 1. Classification accuracy for each pair of modalities. A TRCSP
algorithm was used with 3 filter pairs, and 2 seconds epoch length. The
modalities are the following in order: resting state, tongue MI, leg MI, right
hand MI, left hand MI, thinking of a song, thinking of words starting with a
given letter, subtracting, rotating a 3D body, and navigation.

deciding which parameters would be the best for an online sys-
tem. Our early results show that the most promising approach
is the use of 0.5 seconds long epochs that are 50% overlapped,
and the TRCSP algorithm with 32 filter pairs. Using the
FORCe algorithm does not affect the results significantly in a
positive way, so it is advisable to discard this preprocessing
step, since it increases runtime. We found that the best mental
tasks for producing the four control signals are tongue MI,
right hand MI, thinking of a familiar melody and subtraction.
Based on these findings, our future plan is recording more
data, finalizing the parameters, and the implementation of the
online BCI system.
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Abstract—Surface quality of implantable biosensors for
recording electrical signals in the central nervous system is
of great importance with respect to long-term use in chronic
implantations. In our work the interaction of neural stem-cell
cultures and nanostructured surfaces was investigated as a model
of implanted device surface and living tissue interaction. We have
developed a robust, maskless nanostructuring method, which
can be integrated into our neural biosensor fabrication process.
Morphology of the fabricated nanograss has been characterised
using scanning electron microscopy. The nanopillars are between
520-800 nm in height and their density is 18-70/µm2. GFP-NE-4C
cells are cultured on the nanostructured and platinized surfaces
and their viability and differentiation are investigated by MTT
assay and fluorescent microscopy.

Keywords-neural implant; nanostructuring; biocompatibility

I. INTRODUCTION

CNS implantable devices not only help understanding the
neural information processing but also has a potential for clin-
ical treatment on neurological disorders such as Parkinson’s
desease [1], essential tramor [2] and locked-in sydrome [3].
But the foreign body response (FBR) alters the function of the
tissue surround the implanted device. Glial scar formation and
neural cell loss takes place [4], [5] which leads to to the faliure
of device functionality. Cells in their natural environment
interact with nanoscale structures like the extracellular matrix
and its proteins [6]. In case of fibroblasts and osteoblasts
it is already demonstrated that surfaces with specific surface
roughness parameters show better cell adhesive properties [7].
On the other hand, there are only a few results in the case of
neural and glial cells.

By modulating the specific surface area, wetting properties
and nano-pattern regularity of the nanostructured samples, se-
veral groups published better neural cell adhesion and viability
on nanostructured surfaces compared to the smooth references
in the past few years [8]–[13]. In 5-day long experiments,
neural cells showed surface preference. Thely were observed
to migrated to nanostructured parts of the sample [14].

In the case of neuroprosthesis in living tissue, the reaction
of the surrounding glial cells is as important as the adhesion
of the neurons. The astrocytes and microglias are key factors
in neuron metabolism and function. They play an emphatic
role as the protectors of the central nervous system against
diseases and injuries. In case of physical injury such as
the microelectrode implantation they generate an aggressive
neuroprotective reaction called gliosis [16]. As a result, the
so-called glial scar remains around the injury and the foreign
body which hinders electrical recordings. As a consequence
in neural implant surface development it is also important to
investigate the neuroprotective reaction of the glial cells to the
proposed surface. In 1997, Turner et al. showed lower astrocyte
adhesion on nanostructured samples compared to smooth ones
using immortalized cell line. In the same article, the authors

presented that primer neural and glial cells react the other way
around [15].

Since these cells work in a close cooperation with neurons
and also with each other, it is also important to examine them
in tissue-like co-cultures. It was also shown that after brain
injury specific cells acquire stem cell properties and take a
very important role in the wound healing process [17], [18].

Neural stem cells (NCSs) are non-differentiated cells of
neuroectodermal origin. Populations of various NSCs co-exist
in the mammalian brain [19]. Under appropriate conditions,
NSCs can generate neurons, astrocytes and oligodendroglia
cells. The conditions under which NSCs are differentiated into
neural or glial cells are still nor clearly kown. But they may
include appropriate growth factor/cytokine composition and
also the surface material and topography of the implant surface
offered for cell attachment.

My work aims to develop bioimplant surfaces with
nanoscale patterns using novel combination of micro- and
nanomachining techniques. The proposed maskless nanopat-
terning method can easily be integrated into the fabrication
process of neural microelectrodes. The expected results are
envisioned to minimize the immune response of the neural
tissue to the surface of the implanted microelectrodes and thus
enable efficient functionality in long-term experiments. As a
model for the tissue-implant interface a cell line with neural
stem cell like properties is investigated on the designed implant
surface samples. Adhesion and differentiation of the stem cells
on the surfaces can be a forecast for the behavior of the stem
cells in-vivo upon the injury caused by the implant insertion.

II. MATERIALS AND METHODS

A. Sample design and fabrication

My investigations are based on standard cell viability assays
(MTT assay) and fluorescent microscopic observations of
cell adhesion and differentiation. To measure the preferential
behaviour of cells on nanostructured and smooth reference
surfaces, micropatterned chips are designed. Patterns are in
the range of the contact site of a microelectrode array usually
used for neural recording.

Figure 1 shows the micro pattern of the designed chips
for fluorescent microscopy measurements. Chips for MTT
assay were designed to fit into the standard 96 well plate
and had the same surface among the whole chip which were
either polycrystalline silicon (polySi), nanostructured polySi
(also called as black polySi), flat platinum (Pt) or blackSi
covered with platinum. During the fabrication process first,
500 nm thick thermal oxide is grown on a 4” (100) oriented
Si wafer. Then 1000 nm poly-Si is deposited in a Tempress
LPCVD equipment. The micropatterning of the black-Si is
performed by photolitography and microstructured in poly-
etchant. Nanopattern formation is carried out by deep reactive
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Fig. 1. Sample for fluorescent investigations. Light blue shows platinum, pur-
ple represents black silicon covered areas without platinum coating and dark
blue areas represent platinum coated black silicon. Different microstructures
are designed based on literature or inspired by our microelectrode (contact
site sizes and spacing).

ion etching (DRIE) at cryogenic temperature. After black-Si
formation platinum deposition is performed and followed by
a second patterning step using lift-off process.

Advantages of the process are that the nanostructuring is
maskless and it can fully be integrated into an implantable Si
microelectrode fabrication process.

B. Surface characterisation

The effect of the different etching parameters and platinum
layer thicknesses is investigated using SEM. From the images
the pillar height and density parameters of the fabricated
samples are also extracted.

C. Cell culturing

1) Sample preparation: The fabricated silicon wafers were
diced to fit in the 24 or 96 well plates. Chip size is 7, 3x7, 3
mm and 3, 2x3, 2 mm respectively. Samples were sterilised by
dry heat steriliser and placed into sterile 24 or 96 well plates.

2) Cell line: The GFP-NE-4C cell line is a neuroectodermal
cell line derived from embrionic forebrain vesicles of p53 defi-
cient mices [20]. Cells express green fluorescent protein (GFP)
in the cell plasm. GFP emits green light upon illumination of
approx. 480 nm blue light therefore is capable of fluorescent
imaging.

3) Culturing and fixation method for fluorescent imaging:
105 GFP-NE-4C cells were seeded in each well. Cultures were
grown in minimum essential medium (Sigma, M2279), with
10% fetal calf serum, 2% glutamine and 0,1% gentamicine in
37◦C at 5% CO2. Samples for the investigation of differentia-
tion were treated by all-trans retinoic acid (RA; 10-6 M) after
24 hours of incubation. Than cells were cultured for 9 days
during which half of the medium was changed every day.

After the incubation the cultures for fluorescent imaging
were fixed on the Si samples. First they were rinsed with PBS
than incubated in 4% parafolmadehyde for 20 minutes. To
visualise the differentiated neurons III-β-tubuline (with Alexa
Fluor R©594, exc. 590nm, em. 619nm )were immunostained
on the samples. After 2 subsequent PBS rinsing samples
were placed onto microscope slides and coated with Mowiol

R©containing DAPI (4’,6-diamidino-2-phenylindole) stain and
covered with a microscope cover glass. DAPI binds to specific
regions of DNA and upon illumination with approx. 350nm
wavelength light emits blue light. Therefore nuclei of the cells
can be visualised. Some of the samples were fixed after 4 or
24 hours to investigate the adhesion of them. In this cases no
III-β-tubuline staining was needed.

Fluorescent images were taken using a Zeiss Axio Vert.A1
microscope both with GFP, DAPI and Cy3 channels. For aqui-
sition, multichannel imaging and basic image enhancement
Zeiss Zen Blue edition software was used. A two channel
image of the cells on a patterned sample cultured for 24 hours
is shown on Figure 2.

Fig. 2. Fluorescent image of GFP-NE-4C cells on the fabricated samples
after 24h adhesion assay. The blue channel corresponds to the DAPI staining
which stains the nuclei. Green light is emitted by the GFP which is expressed
in the cell plasma. Black stripes are the nanostructured patterns of the sample.

4) Culturing and fixation method for toxicity and adhesion
assay: 104 GFP-NE-4C cells were seeded in each well.
Cultures were grown in minimum essential medium (Sigma,
M2279), with 10% fetal calf serum, 2% glutamine and 0,1%
gentamicine. The cultures were incubated in 37◦C at 5% CO2

for 4 or 24 hours. Samples for MTT assay were removed
from the culturing wells after the 4h or 24h incubation
time, gently rinsed with phosphate buffered saline (PBS) and
replaced into a clean wells containing 50 µl medium. 10
µl MTT (3-[4,5-dimethylthiazol-2yl]-2-5-diphenyl-tetrazolium
bromide [Sigma]) was added and the cells were incubated
for 90 min in CO2 incubator. After the formation of purple
formazan crystals, 100 µl acidified isopropanol was added
to dissolve the crystals and the cell material. 50 µl of the
optically transparent solution was transferred into clean assay-
plates and the optical density was determined at double (550
nm measuring, 650 nm reference) wavelengths.

III. RESULTS

The morphological parameters of the samples (pillar density,
pillar height) were derived from scanning electron micro-
graphs. The nanopillars are between 520-800 nm in height,
and their density is 18-70/µm2 depending on the fabrication
parameters of the DRIE process [21]. A representative scan-
ning electronmicrograph is shown on Figure 3.

Based on the 4h MTT assays there is no significant dif-
ference in the surface toxicity of the investigated surfaces
and none of them are toxic as measured optical densities are
not lower compared to the reference glass surface. However
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Fig. 3. Scannig electromicrogaphs of the prepared black Si samples. Based
ont he SEM images the pillars’ height and average density were calculated
to characterise the differently etched nanosurfaces.

Fig. 4. Results of the MTT assays. Sample means and standars er-
rors are shown (sample counts: 4h: npolySi = 4, nblackpolySi =
3, nblackpolySi+Pt = 5, nPt = 4, nglass = 5; 24h: npolySi =
4, nblackpolySi = 3, nblackpolySi+Pt = 4, nPt = 5). There is no
significant difference in surface toxicity and none of the surfaces are toxic.
However based on the 24h MTT results these surfaces do not support the
adhesion of the GFP-NE-4C cells.

remarkalby less cells could be measured on the black polySi
surface compared to the polySi and on the platinum covered
blackSi surface compared to the flat platium (Figure 4, blue
bars). Based on the 24h MTT assay cell adhesion can be
evaluated. No significant difference can be shown between
surfaces however it’s notable that a very small propotion of the
seeded cell were attached to the surfaces which implies that
these surfaces not specifically support the adhesion of this cell
type (Figure 4, red bars).

Based on the fluorescent imaging after the retinoic acid
treatment cells differentiated into neurons on all type of the
surfaces. On Figure 5A a single channel (Cy3) fluorescent
image shows the developed neurites on a polySi/black polySi
surface. In the background the nanostructured grid can be seen.
On Figure 5B a three channel fluorescent image is shown. Blue
dots are the cell nuclei, cell plasm is visualised in green and
the red objects are neural cell components.

IV. CONCLUSION AND FUTURE PLAN

Based on our preliminary studies [21], the nanopattern mor-
phology of our chips are tuneable. GFP-NE-4C cells seeded on
the surfaces show a remarkable pereference to the flat surface
over the nanostructured areas. Stem cell differentiation into
neurons took place on all type of surfaces. In our ongoing
investigations we develop a quantitative method to evaluate the
differences between the surfaces in respect of cell attachment
and differentiation more accurately.

Fig. 5. A) Single channel (Cy3) fluorescent image. Neurites on a
polySi/black polySi surface differentiated from GFP-NE-4C neural progenitor
cells. B)Three channel fluorescent image. Blue dots (DAPI channel) are the
cell nuclei, cell plasm is visualised in green (FITC channel) and the red objects
(Cy3 channel) are neural cell components.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—In this paper we demonstrate algorithmic methods
for determining realizations of kinetic systems with prescribed
properties. The motivation is mainly to explore the structural
properties of reaction networks having the same dynamical
properties. The proposed computational methods can be applied
to compute a special linearly conjugate realization of a kinetic
system, or to determine all possible graph structures describing
realizations of a kinetic system. The algorithms are proven to
return the realizations meeting the descriptions.

Keywords-kinetic system; chemical reaction network; directed
graph representation; optimization methods

I. INTRODUCTION AND BASIC NOTIONS

Kinetic systems with polynomial nonlinearities can be orig-
inated from the modelling of dynamical processes in biochem-
istry [1]. However, these models can be applied to characterize
the dynamical behaviour of a much wider range of systems [2].

In general, non-negative polynomial systems are defined in
the form:

ẋ = M · ϕ(x) (1)

where x : R → Rn represents a non-negative function, the
matrix M ∈ Rn×p encodes the coefficients of the monomials
defined by the mapping ϕ : Rn

+ → Rp
+.

We consider kinetic systems as a special class of non-
negative dynamical systems, that are suitable for modelling the
dynamical behaviour of chemical reaction networks (CRNs).
Reaction networks can be defined by three sets:
• A set of species: S = {Xi | i ∈ {1, . . . , n}}
• A set of complexes: C = {Cj | j ∈ {1, . . . ,m}}
Cj =

n∑
i=1

αjiXi ∀j ∈ {1, . . . ,m}
αji ∈ N ∀j ∈ {1, . . . ,m}, ∀i ∈ {1, . . . , n}

• A set of reactions: R ⊆ {(Ci, Cj) | Ci, Cj ∈ C}

The reaction Ci → Cj is referred to as the ordered pair
(Ci, Cj), and a non-negative reaction rate coefficient kij ∈
R+ corresponds to it, which determines the intensity of the
reaction. The reaction Ci → Cj takes place if and only if the
coefficient kij is positive. Since our interest lies rather in the
structure of the reaction network, we are not interested in the
actual values of the reaction rates, but distinguish only two
cases, when it is zero or positive.

The properties of the reaction networks are encoded by spe-
cial matrices. The structures of the complexes is characterized
by the complex composition matrix Y ∈ Nn×m.

[Y ]ij = αji ∀i ∈ {1, . . . , n}, ∀j ∈ {1, . . . ,m}

The presence of reactions in the reaction network is deter-
mined trough the reaction rates by the Kirchhoff matrix
Ak ∈ Rm×m of the CRN, which is a Metzler-matrix with
zero column sums.

[Ak]ij = kji
m∑

i=1

[Ak]ij = 0 ∀j ∈ {1, . . . ,m}

[Ak]ij ≥ 0 i 6= j

Since the reaction network is uniquely determined by the
complex composition matrix and the Kirchhoff matrix, we
refer to a CRN by the corresponding matrix pair (Y,Ak).

A. Dynamical description

If the concentrations of the species are characterized by the
function x : R→ Rn

+ and mass action kinetics is assumed, the
equations describing the dynamics of the CRN can be written
in the form of a polynomial system:

ẋ = Y ·Ak · ψ(x) (2)

where ψ : Rn
+ → Rm

+ is a monomial function with coordinate

functions ψj(x) =
n∏

i=1

x
[Y ]ij
i , j ∈ {1, . . . ,m}.

A non-negative polynomial system (1) is called a kinetic
system if there exists a reaction network (Y,Ak) so that the
two models are governed by the same dynamics.

M · ϕ(x) = Y ·Ak · ψ(x) (3)

Reaction networks with different sets of complexes and
reactions can be determined by the same dynamics. If Equation
(3) is fulfilled, then the CRN (Y,Ak) is called a dynamically
equivalent realization of the kinetic system (1).

As it has been described in [3], the kinetic property of poly-
nomial systems (1) can also be characterized by prescribing
the sign pattern of the coefficient matrix M :

∀i, j [ [Y ]ij = 0 =⇒ Mij ≥ 0 ]

The definition of dynamical equivalence can be extended
to the case when the space of concentrations is subject to
a positive definite state transformation defined by the matrix
T ∈ Rn×n so that x̄ = T−1 · x, x = T · x̄.

A reaction network (Y,Ak) is called a linearly conjugate
realization of the kinetic system (1) if there exists a positive
definite diagonal matrix T ∈ Rn×n such that the following
equation holds:

Y ·A′k · ψ(x) = T−1 ·M · ΦT · ϕ(x), (4)

B. ÁCS, “Case studies for the structural analysis of biochemically motivated nonlinear systems” in PhD Proceedings Annual Issues of the Doctoral School,
Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University
ePress, 2016, pp 115– 118.
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where ΦT ∈ Rn×n is a positive definite diagonal matrix,
[ΦT ]ii = ϕi(T · 1) for all i ∈ {1, . . . n}. It can be seen that
dynamical equivalence is a special case of linear conjugacy,
when the matrices T and ΦT are identity matrices.

We want to determine realizations on a fixed set of com-
plexes, which defines the matrix Y and the monomial function
ψ. The kinetic system (1) can be transformed so that the
monomial function ϕ is equal to ψ (and p = m holds), but the
described dynamics remains the same. In this case Equation
(3) can be written as:

M = Y ·Ak (5)

and also Equation (4) can be transformed into a more simple
form:

T−1 ·M = Y ·Ab (6)

where Ab is equal to the scaled matrix Ak ·Φ−1T , and therefore
Ab is also a Kircchhoff matrix, and it represents the same
structure in the reaction network as Ak.

B. Graph representation

A reaction network can also be represented by a weighted
directed graph G(V,E) called Feinberg-Horn-Jackson graph
or reaction graph for brevity. The vertices and edges represent
the complexes and reactions, respectively. There is a directed
edge from complex Ci to Cj if and only if kij is positive,
which is the weight of the edge.

There are realizations with distinguished properties, a real-
ization of a kinetic system with maximal or minimal number or
reactions is called dense or sparse realization, respectively. It is
known that there might be several different sparse realizations,
however the dense realization is structurally unique. The
following example has been first published in [5].
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_3
2

1k
_3
2

k2 k2

_1
3

3C

C2

C1

k2

3C

C2

C1

k1

3C

C2

C1

3C

C2

C1

k1

k2

Fig. 1. Structurally different sparse realizations of the kinetic system (7)

ẋ1 = 3k1x
3
2 − k2x31

ẋ2 = −3k1x
3
2 + k2x

3
1

(7)

C = {C1 = 3X1, C2 = 3X2, C3 = 2X1 +X2}
C. Computational model

Realizations of a kinetic system with a fixed set of com-
plexes can be determined by applying linear programming
methods. The parameters of the model in case of linearly
conjugate realizations are the coefficient matrix M and the

complex composition matrix Y . The variables are represented
by the off- diagonal entries of the matrix Ab and the diagonal
entries of the matrix T . It follows from the definitions that the
properties can be written in the form of linear constraints:

T−1 ·M = Y ·Ab

m∑

i=1

[Ab]ij = 0 j ∈ {1, . . . ,m}

[Ab]ij ≥ 0 i 6= j

[T ]ii > 0 i ∈ {1, . . . ,m}
It is possible to add further linear constraint to de model, for

example if it is known that some reactions can not be present in
the reaction network, then the corresponding entries of matrix
Ak can be prescribed to be zero. The objective function of
the optimization model can also be defined according to the
properties of the realization in demand.

II. SPECIAL PROPERTIES

If the realizations are represented as points in the Euclidean
space Rm2

, then according to the model description the
set of all realizations corresponds to a convex polyhedron,
which implies a very important result, that turned out to be
fundamental in the applicability of our algorithms. It has been
proposed and proven in [4] as Proposition 5.1

Proposition 1. [4] Among all the realizations linearly con-
jugate to a given CRN and fulfilling a finite set of linear
constraints there is a realization determining a super-structure.

The super-structure is the reaction graph representing the
dense realization, which contains the reaction graphs of every
other realization with the prescribed properties as subgraphs,
not considering the edge weights. The superstructure property
holds even if only realizations with some prescribed linear
property are considered.

From the superstructure property it follows that the structure
of the dense realization is unique. If there were two different
dense realizations, then the reaction graphs representing them
would contain each other as subgraphs, consequently these
graphs must be structurally identical.

In Figures 2 and 3 the reaction graphs of the linearly
conjugate and dynamically equivalent dense realizations of the
kinetic system (8) can be seen. This example has originally
been demonstrated in[7] as Example 3.

ẋ1 = x1x
2
2 − 2x21 + x1x

2
3

ẋ2 = −x21x22 + x1x
2
3

ẋ3 = x21 − 3x1x
2
3

(8)

C = {C1 = X1 + 2X2, C2 = 2X1 + 2X2, C3 = 2X1 +
X2, C4 = 2X1, C5 = X1, C6 = 2X1 + X3, C7 = X1 +
2X3, C8 = 2X1+2X3, C9 = X1+X2+2X3, C10 = X1+X3}

It can be seen that the graph in Figure 3 is a subgraph of
the other one. This property always holds, since a dynamically
equivalent realization is also a linearly conjugate realization,
therefore the super-structure property of the dense realization
is valid.

III. COMPUTATIONAL RESULTS

In this section we propose the result of our methods for
determining realizations of kinetic systems.
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Fig. 2. Reaction graph of the dense linearly conjugate realization of the
kinetic system (8)
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Fig. 3. Reaction graph of the dense dynamically equivalent realization of
the kinetic system (8)

A. Algorithm to determine dense realizations

In [4] we have given a polynomial time algorithm for
determining (constrained) dense linearly conjugate realizations
of kinetic systems. This method also serves as a subroutine
in our other algorithms, therefore it is essential to make it
effective and accurate.

The basic idea of the algorithm is to generate realizations
with predefined properties, and determine a dense realization
as the convex combination of points corresponding to the
realizations. It is proven that the returned realization is a dense
realization, and according to the computational results it is the
fastest and most reliable method so far.

B. Algorithm to determine weakly reversible linearly conju-
gate realizations

A CRN is called a weakly reversible realization of a kinetic
system, if the reaction graph corresponding to it is strongly
connected. Such realizations are important since in this case
the structure has an impact on the dynamical properties as
well.

The original version of the algorithm proposed in [6] was
developed for computing weakly reversible dynamically equiv-
alent realizations. In [4] we have given an improved version of
the method for computing weakly reversible linearly conjugate
realizations of kinetic systems. Furthermore, we have given a
proof to the correctness of this method.
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C10

Fig. 4. Weakly reversible linearly conjugate realization of the kinetic system
(8)

From the method it follows that the dense weakly reversible
realization as well determines a super-structure among the
weakly reversible realizations.

C. Algorithm to determine all possible structures

If no structural property only the dynamics of the reaction
network is known, then the set of possible structures might
give some information about the model. For example only
those reactions might be present that are part of the dense
realization, and there might be sets of reactions that are present
only together.

In [8] we have given an algorithm to determine all possi-
ble reaction graph structures representing linearly conjugate
realizations of a kinetic system with a fixed set of complexes.
The algorithm is the first attempt to solve this problem and
is proven to be correct and requiring polynomial computation
time among steps. It is not possible to have a polynomial-time
algorithm because of the exponential number of the possible
structures.

The number of different structures increases rapidly. There
are 18 structurally different realizations in case of the kinetic
system (7), however during the examination of the kinetic
system (9) originally presented in [9] we get 17160 distinct
structures.

ẋ1 = −x1 + 0.05x2 − 0.2x21 + 0.1x21x2

ẋ2 = 1− 0.05x2 + 0.01x21 − 0.01x21x2
(9)

C = {C1 = 0, C2 = X1, C3 = X2, C4 = 2X1, C5 =
2X1 +X2, C6 = 3X1}

The algorithm is suitable for parallel implementation, the
working of this version has also been examined in the paper.

In order to reduce the number of multiple computation
we have developed a second algorithm to return all possible
structures, which is also proven to return the correct answer,
however it runs in a fraction of time required by the first
algorithm, and it is also suitable for parallel implementation.
The article for publishing this method in under preparation.

IV. RECENT RESULTS AND FUTURE PLANS

If the parameters determining the model are not precisely
known, the non-negative system describing the dynamics can
be written by the application of uncertain parameters.

We have examined the models describing uncertain kinetic
systems, and have developed some new results considering
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Fig. 5. Dense linearly conjugate realization of the kinetic system (9)

the structural properties of possible realizations. We plan to
work more on this topic and publish the achieved results in
the future.
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for the interesting topic and all his help and support.

REFERENCES
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Abstract—This paper presents the importance of non-invasive
blood pressure measuring and its possible application areas. It
is a wide area, with different requirements. Our non-invasive
solution can satisfy most of these requirements. Its accuracy, in
the sense of blood pressure waveform, is over 90 %. In several
test results it can be clearly seen, that different statuses produce
different type of blood pressure waveforms, which also indicates
our system’s usability in diagnostic areas.

Keywords-arterial blood pressure, non-invasive method, pulse
diagnosis, arterial pulse waveform

I. INTRODUCTION

Blood pressure was first described by Reverend Stephen
Hales in the 18th century by cannulating the femoral artery
of a horse [1]. The next breakthrough was made by Scipione
Riva-Rocci in 1895. He created a blood pressure measuring
method based on inflatable cuff armband. This method was
further developed by Korotkoff in 1905, which is used until
today. This is called the auscultatory method and it requires
a stethoscope in addition to the blood pressure cuff. Current
automated technologies use the oscillometric principle.

Oscillometric blood pressure monitors are very popular
nowadays. They are based on oscillations in the pressure
sensor caused by pulse wave. The cuff of the device is inflated
to a point above systolic blood pressure. At this point there
are no oscillations. Then, the cuff is slowly deflated. After the
systolic pressure reached, oscillations appear in the pressure
sensor’s signal. These oscillations occure until the cuff reaches
the diastolic pressure, then they disappear. The cuff size is an
important factor, as using the wrong size cuff can differ the
occurrence of oscillations leading to inaccurate measurements
[2]. The big advantages of these oscillometric devices are the
following, they are cheap, very easy to use, and they have no
risks to the patients. But these devices are not very accurate,
usually their precision is between 5-10 mmHg [1]. Another
issue is the length of the measurement with an automated
oscillometric device, which takes at least around 30 seconds.

For continuous blood pressure monitoring the arterial line
is the gold standard device. There are several non-invasive
solutions too. They based on different measuring methods, like
applanation tonometry, Peñáz principle or pulse transit time.

Arterial line is one of the most accurate continuous blood
pressure measuring method, only measuring the central aortic
pressure can be even more accurate [3]. Arterial line is an
invasive method, so it can measure directly the blood pressure
by ”direct arterial catheterization connected through a fluid
column to a pressure transducer” [1]. Although this method
is accurate, it has risks to the patient. These risks are the
following: injury of the artery, bleeding, haematoma forma-
tion, infection at the cannula site and embolism. Embolism

can lead to heart attack or stroke. The inserted catheter is very
uncomfortable for patients. It requires a trained person to be
applied appropriately. Also there must be appropriate hygienic
conditions during the catheterization.

One non-invasive continuous blood pressure technique is
based on the Peñáz principle. This method could not provide
the continuous waveform of arterial blood pressure, but it
could give the beat-to-beat systolic and diastolic pressure.
This principle applies the volume clamp method that is based
on vascular unloading [4]. The device is based on finger
cuffs with photoplethysmograph. The signal of the photo-
plethyshmograph is used in a feedback loop that controls the
inflation of the cuff to keep the blood volume constant in
the finger arteries. This feedback loop provides the beat-to-
beat blood pressure values. To achieve the real blood pressure
values a pre-calibration is required with a non-invasive cuff
on the upper arm. There are two popular devices based on
this method: Nexfin [5]–[7] and CNAP [8], [9]. The Peñáz
principle based methods have several limitations mainly due
to the plethysmograph. The accuracy of the measurements
depends on many factors, like the body and air temperature,
skin colour, status of finger arteries, patient sweating, light
conditions in the room, etc.

Another non-invasive continuous blood pressure measur-
ing method is the applanation tonometry [10]. It requires
a relatively big artery that is close to the skin and could
be pressed to a bone. The most commonly chosen artery is
the radial artery at the wrist. This method can provide the
continuous waveform too. It depends on less factors than the
Peñáz based methods, but the measuring itself a bit more
complicated. It is very important to place the sensor correctly,
which means that the sensor must be exactly over the artery.
One solution for this problem is a tonometric array. Another
issue is the calibration, which could take several minutes.
Patient movement is also a problem, because after a movement
the system must be recalibrated. So right now, these devices
mostly used on anesthetized patients. The only commercially
available applanation tonometry based device is the Tensys T-
Line system [11]–[14], which has several good results in the
validation trials.

Pulse Transit Time (PTT) is a relatively new method for
continuous blood pressure monitoring [1]. It is based on the
pulse wave velocity, the speed of the systolic pressure wave
propagation. To measure the pulse wave velocity the pulse
wave have to be measured at two sites. Another solution
includes ECG, in which case the PTT equals the time between
the R peak and the arrival of the corresponding systolic wave
at the periferial site. Usually the arrival of the systolic wave is
measured by a plethysmograph on the finger. The PTT has an

S. FÖLDI, “Application areas of continuous non-invasive blood pressure measurements” in PhD Proceedings Annual Issues of the Doctoral School, Faculty
of Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress,
2016, pp 119– 122.
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inverse relationship with the systolic blood pressure, but the
mean arterial pressure and the diastolic pressure is difficult to
gain accurately. The advantage of this method that it does not
requires any cuffs.

Continuous blood pressure monitoring is important for the
practitioners to notice sudden changes and be able to imme-
diately react to that change during surgery or intensive care.
But that is not the only advantage of continuous monitoring.
Having the continuous blood pressure waveform, diagnostic
information can be obtained. Analyzing the continuous blood
pressure waveform, also called pulse wave, is the topic of pulse
diagnosis.

Pulse diagnosis is a non-invasive diagnostic method that
can diagnose cardiovascular and several inner organ diseases
by analyzing the pulse waveform [15]. The issues with this
method that it is done by palpation at this wrist by a trained
personal. Thus, it is a very subjective method. Due to this fact,
objective automatized solutions have been developed. These
automatized methods are based on the continuous arterial
blood pressure waveform. This waveform typically consists of
three waves, two forward propagating waves and a backward
propagating wave. The forward propagating waves are the
percussion and the dicrotic wave. Percussion wave reflects
the systole. Dicrotic wave is a small blood pressure increase,
which is generated when the heart valves are closing. The
backward propagating wave is the tidal wave which is a
reflection from the periferial arterial site. The tidal wave is
usually between the percussion and the dicrotic wave, but it
does not always appear distinguishably. A typical single-period
pulse signal showed in Fig. 1. The waveform of this pulse
signal has the diagnostic information.

Fig. 1. A healthy single-period pulse signal consisting of three waves:
percussion, tidal and dicrotic wave [16].

In the Methods section our solution for the continuous
blood pressure monitoring and automatized pulse diagnosis
is introduced focusing on the application options. The Results
sections shows some primary results achieved by our methods
and than a conclusion is made.

II. METHODS

Our solution is based on an Optoforce OMD-20-SE-40N
force sensor [18]. This sensor can measure the direction of
the force that can help in sensor positioning. It is covered by
silicone rubber so it is comfortable, easy to clean and disinfect
and also durable. It is very sensitive, it can sense 0.01 mm
deformation of its dome. The nominal capacity of the sensor
is 40 N. The measuring principle is based on light reflection
from the deforming dome, so the sensor has no harmful effects

on the human body. Fig. 2. shows the measuring environment.
The sensor is placed at the wrist. The positioning is crucial for
the measurements. The quality of placement could be decided
by the 3D vector and a given threshold for signal amplitude.
This measuring environment could be used for the continuous
blood pressure monitoring and diagnostic purposes too.

Fig. 2. Continuous non-invasive arterial blood pressure waveform measuring
system. 1 - buckle, 2 - band, 3 - sensor holding ”slider” with the Optoforce
3D force sensor, 4 - data visualization and recording software [17].

For continuous blood pressure monitoring, a pre-calibration
is required, because the sensor output values depends on
several factors, for example: gender, age, weight, placement
quality, etc. Another reason for pre-calibration is that the sen-
sor’s output value is a relative value based on the deformation
of the silicone dome, so it has to be converted to mmHg
units. The pre-calibration could be realized by a cuff based
blood pressure measurement, which can provide the baseline
blood pressure values. This would not be as accurate as the
invasive monitoring, but the sudden changes could be realized
immediately and it would also follow the tendencies in the
signal, which is important for continuous monitoring.

The calibration method has not yet been fully described
it would require more simultaneously recorded measurements
with the invasive arterial line. Another issue comes from the
sensor itself. In long measurements, a significant amplitude
decrease could be seen in the recorded signal. This decrease
is continuous, slow, but not linear. The solution for this
problem could be a 16th order discrete Meyer wavelet filter.
According to my experiences, the 16th order approximation
of the recorded signal characterizes this slow decrease noise
well, and it does not filter out the diastolic changes.

Validation was made for waveform similarity previously.
This validation was made by cross correlation between the
simultaneously recorded arterial line and our non-invasive
system. Further details could be found in [17].

This non-invasive continuous blood pressure measurement
could be used as addition for other hemodynamic experi-
ments. For example it could work well with a CT (Com-
puted Tomography) examination of the vascular system, where
hemodynamic parameters that could be calculated from the
continuous blood pressure waveform is a great and important
additional information for the researchers and practitioners
without requirements of invasive arterial line and thus addi-
tional permissions.
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The diagnostic area requires a bit different signal processing
approach. First these signals are much shorter than signals
from patient monitoring, typically these are three minutes
long. The characteristics of the blood pressure waveform is
important in this case. For the noise filtering a cascaded
adaptive filter could be applied. The details of this method
could be read in [17], [19].

After the filtered signal is acquired, it must be cut into
single-period signals according to the onset points. Then
comes the feature extraction. Characteristic points of the pulse
signal usually can be found as local maximum and minimum
points, but there many cases when these points could not
be defined as local extremums. This case is frequent for the
characteristic points of tidal wave. Moreover there are cases
when tidal or dicrotic wave does not appear in the signal.
In the feature vector these cases appears as 0 values that
equals to ’missing data’. Our database consists only of our
own measurements. Until now, we have made 350 annotated
measurements, on 175 people (measuring on each hand). To
create a good classificator algorithm a bigger database is
required.

The classification of the pulse signals could have another
approach. This would based on the wavelet spectrum. By
continuous wavelet transformation we could get the time-
frequency spectrum of a time series. This time frequency
spectrum could be represented as a intensity distribution figure
(an example could be seen in Fig. 3.). This figure could be used
as an image, and this image can be processed by a regression
neural network (deep learning approach). This neural network
may be able to detect small differences between different type
of single-period signals and thus create a more efficient and
accurate classification. But this approach requires much more
investigation.

Fig. 3. Continuous wavelet spectrum of a pulse signal segment.

Another application can be the blood pressure measuring
itself. One approach is based on cuff, but in stead of oscillo-
metric method the continuous waveform change would detect
the systolic and diastolic pressure value. So the measuring
environment consists of a cuff at the upper arm and the force
sensor at the wrist. The other method could be the pulse transit
time. It could be done with two force sensors; one near the
elbow the other at the wrist or by one force sensor at the wrist
and an ECG. As mentioned above, it is difficult to accurately
calculate the diastolic and mean blood pressure value with the
current systems which are based on photoplethysmography,

because of the limited information. Using our system can
deal with this problem due to the continuous waveform, that
could make it easier to calculate the diastolic and mean
blood pressure values. One of these blood pressure measuring
technique would also be advantageous combining with the
continuous blood pressure monitoring, because that way our
system could calibrate itself without other devices.

Fig. 4. shows a summary of our system’s application areas.

Fig. 4. Summary of the application areas of non-invasive continuous arterial
blood pressure measuring system.

III. RESULTS

For the waveform correlation based on 9 measurements the
mean correlation value was 0.9527± 0.0918.

Fig. 5. shows the comparison of an invasive and a non-
invasive simultaneously recorded signal after the noise removal
and manual scaling.

Fig. 5. A noise filtered and manually scaled simultaneously recorded
continuous arterial blood pressure segment.

Fig. 6. shows how the single-period signal changes in
healthy women due to ageing. Fig. 7. show examples of
healthy, hypertension and arteriosclerosis single-period signals
recorded by our system.
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Fig. 6. Changes in pulse signal of healthy women due to ageing measured
on healthy women in different age groups: a) 20-30, b) 30-40, c) 40-50, d)
50-60. For older people the arteries become stiffer which leads to faster signal
propagation and causes the merge between the tidal and the percussion wave.

Fig. 7. Different type of pulse signals: a) healthy, b) hypertension and c)
arteriosclerosis.

IV. CONCLUSIONS

The high correlation value in waveform similarity compared
to the invasive continuous blood pressure value, and the good
fit between the two blood pressure waveforms after the manual
calibration suggest that our system can be a great tool in
patient monitoring. The different waveforms for different age
groups and diseases proves its usability in diagnostic area. The
other described application areas has also great potential based
on the advantages of the accurate continuous waveform, and
requires further research.
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Márton Áron GODA
(Supervisor: Ferenc KOVÁCS)
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Abstract—The principal objective of this study is to determine
the fetal breathing movement by phonocardiography. Nowadays,
the Doppler-based ultrasonic monitoring is a routine medical ex-
amination. While this technique is capable of determining several
fetal degenerations, it can offer only a clinical investigation and
requires special expertise.

The assessment of fetal breathing movement can describe
fetal well-being. From the third trimester, the fetal breathing
movement is well detectable, and it is related to the functionality
of autonomic nervous system of the fetus. Phonocardiogram is
a commercially available, cheap device, It offers a harmless,
easy-to-use, replicable method for 24 hour tele-monitoring fetal
breathing. The assessment of breathing motion is based on time-
frequency domain analysis. Our findings suggest, that it can offer
a reliable real-time data processing, and easy assessment not only
for doctors, but also pregnant mothers.

In sum, the fetal phonocardiography is able to determine
fetal well-being with the breathing movement detection in tele-
monitoring system. Nevertheless, the tool accomplishes real-time
data processing. Limitations of the study include its validation on
a bigger population. This study contributes to a modern clinical
system, which provides further applications to fetal monitoring
during the pregnancy.

Keywords-keyword; fetal breathing movement, phonocardiog-
raphy; time-frequency domain analysis
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I. INTRODUCTION

The fetal movement observation has been a popular research
topic for more than 30 years. Nevertheless, in 1888 Ahlfred
Weber was the first to write about fetal breathing movement
(FBM), which he detected using a glass funnel connected
to a kymograph [2]. The phonocardiogram can offer a non-
invasive, long-term monitoring, which does not have any
energy transmission to the fetus [16].

Unfortunately, there could be several complications during
the gestational age. For instance it is not evident to define fetal
distress [11] and hypoxia [20]. However, the incidence of fetal
distress is just 0.2 %, although it is essential to detect because
of the fetal health condition. These and other similar cases can
help not only for the doctors, but also for the baby’s chances
of survival.

There are several biological parameters, which help the
doctors. For instance, the iron deficiency cause damages of
placental insufficiency and hippocampal and striatal abnormal-
ities [4]. Namely, the Fe molecules take big role of hemoglobin
synthesis of the red blood cells.

In this study we highlight the importance of fetal breathing
movement, introduce the relevant literature and methodol-
ogy connected to the topic . Finally this study gives some

recommendation to the fetal breathing epochs detection of
phonocardiography.

II. FETAL HEART RATE PHYSIOLOGY AND ITS CONTROL

The human heart and breathing regulation is very complex.
But every complex system can be described by a simplified
model, which helps us to show the main component of the
whole system. In the case of human body, the main elements
of the system are the heart and vascular conditions, pulmonary
regulation and metabolic processes. These three components
working together like interlocking gears. In simple terms, it
could be said that the blood is the transport medium, which
transmits the fresh oxygen to the cell metabolic processes [1].

The heart is innervated by the vegetative nervous system
(ANS) at different points, which is responsible to the sympa-
thetic and parasympathetic regulation. During the fetal devel-
opment the effect of autonomic nervous system is more and
more examinable. The breathing movement is also controlled
by the vegetative nervous system, and there is very strong
relationship between the fetal sinus arrhythmia and the fetal
hart rate [10]. Although the FBM appear already between the
12th and 13th weeks of gestation, it is well detectable from the
third trimester. The correlation between fetal body movement
and fetal heart rate (FHR) increases with gestation age [6] and
is also associated to respiration sinus arrhythmia (RSA) [11]

The fetal heart sound describes the mechanical behavior of
heart mitral and tricuspid valves, and also characterizes the
physical statement of aorta. The first heart sound depicts the
beginning of systolic period, which is followed by second heart
sound with the beginning of diastolic period.

There are several cardiorespiratory diseases. As mentioned
in the introduction, hypoxia is a serious issue during gestation.
Therefore, it is of great interest to be able to detect it. There are
three major reasons. The first one is the placental abruption [8].
The second one is abnormal heart rate which can be measured
easily by fetal ECG, cardiotocogram or phonocardiography.
The third typical reason of hypoxia is smoking.

Maternal health condition has a big effect on fetal develop-
ment. Therefore the mother has to pay special attention to her
health. Research has proved that exercise has many positive
maternal effects related to pregnancy [13]. It is also interesting
that maternal plasma glucose concentration increases gross
fetal body movement [18].

III. METHODS

There are several ways to monitor fetal heart. The three
mayor approaches for this examination: the fetal ECG, the
ultrasonic methods, and the phonocardiography. There are
some other methods to data acquisition such as diaphragmatic

M. GODA, “Determination of fetal breathing movement by phonocardiography” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of
Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016,
pp 123– 126.
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magnetomyogram (dMMG) [13], or fetal MRI, but they are
less popular.

A. Fetal ECG

In the last two decades this method is becoming more
popular. Fetal examination has to distinguish the physio-
logical heart operation from the pathological dysfunctionality.
The physiological statement of fetal heart can be examined
by fetal ECG [6]. It can easily determine the fetal heart rate
and its variability (fHRV) with the well-known peak detection
algorithms [25].

There are several types of subdivision of frequency regions,
but the results are mostly consistent. In one of these studies
it was found that the average value of both the VLF/LF and
LF/HF 1 ratio decreased significantly with gestation age [6]

B. Ultrasonic methods

Although fetal ECG is very useful, it is not able to charac-
terize pathological cases and other functional heart statements.
The ultrasound methods offer two different approaches used
in clinics. The first one is cardiotocografia (CTG), which
measures only fetal heart rate.

The echocardiogram offers a 2D visualization of the fetus.
This way the morphology of the fetal heart can also be
observed. The ultrasound imagine is a routine examination,
but it requires expertise. The possible risks of this technique
are still unknown, and it is not suited for long-term monitoring.
Nevertheless, in the end of the 1980s was made several studies
with long-term ultrasonic scanner [18].

Thanks to these results [18] we know much more about fetal
breathing activity. Research has shown that during the apnea
and between each two fetal breaths the chest walls were at
rest. The second main thing is venus plasma concentration,
which is increased significantly after each meal.

The frequency domain analysis of fetal ECG records and
ultrasonic monitoring are consequent. That means, the fre-
quency component of fetal breathing rate is about 0.5-1.5
Hz, but the average value is around 50 breath per minutes
[10][12][15][18][23].

C. Phonocardiography

The phonocardiogram (PCG) is a very simple method to
examine fetal heart sound. It measures the acoustic propaga-
tion on the mother’s abdominal wall. The PCG it is totally
harmless to the fetus that is why it is appropriate even for 24
hour monitoring. In our research we are using a Fetafon tool,
which is provided by the PentaVox Ltd.

There are different types of acoustic sensors e.g.: cantilever
type accelerometer [26], piezoelectric elements [27], and
inductive-type sensors [5]. Goovaerst was made the fist reliable
acoustic sensor in 1989, which was able to record long-term
fetal breathing movements on the maternal abdominal wall.

IV. DATA ACQUISITION AND DATA PROCESSING

In our research there were more than 2500 recorded sub-
jects. Fetafon tool offers a telemonitoring service by the
mobile network, but we had to do some hardware modification
because of the easier data acquisition. Thus the tool is able to
directly record the data on the computer.

11VLF - very low frequency: 0.01-0.08 Hz; LF - low frequency: 0.08-0.2
Hz; HF - high frequency: 0.4-1.5 Hz. Where HF depicts the breathing rate.

The data processing is separated into three different parts.
The first one is time-frequency domain analysis, which helps
us in further assessment. That is followed by a fetal breathing
segmentation, which is based on fuzzy logic. And finally if
various fetal breathing parts are well-defined, it is possible
to train a bigger dataset. For this training, one of the best
algorithms is deep learning, which is based on the multiple
convolution in the time-frequency domain.

Firstly, the input signal must be filtered in the adequate
frequency domain. To well define the low–high frequency
component, different techniques are to be used. However, at
the high frequency (over 20 Hz) component it is enough
to calculate the Fourier or Wavelet transform of the signal.
Nevertheless, at the low frequency range (under 3 Hz) the
Hilbert transform (1) must be used, which is known as the
envelope of the signal. The Hilbert transform is a commonly
used technique in signal processing; that is why it is also used
in adult phonocardiograms [9].

H(y(t)) =
1

π

∫ ∞

−∞

x(τ)

t− τ
dτ (1)

Fast Fourier Transform (FFT) can represent the dominant
frequency component of the input signal. The frequency
component of S1 and S2 is from 40-60 Hz, which depicts
a crescendo and decrescendo wave form. The fetal low fre-
quency region can be separated into three further frequency
components. The beat-to-beat time (Tbb) [22] gives the heart
rate, with frequencies about 1.5-2.5 Hz. The fetal breathing
rate is 0.5-1.5 Hz and the vegetative tone is 0.04-0.4 Hz.

According to the literature, the frequency component of
breathing rate is well detectable by ultrasound [10] and fetal
ECG [15]. The aim was to determine the fetal breathing
movement by phonocardiogram, too. For this purpose firstly
the signal was filtered with 2nd order bandpass Butterworth
filter between 0.04-3 Hz. After that the Hilbert transform (1)
was used. In the frequency domain the Hilbert transformed
signal was plotted, which gives the dominant breathing rate.
Further visualization was used a time-frequency map, too.

Fuzzy logic is a probabilistic method, which helps to handle
the different cases. A typical example is the determination of
temperature ranges. Nevertheless, it was already used to sep-
arate heart sound signal from Noise [24]. In this study it was
discovered that main atoms of heart sound signal congregate
in the joint domains. At the fetal breathing movement similar
specific atoms were found, which describe a parabolic form
in the signal, but it is not yet proved.

V. RESULTS

The dataset was processed in Matlab and a custom program
was also created. Matlab helped our work to plot the time-
frequency map of the spectrogram and calculate the Wavelet
transformation. Matlab was not fast enough to evaluate the
more than 2500 subjects, therefore the used time-frequency
analysis also had to be implemented in C# program.

At frequency domain analysis a very strong correlation
between of the breathing movement (0.5-1 Hz) and the very
high frequency (120-130 Hz) was found. The reason for
this phenomenon is still not clear, but to clarify that further
examinations are needed accompanied by echocardiography.
spectrogram

124



Fig. 1. The first graph depicts the original signal, the second graph is the filtered
signal. The green background color marks the supposed fetal breathing regions. The last
graph of the signal depicts the spectrogram of the original signal.

Fig. 2. The spectrogram depicts the time-frequency map of phonocardiogram. The
second graph of the figure depicts a breathing region. The third graph depicts the filtered
and Hilbert transformed signal. The last graph of the figure depicts spectra of the Hilbert
transformed signal. Here the breathing period is visible, furthermore a high frequency
(120-130 Hz) component takes part in the signal (the first graph of the picture).

VI. CONCLUSIONS

Long -term fetal breathing monitoring is still not in every-
day clinical use. Phonocardiography could offer a reliable
and easily accessible method to monitor fetal well-being,
eventually to prevent complication during pregnancy.

In our examination we recorded 2500 cases with Fetafon
tool. In the time-frequency domain analysis of fetal heart
sound on the 2500 cases, a very strong correlation was
found between the breathing rate (0.5-1.5 Hz) and very high
frequency components (120-130 Hz). In order to clarify the
clinical relevance of our finding, it is necessary to carry
out further complex examinations accompanied by parallel
ultrasound measurements.
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Fig. 3. The spectrogram depicts the time-frequency map of phonocardiogram. The
second graph of the figure depicts a breathing region. The third graph depicts the filtered
and Hilbert transformed signal. The last graph of the figure depicts spectra of the Hilbert
transformed signal. Here the breathing period is visible, furthermore a high frequency
(120-130 Hz) component takes part in the signal (the first graph of the picture).

Fig. 4. The spectrogram depicts the time-frequency map of phonocardiogram. The
second graph of the figure depicts a breathing absence region after a breathing period.
The third graph depicts the filtered and Hilbert transformed signal. The last graph of
the figure depicts spectra of the Hilbert transformed signal. The breathing period is not
visible.
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Gynäkologie, pp. 2, 1888.

[3] Michael Y. Divon, Respiratory sinus arrhythmia in the human fetus,
American Journal of Obstetrics and Gynecology, pp. 425-428, 1985.

[4] Michael K. Georgieff, The Role of Iron in Neurodevelopment: Fetal Iron
Deficiency and the Developing Hippocampus, Biochem Soc Trans., pp.
1267–1271, 2009.

[5] H. G. Goovaerts, A transducer for recording fetal movements and sounds
based on an inductive principle, Clinical Physics and Physiological
Measurement, pp. 61-65, 1989.

[6] M. David, Maturation of fetal cardiac autonomic control as expressed
by Fetal Heart Rate variability, Computers in Cardiology, pp. 901-904,
2006.

[7] Michael Y. Divon, Respiratory sinus arrhythmia in the human fetus,
American Journal of Obstetrics and Gynecology, pp. 425-428, 1985.

[8] Michelle Murray, Antepartal and Intrapartal Fetal Monitoring: Third
Edition, American Journal of Obstetrics and Gynecology, pp. 1-59, 1993.

125



[9] Ayush Kumar, An efficient thresholding technique for segmentation of
Phonocardiographic Signals, IEEE, pp. 154-157, 2013.

[10] Michael Y. Divon, Respiratory sinus arrhythmia in the human fetus,
IEEE, pp. 425-428, 1985.

[11] M.R. Ortiz, Analysis of high frequency fetal heart rate variability using
empirical mode decomposition, IEEE Computers in Cardiology, pp. 675-
678, 2005.

[12] J. Andrews, The variability of fetal breathing movements in normal
human fetuses at term, American Journal of Obstetrics and Gynecology,
pp. 280-282, 1985.

[13] Kathleen M. Gustafson, Fetal cardiac autonomic control during breath-
ing and non-breathing epochs: the effect of maternal exercise, IEEE Early
Human Development, pp. 539-546, 2012.

[14] Y. Noguchi, Breathing modulates fetal heart rate, IEEE Fifteenth Annual
Northeast Bioengineering Conference - Boston, pp. 233-234, 1989.

[15] Foulquiere K., Using Modified Fetal Monitor and Signal Processing
to Detect Fetal Breathing Movement, IEEE 2000 IEEE Ultrasonics
Symposium, pp. 1391-1394, 2000.

[16] Ferenc Kovacs, A rule-based phonocardiographic method for long-
term fetal heart rate monitoring, IEEE Transactions on Biomedical
Engineering, pp. 124-130, 2000.

[17] Kai Yang, An adaptive real time method for fetal heart rate extraction
based on phonocardiography, IEEE Biomedical Circuits and Systems
Conference, pp. 356-359, 2012.

[18] J Patrick, Patterns of human fetal breathing activity at 34 to 35 weeks’
gestational age, Am J Obstet Gynecol., pp. 507-513, 1978.

[19] M.N. Ansourian, Autoregressive spectral estimation of fetal breathing
movement, IEEE Transactions on Biomedical Engineering, pp. 1076-
1084, 1989.

[20] Patrick Zemb, Prenatal observation of heart rate sequences presenting
entropic analogies with Sudden Infant Death Syndrome: preliminary
report, IEEE 26th International Symposium on Computer-Based Medical
Systems, pp. 421-424, 2013.

[21] Maryam Samieinasab, Fetal phonocardiogram extraction using single
channel blind source separation, IEEE 2015 23rd Iranian Conference on
Electrical Engineering, pp. 78-83, 2015.

[22] F. Kovacs, Fetal breathing transmission in phonocardiographic mon-
itoring telemedicine systems, Conference of the IEEE Engineering in
Medicine and Biology Society, pp. 5226-5229, 2006.

[23] Motokazu Higuchi, Relationship between the Duration of Fetal Breath-
ing Movements and Gestational Age and the Development ofthe Central
Nervous System at 25–32 Weeks of Gestation in Normal Pregnancys,
Gynecologic and Obstetric Investigation, pp. 136-140, 1991.

[24] Hong Tang, Separation of Heart Sound Signal from Noise in Joint Cycle
Frequency–Time–Frequency Domains Based on Fuzzy Detection, IEEE
Transactions on Biomedical Engineering, pp. 2438-2447, 2010.

[25] R. M. Rangayyan, Biomedical Signal Analysis: A Case Study Approach,
Univeristy of Calgary, Alberta, Canada, pp. 187-190, 2002.

[26] DG Talbert, Wide bandwidth fetal phonography using a sensor matched
to the compliance of the mother’s abdominal wall, IEEE Trans Biomed
Eng., pp. 175-181, 1986.

[27] A.J. Zuckerwar, Development of a piezopolymer pressure sensor for a
portable fetal heart rate monitor, IEEE Trans Biomed Eng., pp. 175-181,
1986.

126



Sensory Robotics Assisted Dental Applications
Balázs JÁKLI
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Abstract—Dental implant installation in the patient’s jaw is
one of the most challenging procedures in dental medicine. This
operation puts high stress on the patient with multiple stages of
surgical intervention. On the patient’s side, due to the complexity
of the surgery the price of medical implant embedding is high,
and results a long healing time. On the doctor’s side, the process
requires high routine and concentration. With the support of
modern medical imaging techniques and special instruments, the
implant drilling procedure might be refined to 0.01 millimeter
positional accuracy and 1° angular accuracy. If so, then the
implants can be manufactured before the invasive surgery, and
can be installed right after the abutment placement. With this
improved process the three-step process could be executed in one
surgery, reducing stress, healing time and price of the procedure.
the critical step in this proposed method is the automated or semi-
automated drilling of the implant’s bore in the patient’s jaw. This
paper introduces the method and the instrument model of this
automated drilling process.

Keywords-dental implant, automation, medical imaging,
robotics, sensors, sensory robotics, medical robots

I. INTRODUCTION

The most widely practiced method of placing dental im-
plants is a ”staged surgery” procedure. The first stage consists
of surgically burying the implant (which replaces the tooth
root) flush with the bone but underneath the gum. This protects
the implant from force while it is healing. At the end of this
healing period, the implant needs to be surgically exposed by
removing some of the overlying gum.

At this second stage, the surgeon checks the implant his
for its successful integration and connects some form of post
which penetrates through the gum into the mouth. This post is
called the abutment. Abutments come in many forms and can
be stock-manufactured or custom-molded by your dentist and
a laboratory. The gum is allowed to heal around the abutment
and form a cuff or collar through which the dentist has access
to the implant when preparing the final restorative stage of
placing the prosthetic tooth or teeth.

Research has shown that it is often possible to place a
suitable abutment at the same time as the implant. This has
certain limitations but can eliminate the need for a second
surgery to expose the implant. However, the implant still
requires adequate healing time for the bone to osseointegrate.

The abutments must also be protected from chewing forces
during this period to assure effective bony integration and
successful healing. Once the implants have had a chance to
heal and have been tested for successful integration, the final
restorative step takes place. This stage consists of fabricating
and connecting the prosthetic teeth to the successfully osseoin-
tegrated implants.[1]

Step 1: implant placement healing

Step 2: abutment placement Step 3: prosthetic teeth installation

http://www.osseo.org

During the regular process, The first step is the CT scanning
of the patient. On this image the doctor inspects the proposed
implant’s location in the bone. This is followed by the drilling
if the implant’s bore with a pneumatic drill guided by hand.
This drilling has the accuracy of <1mm. After the implant
placement, another CT scan is performed to inspect the final
location of the implant screw. The prosthetic tooth manufactur-
ing starts based in this data. Mihály Vaszilkó MD DMD Phd.,
assistant professor of the Department of Oro-Maxillofacial
Surgery and Stomatology of the Semmelweis University pre-
sented to our workgroup his theory of a new method of a
more precise implant placement technique. According to his
method, if the proposed and the final locations of the implant
screw would be the practically the same, the manufacturing
of the abutment and the tooth can be done after the first CT
scan, before the drilling. This would give us the opportunity
to finish the three-steps procedure in one operation. Reducing
the number of surgeries will reduce the chance of infection,
shorten healing time and provide the patient an increased
comfort.

B. JÁKLI, “Sensory Robotics Assisted Dental Applications” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of Information Technology
and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016, pp 127– 130.
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Performing this modified operation model on humans is not
currently in scope. Doing so would require heavy medical
ethical surveys and trials. The requirements of these test are
not met yet. Medical approval of robotic systems working
alongside humans has a long lead time. The scope of this
work is to create a test bed to inspect the possibilities of such
an automated method. Further possibilities will be discussed
based on the results.

II. RELATED WORK

One of the founding articles of automated implant place-
ment systems was Precision of transfer of preoperative plan-
ning for oral implants based on cone-beam CT-scan images
through a robotic drilling machine by Thomas Fortin et.
al.[2]. In that study, an image-guided system for oral implant
placement was assessed. A specially designed mechanical tool
has been elaborated to transfer the preoperative implant axis
planned on 3-dimensional imagery into a surgical template by
a numerically controlled drilling machine. The main drawback
of image-guiding systems is the use of preoperative computed
tomography, which is expensive and delivers high radiation
doses. Therefore, in that study the image-guiding system
was coupled with a cone-beam tomograph that significantly
decreased both cost and radiation doses. Three edentulous
models were used. To determine the accuracy of the system,
the ability of a 1.8-mm diameter drill to enter a 2.0-mm
diameter, 10-mm-long titanium tube inserted on the model
with no contact was verified. Because the drill entered the
tubes with no contact and went beyond the end of the tube,
the transfer error was less than 0.2 mm for translation and
less than 1.1° for rotation. The method presented there is
low cost and high precision compared to other technological
solutions such as tracking. That system’s capabilities allowed
the doctors to perform precise drilling even in thin bone. But
this system is not precise enough to allow the pre-drilling
prosthesis manufacturing [2].

Another standard and relatively low price tool to assist the
drilling is base in the patent ”System for preparing the placing
of a dental implant” US 6296483 B1 [3]. This is a system
of transfer of a simulated position of a dental implant from an
X-ray scanner to a robot for drilling a cradle of reproduction,
in complementary shape, of a dental casting. The system
includes at least one mechanical support and means adapted
to removably connecting in a reproducible position the cradle
to the support, the cradle containing at least two rectilinear
non-concurrent elements visible by X-rays [3].

Robot-assisted placement of prosthetic implants are also
common in other areas, such as ear and face implants. ”Robot-
Assisted Placement of Craniofacial Implants” by M. Kleit
et.al. discusses cranofacial (face) implant positioning [4]. The
purpose of that study was to improve and accelerate the reha-
bilitation process for patients with severe ear microtia with an
implant-anchored auricular prosthesis. A medically approved
robot system was used to place the craniofacial implants and a
new process was developed for preoperative fabrication of the
prosthesis using a rapid prototyping technique. Materials and
Methods: Preoperatively, after computerized tomography, the
implant positions were determined in a planning tool according
to bone availability and esthetic considerations. Intraopera-
tively, the robot showed the surgeon the planned implant
positions and guided the placement procedure. Results: The
accuracy measurements showed that with this robot system,

absolute implant position accuracy of approximately -0.5 ± 0.4
mm, a relative accuracy between the implants of approximately
0.2 ± 0.5 mm, and a deviation from the parallel position
of approximately 0.6 ± 0.5 degrees were achieved. Thirty
implants were placed in 13 patients with robot assistance with
no intraoperative injuries. Discussion: This technique made
it possible to apply the preoperatively fabricated auricular
prosthesis directly after surgery. Conclusion: From this ex-
perience it can be concluded that the robot system and the
new manufacturing concept for anaplastology can be applied
advantageously in other areas of the head as well [4].

Surgical templates are widely used in dental medicine. They
help the precise positioning of drill holes and implants. Creat-
ing those templates is not easy and requires high experience.
Leaving templates would be beneficial, if robotic systems
could replace the positioning template adaptively. ”Surgical
template assembly and method for drilling and installing dental
implants” US 5967777 A defines the creation and useage
of standard surgical templates [5]. This is a patent defining
a surgical template and method for drilling osteotomies (e.g.,
holes in a jawbone) and installing one or more dental implants
using a surgical template assembly. The surgical template
assembly is provided with one or more drill guides and one
or more dental implant guides. The guides are positioned in
the surgical template assembly by a computer-driven milling
machine interfaced with a computer-generated image of a
patient’s jawbone and a computer-generated simulation of at
least one dental implant so that when the surgical template is
placed in the patient’s mouth a trajectory of the guides in the
surgical template into the patient’s jawbone corresponds to a
trajectory of the computer-generated simulation of the dental
implant into the computer-generated image of the patient’s
jawbone. Preferably, three fiducial markers, provide posi-
tional coordination between the CT scan data, the computer-
generated simulation of the dental implant, and the computer-
driven milling machine [5].

Reliability of surgical planning based on 3D imaging soft-
ware thechnology was investigated in ”Reliability of Preoper-
ative Planning of an Image-Guided System for Oral Implant
Placement Based on 3-dimensional Images: An In Vivo Study”
by T. Fortin et.al. [6] The purpose of that study was to assess
the reliability of the planning software of an image-guided
implant placement system based on a mechanical device cou-
pled with a template stabilized on soft tissue during surgery.
Materials and Methods: Thirty consecutive partially or com-
pletely edentulous patients were treated with the image-guided
system. For each patient, a study prosthesis was fabricated and
duplicated in acrylic resin and served as a scanning template.
Axial images were obtained from a computerized tomographic
scan and transferred to planning software that provides real 3-
dimensional information to plan implant position. Once the
final position of the implant was defined, preoperative data
such as the size of implants and anatomic complications were
recorded using the planning software. The scanning template
was then drilled in that exact position by a drilling machine.
During surgery, the drilled template was used as a drill guide.
After implant placement, intraoperative data were recorded
and statistically compared with the preoperative data using
the Kendall correlation coefficient for qualitative data and the
Kappa concordance coefficient for quantitative data. Results:
Agreement between the preoperative and intraoperative data
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was high for both implant size and anatomic complications.
The Kendall correlation coefficient was 0.8 for the diameter
and 0.82 for the length. The Kappa concordance coefficient
was 0.87 for both dehiscence and bone graft, 0.88 for os-
teotomy, and 1.0 for fenestration. Discussion: In the few
instances where planning was not perfect, implant placement
was completed in a clinically acceptable manner. Conclusion:
The results suggest that the image-guided system presented is
reliable for the preoperative assessment of implant size and
anatomic complications. It may also be reliable for flapless
surgery [6].

III. SYSTEM MODEL

Autonomic – or semi-automatic – drilling of the jawbone
depends on the real-time position and orientation detection of
the jaw. The drilling system has to know exactly the relative
position and orientation of the specified hole and the drilling
bit. Recent research work sampled above used optical-based
localisation of the jaw and skull. This enabled quite decent
automatic drilling, better than human hand drilling, but not
precise enough to use pre-manufactured replacement teeth.
Our method of localisation is instead of relying on optic
principle is based on magnetic hall encoders. With a series
of these encoders, we can detect the relative location and
orientation between the jaw and the drill.

Mechanical measurement relies on mechanical interconnec-
tion between the jaw and the encoder, and also between the
encoder and the drilling robot. The encoder-robot connection
can be almost any solution that seems reasonable to the
engineer. The jaw-encoder interconnection is not so trivial.
This solution can be divided into two groups. If the patient has
enogh teeth, we can use a mechanical template mounted on
the teeth. This solution has some already use principles in daly
practice. This can be 3D printed plates based in CBCT scans
if the jaw, or something equivalent. The problem gets harder
is the patient has not enough teeth to contact the encoder.

If the patient has no useable ”mecahical mounting points”,
than one or two small titanium screws will be inserted into the
bone. According to the original method of Mihály Vaszilkó
MD DMD Phd., we modified the form of a known fixing
screw with the help of Mátyás Takács, Promed 2000 Kft. (H-
6800 Hódmezővásárhely,Rigó u. 33.). Mr Takács helped us
with the manufacturing too. These will have the diameter of
1-1.5mm, and the length of about 5mm. These screws will
have a hexagonal head that has dual purpose. The screw will
be driven with a screwdriver at this point, and some optical
CBCT marker will be located here temporarily as well. The
marker is required for CBCT localisation of the screw, because
the titanium has a very low contrast ratio at CBCT scans. The
dentist will drill a small ( 0.8mm) hole in the bone, drive the
screw in, and fix the marker on the screw.

The marker is manufactured from a softer material with the
density around the density of the human bone. This is required,
because the CBCT instrument is calibrated to this density. The
current prototypes are from POM (polyoximetilene) and from
teflon. The dentist scans the patient with attached markers,
then removes the markers, because the encoder chain will
occupy the same mounting slot. From the CBCT scan, the
drilling parameters will be calculated with a custom software.
Then the dentist will power on the drilling robot arm, move
the drill near the patient’s jaw and attach the robot’s encoder
to the patient.

Fig. 1. Markers on the titanium screws in the jaw

From this point, the robot will be attached relatively to the
patient. Of the patient will move a bit, the robot will follow.
This relative attachment is necessary to safely operate in the
mouth. It has to be noted, that the patient’s movement in this
state is heavily unrecommended. The patient’s head should be
fixed with standard dental equipment to prevent motion of any
kind. The relative position following function of the robot still
needs to be implemented for safety reasons.

With the robot attached and the drill program prepared, the
system could adaptively find the required location to drill and
could drill the hole on its own. For safety and comfort reasons
the system will be semi-automatic for a while. This means, that
the robot will be responsible for the relative placement of the
drill to the required position. The dentist will have one degree
of freedom to operate the drill in the drilling axis only.

Fig. 2. Double-screw configuration. The screws are interconnected after
driven into the bone to prevent rotating motion.

IV. RESULTS

Titanium screws and PFTE markers were designed and
manufactured. They were located into a prepared human lower
jaw and some CBCT scans were performed on them. The
results showed the PFTE marker’s contour with high resolution
validating the marker design’s performance. In the current
design, the marker is held in place with an aluminum or
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Fig. 3. Two-axis rotational encoder based on rotational hall encoders.

Fig. 4. 6D encoder chain mounted on the jaw.

POM nut, but this had to be removed to achieve the necessary
contrast. The marker’s inner diameter will have to be modified
to fit the screw tightly without further fixtures.

A two-axis rotary encoder was designed and prototyped.
Each axis measures the rotation with a TLE5012B 15/16 bit
resolution. This gives us 0.01°angular resolution per axis (after
calibration). To achieve the maximal positioning accuracy the
links between the encoders will need to be shortened.

The current processing software is based on MATLAB. This
software reads the CBCT scan data, and visualizes the content.
We can manually insert the drilling hole location in the model.
The output is the drill hole axis located in the coordinate
system of the encoder on the screw.

This data is imported in a ROS (Robot Operating System)
application that reads the encoder chain data, localizes the
necessary drill hole in the 3D space and controls the UR3/UR5
robot to perform the operation.

V. CONCLUSIONS AND FUTURE WORK

In the following months the drilling test-bed will be com-
pleted, and some tests will be performed on 3D printed jaws
and probably on some animal heads. The test environment will
consist of a UR5 robot, a customized dental chair and dental

Fig. 5. Proof-of-principle automatic implant drilling system model. Encoder
chain is located near the head in the left. The yellow robot beside the patient
is responsible for the drilling.

drill, a custom 7th axis on the UR robot arm and the developed
6-axis encoder chain.
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Abstract—Today, on the threshold of the fourth industrial
revolution (or industry 4.0) it became important to rethink
the guideline of industrial control systems. Usually, the most
widely used control systems contain a centralised CU and some
modules controlled by it - like PLC and lots of remote IO
modules connected by some sort of wired network. The remote
IO modules are responsible for controlling and monitoring the
equipments, but they are not capable of making decisions. Their
only autonomic error handling capability is to turn on or off
an (analog or digital) output in case of network error. In some
simple cases this is enough to stop safely a motor or close
a valve after a connection loss, but in complicated cases, this
behaviour can cause material loss or injuries. To prevent this,
the distance between the actuators and the decision-making logic
should be minimised. The intelligent remote IO modules could
eliminate the risk of network error and reduce the response
time, but recently we don’t have a good method to ensure the
reliable communication between these IO modules neither a good
programming method. Our goal is to develop a reliable protocol
for these systems which covers the problem of communication
and programming. For this, we need an easy-to-use programming
toolset, a task distribution method and a communication protocol.
Because they are strongly building on each other, we can’t
separate their designing.

Keywords-industrial; WSAN; Wireless sensor and actuator
network; Industry 4.0; parallel programming; heterogeneous
network;

I. INTRODUCTION

In the past two centuries there were three industrial rev-
olutions (1. figure). During the first one was the transition
from hand production methods to mechanisation[1], during the
second one, the emphasis was on the introduction of assembly
lines and on mass production and during the third one, the
reconfigurable, programmable controllers replaced the hard-
wired, relay-based control panels.

Fig. 1. The four industrial revolutions

Until the first decade of the 21th century, mostly the results
of the third industrial revolution gave the guidelines for the
industrial controlling. The PLC-s widespread throughout the
industry and acquired the 83% of the industrial control market
segment[2]. Altough more than 40 years have passed since the

first (1968) PLC-s, the basic principles have not changed too
much. The early PLC-s had to be[3]:
• flexible and easily reprogrammable, like a PC;
• easily maintainable and programmable in line with the

so-called ladder logic;
• resistant to dirt, moisture, vibration, which are common

in industrial environment;
• modular and easily expandable.
In the viewpoint of this paper, the next important step was

the invention of remote IO-s. The first Remote IO was the
production of Allen Bradley in 1976.[4] The remote IO-s
simplified the communication networks significantly. In this
new hierarchical structure, the PLC controlled the remote IO-
s, which were connected to the actuators and the sensors.
(There was no longer any need for a PLC to connect the
devices to be controlled.) Today, most PLC-based control
systems contain a PLC and lots of remote IO-s, but the idea
behind the remote IO-s is the same as in 1976: The PLC
is the only intelligent device in the network, the remote IO-
s just execute the got instructions. Only the communication
methods evolved. (The most popular communication methods
are Ethernet/IP or Profibus based but in new systems the
Ethernet/IP-based ProfiNet is preferred.)

With the use of remote IO-s, the price and complexity
of an industrial control network greatly reduced, but there
are some drawbacks, too. In the industrial control systems,
the main focus is on the failure handling, because a small
disruption (some minutes long) in the production can cause
huge material loss. (Not to mention the chain reaction of
failures: A small disruption of a utility system can cause
failures across the whole plant.) The remote IO-s (because of
their low price) are not as sophisticated devices as the PLC,
in the case of network error they can set their outputs only
some predefined default state independently from the inputs.
This behaviour is sometimes enough (for example, stopping a
motor can be a good choice in the case of network loss), but
in some complicated situations, it can damage the equipment
(for example, see figure 2).

Today, the industrial productions and needs are more com-
plex to handle them with the original principles of the third
revolution. This was recognised by the German Federal Min-
istry of Education and Research when they published an
article about the future of industry and the fourth industrial
revolution, the so-called Industry 4.0.

II. THE ADVANTAGES OF DECENTRALISED CONTROL
NETWORKS ACCORDING TO INDUSTRY 4.0

Industry 4.0 (or Industrie 4.0 in German-speaking countries)
is not an exact concept, more like an umbrella term with

M. LŐRINCZ, “The open research areas in distributed wireless industrial monitoring and control network” in PhD Proceedings Annual Issues of the
Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest:
Pázmány University ePress, 2016, pp 131– 134.
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Fig. 2. This is a part of a cooling circuit. In the primer pipeline (with
temperature meter TT-A706) the water is circulated from CWT-C tank to
cooling towers via two heat exchangers (HEX1 and HEX2, but the last one
is not presented on this image trim) by the pump on the bottom. In the
seconder pipeline (with temperature meter TT-A707) the water flows between
the production equipments and the HEX-s. To prevent the damage of the HEX-
s after an emergency stop, the primer water circuit’s pump has to continue the
circulation until the TT-A706 temperature sensor’s value falls below a critical
level. After that, the C1/CV/06 valve has to close to prevent the reflux. This
stopping sequence is too complex for a remote IO.

some design principles. The fallowing definition was given
by Herman, Pentek and Otto in their review article[6]:

Industrie 4.0 is a collective term for technologies
and concepts of value chain organization. Within
the modular structured Smart Factories of Industrie
4.0, CPS [Cyber Physical Systems] monitor physical
processes, create a virtual copy of the physical
world and make decentralized decisions. Over the
IoT [Internet of Things], CPS communicate and
cooperate with each other and humans in real time.
Via the IoS [Internet of Services], both internal and
crossorganizational services are offered and utilized
by participants of the value chain.

To make decentralised decisions, we need lots of small con-
trollers with local responsibility organised in a Programmable
Control Network. The functional model of a PCN goes
against the currently widespread practice, but a distributed,
decentralised architecture has lots of advantages:

• Local responsibility means also modularity. Respecting
the interfaces, the independent systems can be replaced
without any side effects.

• It’s easier to customise a product on a decentralised
architecture, because the different parts of the recipe
(or batch) can be modified independently and with local
batch, the decisions can be made locally[7].

• In a distributed factory, it’s even possible to store the cus-
tomised batch on the product. (For example, in an RFID
chip[8] or in a more sophisticated built-in controller.)

Of course there are difficulties to be solved, because the
common programming methods in the industry are based on
assumptions, like
• controllers run a single-threaded, real-time operation sys-

tem;
• subprograms are synchronised and serialised;
• communication paths are well-defined and constant;
• the borders and responsibilities of different programs are

clear, because they are running on different controllers.
To design marketable control networks (which can compete
with the PLC-s), we need a toolset containing techniques,
protocols and methods to eliminate (or at least reduce) the
drawbacks and help maximise the advantages.

III. THE DESIRED TOOLSET OF A PCN
In general, a PCN is a network composed of heterogeneous

nodes connected by various reliable routes. All of the members
have well-defined resources (like memory and CPU speed),
physical IO-s connected to sensors and actuators (which can
be modelled as resources, too) and a communication neigh-
bourhood set.

A. The programming of PCN

The network can be described by two matrices: A con-
nection and a resource matrix. The connection matrix is an
adjacency matrix written on the graph of the network. (To
support moving nodes, the connection matrix can be time-
dependent.) The resource matrix assigns all the resources
(including actuators and sensors) to the nodes. Its elements
are non-negative numbers or ∞. Non-negative numbers can
represent the computing capacity, the available memory, bat-
tery capacity or any finite resources consumed by the tasks.
The ∞ elements represent the actuators and sensors (see on
fig. 3).

Fig. 3. Above is a simple control network, to the right is the network’s
connection matrix and to the left is the resource matrix.

The programming of PCN comprises the following three
steps:

1) Divide the specification into weakly dependent pro-
cesses.
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In most cases, this is the easiest step, because the spec-
ification given by the customer already contains some
kind of separation. Two process is weakly dependent
on each other, if they communicate trough only status
bits. This is not an exact step, but the good separation
of the processes will facilitate the further steps. (This
step is also important for a traditional PLC program.
For example RSLogix 5000 use the term Program[9]
for these processes.)

2) Identify the atomic tasks and their communication needs.
The atomic task is a group of unparallelisable instruc-
tions. Its inputs and outputs are streams and it can read
or write status bits. A task is connected to an other if it
needs a stream generated by the other.

3) Distribute the tasks between the nodes of PCN.
A task can run on a node, if the node have enough
resources. Of course if two tasks connect to each other,
they should run on nearby nodes to minimise the com-
munication overhead.

To allow the PCN to be marketable, the developers need a
toolset which makes the previous three steps optimal and as
easy as possible. The remainder of this chapter will discuss
the implementation of the last two steps. (The first step is not
PCN-specific.)

B. A programming language to describe atomic tasks

Identifying the atomic tasks can be a complex problem if
the programmer uses a traditional language, but if he or she
gets the proper language to describe the tasks and relations, it
can be automated. The easiest would be to ask for a data flow
graph because each node of the graph is an atomic task, but
would be too complex for a human even in simple cases.

My solution for this problem is a two-level language which
can describe the data flow graph with high-level programming
structure. A full presentation of the language is not possible for
space reasons but I will show a simple examples. The current
version of the language is text-based with a Python-like syntax,
but it’s easy to compile it to a Labview-like box-logic.

A Cooley-Tukey FFT algorithm[10] can be seen on figure 4.
On the top of the figure is a part of the box-logic with recursion
and branching. A box can contain two different kind of logic:
• it can call other boxes, like in this case box DFT call box

Split array, itself and box Combine array if parameter
length > 1 (high level), or

• a box can contain some kind of code in some traditional
language (low level).

The compiler (which generate the data flow graph) will
start from the top level box with given parameters, execute
the control operations (like cycles or branches) and fallows
three simple rules:
• If it finds a code block, it generates an atomic task (node

of the data flow graph).
• If it finds called boxes, it continues the run.
• If it finds mixed code and box calles, it raises an error.
This language ease the generation of data flow graph and

the programmer has full control over the content of its nodes.

C. The task-distributor algorithm

After we have the data flow graph of our application, we
have to assign each atomic task to a node of the control
network respecting some constraints.

toplevel_DFT_0

disassembleArray_1

disassembleArray_3 disassembleArray_8

DFT_4 DFT_5 DFT_9 DFT_10

combine_6

combine_12

combine_11

Fig. 4. Above is a high-level parametrised description of FFT, below is a
realised data flow graph with parameter length=8.

Firstly, the assignment must not overload any node. Every
atomic task has a resource requirements and each g node and
its H ′ tasks must be satisfied that

∀i
∑

h∈H′

ki(h) ≤ ki(g)

where ki(h) is the need of task h from the ith resource and
ki(g) is the g node’s capacity from the ith resource. This
is a physical constraint. An assignment satisfying this is just
realisable but not necessarily optimal.

An optimal assignment has to map the interdependent
atomic tasks close to each other. On figure 3 that means, that
DFT 5 and combine 6 should be run on the same (or at least
adjacent) nodes. To formulate this constraint we have to define
a metric on the task graph, an other metric on the control
graph and some weight-function to calculate the goodness of
an assignment. This can’t be done regardless of the application.

Finally, because an industrial application must be robust, we
have to preserve the redundancy of the control network during
the assignment. This means that a node can have an atomic
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task exclusively, if and only if its failure would destroy the
network anyway. (It has an application-critical sensor or the
control network falls apart without it.)

Creating an assignment with the constraints above is an
NP-complete problem but with some simplifications, it can
be solved by a graph partitioning algorithm.

IV. SOLVING THE TASK-DISTRIBUTING AS GRAPH
PARTITIONING PROBLEM

The graph partition problem is defined on a graph G =
(V,E) (where V is the set of vertices and E is the set of
edges). The goal is to partition G into smaller components
with specific properties. Most commonly, the optimisation
condition is to minimise the number (or weight) of edges
between the partitions and there may be additional criteria
to the maximum size of partitions.

This section shows how to simplify the original task-
distributing problem so it can be handled with a graph parti-
tioning algorithm. However these simplifications will make the
resultant solutions moderately usable in real-life applications,
they are useful to find an appropriate polynomial algorithm,
because GPP is a well-known problem.[11]

A. Reducing atomic task distribution to GPP

In atomic task distribution (ATD) the solution is a function
which maps the nodes of the task graph to the nodes of the
control network. This mapping function (call it m) have to
minimise the edges between interdependent tasks mapped into
different nodes of the control network without overloading
them. It also has to provide the redundancy of tasks mapped
into dispensable nodes.

There are two main difference between GPP and ATD:
1) the mapping is disjoint in GPP but not in ATD because

of the redundancy;
2) in GPP the maximum size of a partition is a well-defined

integer but in case of ATD the quantity of tasks assigned
to the same node determined by multidimensional re-
source vectors.

To eliminate these differences, we have to ignore the redun-
dancy criterion and use only one dimensional resource vectors.
In some simple application, this mitigation is acceptable and
with them, we can handle the ATD with the algorithmic toolset
of GPP.

V. CONCLUSION

The new demands of industry will sooner or later trigger
a new industrial revolution where the decentralised decisions
and control will have great importance. As this goes com-
pletely against the current practice, we need use and customise
solutions from other areas to create the control system meeting
the new demands.

In this paper, I presented the concept of Programmable
Control Networks as a possibly successors of the traditional
PLC. To design a marketable product (especially a successor),
we can’t just throw away every current methodology and
except the users to learn a new technology. With a new, two-
level programming language, the programmer can describe
the connections between the atomic tasks with a graph-based
language and can use ladder logic or any traditional language
to define the tasks.

After the programmer finishes the program, the compiler
must optimise for the current (maybe dynamic) control net-
work. Due to the huge size and heterogeneity of the network
an ideal optimiser is unrealisable. We need to use some kind
of heuristic. Since this step has similarities to the Graph
Partitioning Problem, we can use and improve its solutions.

Although there are still many open questions, the concept
of PCN looks promising.
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[11] Buluç, Aydin, et al. ”Recent advances in graph partitioning.” CoRR,
abs/1311.3144 (2013).

134



Dual-pixel CMOS APS architecture for intra-frame
speed measurement
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Abstract—A dual-pixel APS sensor architecture is proposed
in this paper, for vision based speed measurement applications.
The proposed sensor integrates two separate imaging element
on pixel level, and is designed to generate two separate images:
the primary sensor generates a good quality image of the scene
for vehicle identification, while the secondary sensor is used for
speed measurement, based on the intra-frame displacement of
the vehicle. A scaling process is also shown for the sensitivity of
the secondary sensor for a specific illuminance value.

Keywords-CMOS Sensor; Global Shutter Efficiency; Multi
exposure; Motion Blur; Speed Estimation; Dual-pixel

I. INTRODUCTION

Speed measurement plays an important role in traffic
management and control, which enables authorities to man-
age the traffic flow. The most common devices used for
speed measurement, are based on active sensing technologies,
like RADAR or LIDAR speed guns. According to US De-
partment of Transportation National Highway Traffic Safety
Administration[1], these devices measure the movement speed
of the vehicles with high precision, with only a +2, -3 km/h
tolerance in the measurement. On the other hand, these tools
are expensive, and thus not suitable for example, to monitor
the whole road network of a city, which would require a large
number of sensing nodes. In addition, a camera is used along
with these devices to perform the license plate recognition, to
identify the vehicles. In this work, we present an alternative
solution, in the form of a vision based speed measurement
concept, which has an advantage of using a single sensor for
both the speed measurement and the license plate recogni-
tion. Vision-based displacement calculation methods can be
divided into two categories: inter-, and intra-frame. Inter-
frame methods, like optical-flow based algorithms calculate
the displacement of certain objects between two frames, or
image sequences. On the other hand, intra-frame methods[2],
[3], [4], [5], [6] measure the displacement during the exposure,
thus capable of providing speed estimates based on a single
image. For the latter case, there are only a few publications
available[2], [3], [4]. In these papers, the authors utilize the fast
shutter speed and the high resolution of the selected camera,
to achieve 2% measurement error, with a deblurring method.
Our approach is based on a different measurement principle,
using a low-end image sensor, which provide similar accuracy,
with better image quality in the region of interest, without the
need for deblurring, as described in [5] and [6].

The paper is composed in the following way. The measure-
ment concept and the double-exposure method is described in
Section II, as well as the results of preliminary work using
low global shutter efficiency imagers. Section III contains the
description of the novel dual-pixel architecture, and design

Fig. 1. Exposure-control scheme of the proposed method, with the primary
[0,τ1] and the secondary [τ1,τ2] exposure having different QE values.

considerations related with photodiode scaling based on a
given luminous intensity value, and the specifications of the
selected technology. Section IV gives a short summary of the
work.

II. INTRA-FRAME SPEED MEASUREMENT CONCEPT

The proposed intra-frame speed measurement concept is
based on a modification of the sensor shutter, which ensures
sufficient image quality for the license plate recognition,
while still holding information describing the intra-frame
motion of the vehicles. To achieve such an image, a multi-
exposure method has been developed. The modified shutter
cycle contains three states of the electronic shutter: open state
(primary exposure), semi-open-state (secondary exposure), and
the close states. We modeled these integration intervals with
different Quantum Efficiency (QE) values, as you can see in
Fig. 1. Quantum Efficiency describes the photon to electron
conversion efficiency of a sensor in the following way:

η =
Jhν

Ψq
(1)

where J is the incident photon generated current density, q is
the elementary charge, Ψ is the optical power density, while
hν represents the energy of one photon. This means, that
in the case of the secondary exposure, much more incident
light power is required to generate the same signal on the
sensor. As a result of this double-exposure method, we get
a superimposed image. The short primary exposure generates
a sharp image, and the longer secondary exposure with lower
QE results in a motion blurred image, where only the brightest

M. NÉMETH, “Dual-pixel CMOS APS architecture for intra-framespeed measurement” in PhD Proceedings Annual Issues of the Doctoral School, Faculty
of Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress,
2016, pp 135– 138.
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Fig. 2. Superimposed image acquired with the low-GSE Aptina MT9M021
CMOS sensor. The saturated trace represents the movement of the headlights
during the readout phase.

regions of the scene will appear (Fig. 2). If we consider a
measurement situation, where there is a moving vehicle in
front of the camera system with the headlights turned on, light
traces will appear on the image, representing the movement
of the headlights during the secondary exposure. The length
of the traces will be proportional with the movement speed of
the vehicle, thus the speed measurement can be interpreted
as length measurement on the image plane. If the exact
spatial geometry of the measurement setup, and the length
of the secondary exposure is known, we can calculate the
movement speed of the vehicles. The problem formulation
and the calculation of speed estimates can be found in [5]
and [6], as well as error analytics and the description of the
measurement method itself.

A. Speed measurement with low GSE CMOS sensor

In our previous works [5] and [6], we used a suitable,
commercially available sensor for the measurements, featuring
low global shutter efficiency. Global shutter efficiency (GSE)
is a term, which describes the electrical and optical isolation
of the in-pixel memory node, and is defined as a ratio of pho-
todiode (PD) sensitivity to in-pixel store parasitic sensitivity.
Global shutter pixel arrays start the integration of incident
photons at the same time for all pixels in the array, and the
readout is performed in a row-by-row manner. At the end of
the integration, the collected charge is transferred to an in-
pixel storage node (Fig. 3.). This memory node functions as a
parasitic photodiode, incident photons will generate electron-
hole pairs in the analog storage also. The PD to storage leakage
current and the diffusion current outside of the memory node
also contribute to the parasitic current. These effects will
modify the stored photocharge until it is read out, so improving
optical and electrical isolation (improving GSE) is essential
in most CMOS imagers. There are some special applications
however, where a sensor with low GSE can be beneficial, for
example in the field of optical speed measurement. The impact
of the low GSE on an image is similar to that of the secondary
exposure phase of the double-exposure method (described in
Section II), except the length of the light trace depends on its

Fig. 3. Pixel architecture is based on a conventional 5T APS pixel. A 5T
pixel consists of a photodiode, a floating diffusion (FD - analog storage node)
and five transistors. S1X and S2X signals represent the two switches, which
perform the double sampling, and sample the signal and reset levels in the
analog storage node respectively.

vertical position on the image, and can be controlled through
the readout frequency. We developed an FPGA based test
framework, capable of controlling multiple imager modules.
The cameras use the Aptina MT9M021 CMOS sensor chip,
which features the early 3rd generation 3.75µm global shutter
pixel technology of Aptina[7]. These sensors have relatively
low GSE (approx. 1/200), which enables us to use them for the
speed measurement. The proof of concept measurements and
the complete description of the measurement method, based
on these sensors can be found in [5] and [6]. The fundamental
problem with this method is that the length measurement of
the traces has an inherent uncertainty. As you can see in Fig. 2,
there is a saturated area around the starting point of the trace,
which depends on the headlight geometry. In [6], we proposed
a method using two synchronized cameras to overcome this
problem, but the exact measurement, using a single sensor
remained unsolved.

III. SENSOR ARCHITECTURE

CMOS technologies enable the designers to implement
various pixel level control and processing innovations, as pro-
totyping of custom ASIC designs with different technologies
(including opto technologies, with anti-reflective coating, ded-
icated to CMOS imager design) are available for universities
and research laboratories. We selected a suitable technology
for our design, namely the 0.35µm AMS C35O, which is a
dedicated opto technology. Our goal is to develop an imager
capable of separating the saturated region of the headlight and
the light trace on a hardware level, making the trace length
measurement more accurate.

A. Dual-pixel Sensor

The challenge in this design remains the same as in the
previous implementations. The requirements are to provide an
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Fig. 4. Geometry of the measurement setup.

adequate quality image for license plate recognition, as well as
to generate an image, which holds information regarding the
intra-frame motion of the vehicle. To satisfy both conditions,
we proposed a dual-pixel structure (Fig. 3). Every pixel in
the array contains two PD, one of them is responsible for the
good quality image of the scene, the other one, with much
less sensitivity (QE), will be used to measure the intra-frame
movement of the vehicle. The pixel structure is based on a
conventional 5T active pixel sensor (APS) pixel with double
sampling[8]. As both primary and secondary sensors have
similar readout circuitry, one pixel contains 10 transistors. This
means, that two architecturally similar sensor elements are
integrated in a pixel of the proposed dual-pixel sensor. The
pixel-level integration is important, because of the integrity of
the spatial and temporal features of the scene. The 5T pixel
consists of an exposure control (EC) gate, a transfer gate (TG),
a reset (Rst), a source follower (SF) and a row select (RS)
transistor. The shutter functionality is implemented with EC
and TG, while SF act as a buffer amplifier to isolate the sensing
node, and RS selects the pixel in the readout phase. Both
PDs have separate exposure control, since the exposure has
to satisfy different conditions in both cases. In the case of the
primary sensor, the exposure control is similar to conventional
imagers, the integration time depends on the illuminance of
the scene. Our goal is to adapt to the lighting conditions, to
generate a sharp image of the scene. However in the case
of the secondary sensor, the exposure conditions remain the
same for every measurement situation, since only the brightest
spots of the scene - often the headlights - will appear on the
secondary image, and the illuminance of a headlight can be
specified from the isolux diagrams provided by manufacturers.
As a result, we can scale the sensitivity of the secondary PD
to a specified illuminance level.

Fig. 5. Flowchart of the PD scaling process based on the geometry
parameters, the technology parameters and the isolux diagram of a selected
headlight.

B. Integration time calculation for the secondary PD

Based on the parameters of the spatial measurement ge-
ometry (Fig. 4.) along with the characteristics of the optical
system and the sensor itself, we can calculate the length
of the light trace on the image plane in pixels for a given
vehicle movement speed. For example, in an urban traffic
situation, the speed of the vehicles is typically around 50km/h.
Based on the regulations specified in Section 1, in this case,
+4, -6% relative error is accepted in the measurements. This
specification can be directly transferred to our interpretation
of the speed measurement, as the length measurement of the
light trace on the image corresponds to the movement speed.
As a result, the previously described error range applies to the
aliasing error caused by the pixelization also, which affects
the accuracy of the length measurement on the image plane,
so we can define the required minimum length of the light
trace on the image for the given accuracy. After this, based
on a pinhole camera model and the geometry setup (Fig. 4),
we can specify the integration time for the secondary sensor,
based on 2 and 3

vtint = d = c(tan γ − α− tan γ − α− β) (2)

ltracespix = k = f
T

t
(3)

where ltrace is the length of the light trace in pixels and spix is
the pixel size. Connection between T and d can be expressed
with trigonometric functions from the geometry.

sin
(
π
2 − α

)

d
=

sin
(
π
2 − α− β − γ

)

T
(4)

The calculation of the integration time can be performed
iteratively, since the initial pixel size is affected by later stages
of the sensor design.

C. Secondary PD scaling based on isolux diagram

The challenge in the secondary sensor design is that we
have to ensure that only the brightest regions of the scene
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have significant impact on the image, so scaling the sensi-
tivity of the sensor is crucial. In the previous subsection,
the integration time has been specified based on the spatial
geometry. Another starting point of the scaling is the isolux
diagram of a headlight. The isolux diagram provides the
contours of equal illuminance or luminous intensity in lux or
candelas respectively, from a specified position. This diagram
can be used to analyze the power distribution characteristics
of a headlight and to determine lighting levels in selected
directions[9]. The most important steps of the scaling process
are highlighted in Fig. 5. Because in many cases, the structure
of the PD is pre-defined by the technology, the only features
the designers have, to control the sensitivity of the sensor is
the fill factor (FF=photoactive area (PD size)/pixel size), and
the reverse bias voltage of the PD. In this paper, we focus
on the fill factor, the effect of a variable reverse bias voltage
on the output through the conversion gain will be discussed
in another paper. Based on the luminous intensity provided by
the isolux diagram at an angle specified from the geometry, we
can calculate the incident radiant power density reaching the
surface of the sensor in W/m2 after photometric-radiometric
conversion. On the other hand, technology parameters define
the spectral responsivity function of the PD. After rewriting
1, we obtain the following equation for the QE[10]

η(λ) = R(λ)
hν

q
(5)

where R(λ) = Id
Ppix

denotes the responsivity, Id is the
photocurrent, and Ppix is the radiant power [W] reaching
the surface of the PD. As a result, we can calculate the
photocurrent

Id =
qηPpix
hν

(6)

Taking into consideration the spectral power density distribu-
tion of the light source (denoted with f(λ)), the photocharge
cumulated during the previously defined integration time can
be obtained as follows

Q = Aeff tint

∫
R(λ)f(λ)dλ (7)

where Aeff denotes the photoactive area of the pixel. The
electron to voltage conversion gain can be calculated from the
technology parameters,

Cgain =
q

Cjdep
(8)

where Cjdep is the area dependent junction capacitance of the
PD. After combining 7 and 8, we get an equation for the
voltage swing at the pixel output, for the given illuminance.

V =
Q

Cjdep
=
Aeff tintq

Cjdep

∫
λ

hc
η(λ)f(λ)dλ (9)

The value of the voltage swing on the pixel output can be con-
trolled with the FF. This method can be performed iteratively,
until the voltage swing range meets the specifications, since it
is hard to estimate the size of the readout circuitry prior to the
actual design process. This will affect the size of the pixels
and in the end, the integration time and the fill factor also.
The lower fill factor due to extra devices will be compensated
by microlens.

IV. CONCLUSIONS

We are developing a novel speed measurement CMOS
imager, based on dual-pixel architecture. Some of the most
important design considerations are described in this paper.
The sensitivity of the secondary, speed measurement sensor is
designed for a specific exposure value, based on the luminous
intensity of a vehicle headlight. This way, we can ensure that
intra-frame motion information will only be extracted from the
brightest regions of the scene.
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Abstract—In portfolio optimization the classical problem is
to trade with assets so as to maximize some kind of utility of
the investor. We investigate the problem, where assets depend
on exogenous variable and its past values as well. Though the
literature covers several problems where exogenous process is
involved, considering the effect of memory is waiting for deeper
study.

For easier interpretation of our model we find similarities with
regulators from control theory, where similar models are used.
Moreover, we choose our class of strategies in such a way that
it resembles us to a linear quadratic regulator. The formulation
of the model is discrete in time and uses power utility function,
while optimum is yielded by numerical simulation.

Keywords – portfolio theory; investment strategy; stochastic
processes; memory; factor model; risk sensitive

I. INTRODUCTION

Modern portfolio optimization started with Markowitz’s
theory [1] in 1952, barely 20 years after that Kolmogorov
had set the basics of probability theory [2], which we usually
use nowadays. The most important property of a portfolio is
its price, but it is not evident how to take it into consideration.
To maximize its value (or its expected value, since we regard
every price in the future as a random variable) seems an
obvious idea, but this approach avoids to think about risk:
from two portfolios with the same profit we would choose
the one with less risk. Common practice is to maximize the
expected value of the portfolio value via a function, called
utility function, which determines the investor’s sensitivity to
risk through its parameters.

Some typical features of assets’ and portfolios’ prices is that
they are time-dependent and heavily oscillate, they need to be
modelled as stochastic processes made up by a smooth drift
part and a noise (volatility). For instance, consider the stock
prices of Facebook on figure 1, although we can see a growth
trend in its price, thanks to the noise, it is impossible to know
the price in the next day in advance.

The task also can be formulated as a control problem
(regulator), where the dynamical system is the stock price
process, the control is our decision on how many assets we buy
or sell at a given time point and the aim is to maximize the
expected utility of the portfolio (mathematically it is called
objective function). Because decision is involved, it is also
called decision problem. The model can be built up either in
continuous or discrete way, but the value of the processes are
usually continuous variables. So we can say, that portfolio
optimization is a stochastic control theory problem with a
linear exponential quadratic Gaussian control (linearity refers
to the decision), see below.

Dynamical systems usually indicate that the state variables
are evolving in time by a linear differential equation, also in
the stochastic case by a stochastic differential equation. These

models implicitly assume, that it is enough to know the struc-
ture of the dynamics and the actual state to make calculations
for the future (i.e. the Markovian property is assumed). The
theory of controlling or investment management is well studied
in this case, where the current state holds all the information,
even if there are still a lot to investigate. On the other side
it seems a strong restriction: why should we not take into
account any information from the past if we have data?

To study the price’s behavior it is common to use the
increments instead of the process itself (the returns) in order to
get rid of the drift and see only the noise part (the volatility).
The above mentioned systems assume that the noise does not
have any time correlation but studies have shown in the 90s
[3]–[5] that correlation exists and not at a negligible level. A
very good overview about statistical properties of returns can
be found in [6]. To show this, we use the same time series
from Facebook on figure 2. Our model has its main focus on
this property. 1

Another stylized fact is that economic quantities like
broadly used indices, interest rates or inflation can have a deep
impact on stock prices. Bielecki and Pliska [7] worked out a
model where economic factors are taken into consideration in
the drift, and 3 years later Kuroda and Nagai [8] improved
this with correlation in the volatility. Moreover, they use risk-
sensitive approach via the optimization function, hence it is
suitable for extensions to processes with memory. Davis and

1Correlation in time is measured by autoforrelation (ACF).
ACF(τ ):=correlation(X(t), X(t + τ)). It shows a linear connection of
a sign between its value at time t and at t+ τ .
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Fig. 1. Stock prices (daily openings) of Facebook in the last one year: noisy
and time-dependent behavior
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Fig. 2. Autocorrelation of Facebook’s stock price openings. The left image
could suggest independent increments, but the right image refutes it: higher
power of absolute returns has strong correlation in time.

Lleo wrote a good survey about these models in [9].
In the following our model is an extension of Bielecki and

Pliska’s model with memory effect in the noise term, therefore
it contains time-correlation, economic factor correlation and
risk-sensitivity of the investor, for this, see equations (7) below
in section III.

II. REGULATORS WITH EXOGENOUS VARIABLE

A. A class of control problems

Our problem is complex to solve it explicitly, but there is
a class of control problems similar to ours, where the optimal
control is obtained by a linear function of the variables. Hence,
at first we briefly look at this class and then proceed to
our strategy class where the optimum is obtainable only by
numerical methods.

The basic example about regulators is the LQR model,
where the (state) process x(t) evolves by a linear differential
equation with a control action u(t). The output can be a
linear transformation of the state process, but we choose the
following model:

ẋ(t) = Ax(t) +Bu(t) (1a)
y(t) = x(t),

and for simplicity the system is written in one dimension. The
function which ought to be optimized (called value function
or performance criterion) is the following:

J(x, u) =
1

2

∫ T

0

Qx(t)2 +Ru(t)2dt,

where x is the initial condition of x(t) and u is the chosen
control. The problem is solved if we find the optimum (u∗)
among all possible controls: J∗(x) = minu{J(x, u)}. The
reason why we present this model is its solution, which can
be deduced easily with calculus of variations. The surprising
about the optimal strategy is that it is achieved by a simple
linear function of the state process: u∗(t) = α1(t)x(t). The
linear factor α1(t) is the solution of a Ricatti differential
equation (the form of the equation is unimportant, but well
known, D. H. Jacobson wrote a very good survey about
it in [10]). Maybe more surprisingly, this strategy is also
optimal in a Linear Quadratic Gaussian regulator case (LQG),
where the only difference with LQR is the dynamics: ẋ(t) =
Ax(t) +Bu(t) + σw(t), and w(t) is a white noise.

Sometimes, in finance, the criteria function is the inte-
gral not the quadratic term but its exponential: J(x, u) =

∫ T
0
exp(Qx(t) + Ru(t)2)dt. Without white noise term (i.e.

σ = 0) the optimal solution is again yielded by the same
u∗(t) = α2(t)x(t) form, but if σ 6= 0, the optimal strategy
changes to a different coefficient α2(t), which is also a
solution of a slightly modified Ricatti equation. Our model,
as pointed out in the Introduction, contains random processes
(i.e. σ 6= 0, w(t) is a noise, but not necessarily a white one)
and the state variable depends on an exogenous variable.

B. Financial setting

The state variable in finance is the stock price S(t), or the
log price X(t), they are random processes. To simplify as
much as possible, we regard only one stock and one bond
(S0(t)), the latter is a deterministic process, it can be a bank
deposit. The portfolio with value V (t) is made of these two
assets, and every time point we can sell and buy them in a
self-financing way – this is the control, or investment strategy.

Mathematically it is more precise if we use the time integral
of the differential equations and we note, the integral of white
noise is the Brownian motion W (t), and these are called
Stochastic Differential Equations and have the following form:

dX(t) = µ(X(t), t)dt+ σ(X(t), t)dW (t),

where the first term in the RHS µ(·, ·) is the drift characterizing
an average behavior of the process and σ(·, ·) is the volatility,
the oscillation around it.

We assume the following stock and bond price dynamics:

dS0(t)

S0(t)
= (a0 +A0Y (t))dt (2a)

dS(t)

S(t)
= (a+AY (t))dt+ σ1dW1(t) + σ2dW2(t), (2b)

dY (t) = BY (t)dt+ λdW2(t), (2c)

with initial conditions S(0) = s, Y (0) = y. The variable
Y (t) is the exogenous process usually referred as economic
factor. It has effect not only on the drift part, since one of the
driving Brownian motion in the price W2(t) appears also in the
equation of Y (t) which results a correlation in their volatility
terms. The portfolio is a combination of S0(t) and S(t) and
if the value at t is V (t), then we can invest u(t)V (t) into
stock and (1−u(t))V (t) into bonds which gives the following
equation:

dV (t)

V (t)
= u(t)

dS(t)

S(t)
+ (1− u(t))dS0(t)

S0(t)
. (3)

In the Section III. we investigate a similar model with a0 = 0
and A0 = 0 where we use the logarithm of the price and value
processes. In this case the explicit formulas for the price of
the stock and the portfolio helps to understand our model:

V (t) =V (0) exp

{∫ t

0

u(s)(σ1dW1(s) + σ2dW2(s))

+

∫ t

0

[
u(s) (a+AY (s))− u(s)2(σ2

1 + σ2
2)

2

]
ds

}
,

(4a)

S(t) =S(0) exp

{∫ t

0

σ1dW1(s) + σ2dW2(s)

+

∫ t

0

[
a+AY (s)− σ2

1 + σ2
2

2

]
ds

}
(4b)

From equation (4a) it is clear that the problem is quadratic in
the exponential.
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The risk-sensitive criterion function is the following:

Jθ(y, u, T ) = −
1

θ
lnE

[
V (T )−θ

]
, (5)

where θ is the parameter of the risk sensitivity, y is the initial
condition of Y (t) and E[·] denotes the expected value. The
maturity T is the end time when the investing finishes. As
we gave the explicit formula for the process V (t) which is
actually an exponential function, it is easy to take its power
−θ. Equation (5) also defines the utility function in this case:
it is a power function utility(V (t)) = V (t)−θ. The optimum
has a linear form again: u∗(t) = α3(t)Y (t) + β(t), see [8].
From theoretical point of view another performance function
is investigated where the maturity T goes to infinity and we
are searching for an average optimal:

Jθ(y, u) = lim inf
T→∞

− 1

θT
lnE

[
V (T )−θ

]
. (6)

Its optimal solution has also linear form (under suitable
assumptions), but thanks to the infinite T , the solution does
not depend on t, hence u∗(t) = αY (t) + β.

III. MODEL

From the two effects we consider in this paper the correla-
tion between a factor variable and the price already involved
in Bielecki and Pliska’s work as in equation (2). The other
effect, the memory should also take into account, therefore
we change one of the Brownian motion in equation (2b)
into a process that depends on its past. Due to this, it is
impossible to calculate the optimal strategy explicitly and we
have to optimize numerically. Generally it is very difficult,
since u(t) ∈ R for every t ∈ [0, T ] and if we discretize
in time into N time points, then the optimal solution lays
in the N-dimensionl RN space. To reduce the problem we
use the same parameter class as in section II. and we look
at an infinite horizon problem, equation (6), i.e. the optimum
u∗(t) = α∗Y (t)+β∗, which simplified the optimum searching
in a two-dimensional problem: (α∗, β∗) ∈ R2.

We use a discretized version of the equation (2) using the
logarithm of the variables 2: log-price X(t) = log(S(t)) and
log-portfolio value: W (t) = log(V (t)). It is generally used
in simulation because the numerical model is more stable
in this case. The time steps are unit length, t ∈ {1, 2, . . . }
and for simplicity a0 = A0 = 0 (it does not change
the results fundamentally). The following dynamics can be
deduced easily from equation (4):

X(t+ 1)−X(t) =(a+AY (t))− 1

2
+ σ1ξ(t) + σ2η(t), (7a)

Y (t+ 1)− Y (t) =b+BY (t) + λξ2(t), (7b)
W (t+ 1)−W (t) =u(t)(X(t+ 1)−X(t))

+

(
u(t)

2
− u(t)2

2

)
σ2
1 + σ2

2

2
, (7c)

Jθ(y, u) = lim inf
T→∞

− 1

θT
lnE [exp{−θW (t)}] .

(7d)

If η(t) = ξ2(t) were, this would be the discretization of Bielcki
ans Pliska’s model mentioned in equation (2). The constants
(a,A, b, B, σ1,2, λ) have the same role as in equation (2),

2We disregard here of the deduction of the difference equation, it is required
the Ito’s lemma and due to lack of space we do not expound it here.
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Fig. 3. Only a small domain on R2 gives feasible solution and it is enough
to search the optimal parameters in it.

while ξ1,2(t), η(t) ∼ N (0, 1) replace the Brownian motions.
The noise terms ξ1,2 are uncorrelated white noises, and the
third one η(t) carries information from the past, moreover it
is correlated with ξ2(t), i.e. the price and the economic factors
are correlated in their volatility.

In the next section we are investigating two cases. First,
when η(t) = ξ2(t); secondly, η(t) =

∑∞
k=0(k + 1)−κξ2(t −

k)/c(κ) what is a moving-average process (MA(∞)). The
latter carries memory which is in our focus here. It should be
noted, that we choose c(κ) such that η(t) has unit variance.

IV. RESULTS

To understand more the relation between the log-price X(t)
and the factor variable Y (t), we choose the volatilities such
that σ2

1 + σ2
2 = 1, therefore the correlation between the

volatilities is σ2. In the second case the strength of memory
is descried by κ > 1/2. When κ→∞, the memory vanishes
and we get back the ξ2(t) = η(t) case.

The expectation function E is approximated by Monte Carlo
method and the optimal strategy (α∗, β∗) is searched on a mesh
in the R2 space. We are mainly interested in the changes of
the optimal parameters when κ ∈ (1/2,∞) is increasing. The
parameter space is not unbounded, the problem is feasible only
in a small bounded domain where the system is stable. This
constraint comes from the Ricatti differential equation

We set the following parameters: θ = 1, a = 0.5, A =
1, B = −0.5, λ = 1, σ1 = σ2 =

√
2 for the dynamics and

T = 400, N = 1000 for the simulations, where T is the
number of the steps in time and N is the number of threads
of the Monte Carlo method. On figure (3) we display region of
the feasible solution for memory parameter κ = 2. Its shape
slightly depends on the memory κ as well as on the dynamics.

On figures (4) and (5) we show some examples at two
different risk sensitivity levels θ = −0.5 and θ = 1. Three
artifacts are obvious on these figures. Firstly, as the system
looses its memory (κ → ∞), the optimal values J∗(κ)
converge to the Markov case, when η(t) = ξ2(t). Secondly,
when κ > 1, the optimal values decrease, perhaps due to the
information loss, the optimal investment cannot be as good as
with more information. Thirdly, when 0.5 < κ < 1, it is the
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opposite, which is a non-trivial phenomenon requiring further
investigations.

V. FUTURE WORK

There are a lot of directions where we can proceed with our
work and we only show a few of them:
• Using different type of noise process in η(t), for example

fractional Brownian noise.
• In this paper the time correlated noise drives the log-price.

It could drive the factor process instead.
• The power utility function we used here is close to a

real investor, but other utility functions, for example log-
utility has the advantage to have a more elaborate theory.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—The GnRH network gives the main output of the
reproduction control circuitry. It was previously shown by our
lab, that GnRH cells can modulate their GABAergic afferents
via the endocannabinoid retrograde signalling pathway. The
kisspeptin (KP) network gives one of the main excitatory inputs
to the GnRH neurons. We investigated, if it is possible, that
the GnRH cells can modulate their input coming from the KP
cells via the endocannabinoid pathway. By using immunohisto-
chemical triple labelling, we have identified KP-immunoreactive
(IR) axon varicosities in apposition to GnRH neurons IR either
for GAD65, the marker of GABAergic neurons, or VGLUT2, the
marker of glutamatergic neurons, or the type 1 endocannabinoid
receptor (CB1). We used confocal imaging and 3D reconstruction
to analyse the data. We have found, that 70±0.98% of the
KP afferent to GnRH perykaria contains CB1 receptor, and
59±3.53% of KP-IR fibres in apposition to GnRH processes
were found to be IR for CB1. 52±1.56% of KP-IR fibres in
apposition to GnRH perikarya and 47±2.72% of KP-IR fibres
in apposition to GnRH processes were found to be also IR for
VGLUT2. 31±0.70% of KP-IR fibres in apposition to GnRH
perikarya and 40±2.38% of KP-IR fibres in apposition to GnRH
processes were found to be also labelled for GAD. Since it is a
well-known fact, that GnRH neurons synthetize 2-AG, one of
the endocannabinoids secreted by the nervous system, our data
shows, that it is possible, that GnRH neurons can influence their
inputs via the endocannabinoid retrograde signalling pathway.

Keywords-GnRH; kisspeptin; VGLUT2; GAD65; retrograde
signalling; afferents; 3D reconstruction;

I. INTRODUCTION

The GnRH network gives the main output of the hypothala-
mic reproductive regulation circuitry by producing the GnRH
hormone, secreted into the portal vessels of the hypophysis.
KP neurons provide an important excitatory input for the
GnRH network in the hypothalamus [1-6]. Without KP, e.g. in
kisspeptin knock out animals, GnRH release is absent, causing
underdeveloped gonads, and infertility [7]. In rodents, two
distinct KP populations exist: one, in the rostral periventricular
area of the third ventricle (RP3V), and one in the arcuate
nucleus (ARC) [8,9]. It was previously described, that GnRH
neurons are capable to modulate their synaptic input from
presynaptic GABA terminals expressing cannabinoid type 1
receptor (CB1). This is an important regulation mechanism,
because due to the elevated chloride levels in the adult
GnRH cells, the GABA transmission causes depolarization in
GnRH neurons, resulting that GABA, the classical inhibitory
neurotransmitter is excitatory on GnRH neurons [9,10].

It was also shown, that KP is released only when the
KP neuron is stimulated with a higher frequency (5-10Hz).
Low frequency (<1Hz) resulted in classic neurotransmitter

release. [12] Due to these properties of the GnRH cells, it
is important that some inhibitory regulation is employed in
the network. The aims of this study were to determine (1)
whether KP afferents onto GnRH neurons contain either of
the classical neurotransmitters (GABA or glutamate) and (2)
whether GnRH neurons are targets of endocannabinoids and
immunoreactive for CB1. Triple labelling immunohistochem-
istry was used in brain sections of mice expressing cre enzyme
and GFP in KP and GAD65 neurons [13-16]. To visualize
the KP or GAD65 cell membrane, an adeno-associated virus
construct was injected either into the preoptic area, or into the
arcuate nucleus carrying channel rhodopsin and YFP. With this
construct, the YFP is sorted into the cell membrane, making
it possible to visualize the whole cell compartment, compared
to the direct KP/GAD65 immunolabelling, where only the
KP/GAD65 containing compartments are visible.

II. MATERIALS AND METHODS

A. Animals

Adult, female Kiss1-CreGFP mice, or GAD2-CRE-GFP
mice were used. The Kiss1-CreGFP mouse expresses Cre
recombinase and GFP under the endogenous Kiss1 promoter,
making it possible to see GFP only when Kiss1 is expressed.
These animals received a viral construct AAV-EF1a-DIO-
hChR2(H134R)-EYFP injection into the anteroventral periven-
tricular nucleus (AVPV) to label the KP and GAD65 neurons.
The animals were housed under controlled lighting(12:12h
light-dark cycle; lights on at 07:00h, and temperature (22 ±
2 ◦C), with access to food and water ad libitum. All studies
were carried out with permission from the Animal Welfare
Committee of the Institute of Experimental Medicine (No.
2285/003) and in accordance with legal requirements of the
European Community (Decree 86/609/EEC). Surgery was
performed on animals under deep anaesthesia induced by an
intraperitoneally injected cocktail of ketamine (25mg/kg b.w.),
xylavet (5mg/kg b.w.) and pipolphen (2.5mg/kg b.w.) in saline.

B. Tissue Preparation for Confocal Microscopy

The animals were injected with adeno-associated virus car-
rying cre-dependent channel rhodopsin, and YFP in the AVPV.
The animals were perfused transcardially with phosphate-
buffered saline (PBS; 0.1M) containing 4% paraformaldehyde
(PFA). The brain was removed, postfixed for 24 hours, and
transferred into 30% sucrose for cryoprotection, then 30µm
thick coronal sections were cut on a freezing microtome.
After the endogenous peroxidase activity had been quenched

T. WILHEIM, “Morphological evidence supporting retrograde endocannabinoid signalling between GnRH neurons and their kisspeptin afferents in mice”
in PhD Proceedings Annual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2016.
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Fig. 1. 3D reconstruction of the representative confocal stack. The green
marked KP varicosity is apposed to the blue marked GnRH cell. The VGLUT2
immunoreactivity is marked in red, but seen as orange when it is inside the
KP structure. The 3D model was rotated for better viewing. The VGLUT2
IR that is visible inside the KP varicosity is marked with arrows. The same
numbers across images mean the same IR.

with 0.5% hydrogen peroxide (20 min), sections were perme-
abilised with 0.5% Triton X-100 (23,472-9, Sigma, 20min).
Finally, 2% normal horse serum was applied (20min) to
reduce non-specific antibody binding. Subsequent treatments
and interim rinses in PBS (3×5min) were carried out at room
temperature, except for incubation in the primary antibody or

fluorochrome.

C. Triple Immunofluorescence

Sections from the RP3V and pre-optic region of the virus
injected KP-cre animals were incubated (72h) in a cocktail of
the guinea pig anti GnRH (#1018, Hrabovszky, 1: 50,000)[18]
and rabbit anti-GFP (1: 2,000, AB10145 Millipore), and either
goat anti CB1([17], 1:600), or mouse anti VGLUT2 (#5504,
Chemichon, 1:2000) primary antibodies. Sections from the
RP3V and pre-optic region of the virus injected GAD2-cre
animals were incubated (72h) in a cocktail of the guinea pig
anti GnRH (#1018, Hrabovszky, 1: 50,000)[18] and rabbit anti-
GFP (1: 2,000, AB10145 Millipore), and sheep anti KP (#053,
Alain Caraty, 1:10000). For the kisspeptin afferents, GnRH
immunoreactivity was visualised with CY5-conjugated donkey
anti-guinea pig IgG (#706-175-148, Jackson ImmunoResearch
Laboratories, 1: 2,000, 2h). To visualise the KP-IR structures,
the sections were incubated in FITC-conjugated donkey anti-
rabbit (#711-095-152, Jackson ImmunoResearch Laboratories,
1: 1,000, 2 h). To visualise the CB1-IR structures, the sections
were incubated in CY3-conjugated donkey anti-goat (#706-
165-147, Jackson ImmunoResearch Laboratories, 1: 2,000, 2
h). VGLUT2 IR was visualized with CY3-conjugated donkey
anti-mouse (#715-165-151, Jackson ImmunoResearch Lab-
oratories, 1: 3,000, 2 h). The virus labelled GAD65 was
visualized with FITC-conjugated donkey anti-rabbit (#711-
095-152, Jackson ImmunoResearch Laboratories, 1: 1,000, 2
h).

D. Confocal Laser Analysis and 3-D Reconstruction of GnRH-
IR Afferents

The triple-labelled sections were analysed using a Nikon
A1R confocal microscope (Nikon, Japan). Multiple stacks
of optical slices (1024×1024 pixels, z-steps 0.15µm) were
obtained by scanning all of the KP-IR neurons unilaterally
in each of the selected coronal sections using a 60× oil
immersion objective. The FITC, CY3, and CY5 fluorochromes
were detected with laser lines 488nm, 561nm, and 641nm
laser excitation. The separately recorded green, red and the
artificially blue coloured far red channels were merged and
displayed with the ImageJ software [19] running on an IBM-
compatible personal computer. The images acquired with the
confocal laser microscope were further investigated using
three dimensional (3D) analyses. The stack of optical slices
were loaded into the visualisation software Amira (6.0, Visual
Imaging Group) and the three channels containing images of
consecutive optical slices were deconvolved with the built in
deconvolution module, then rendered in three dimensions with
surfaces generated from above threshold immunoreacitvity.
The threshold was set individually for each image and colour
channel to minimise any noise, while maintaining the proper
cellular boundaries. The surfaces generated from the three
channels in the same optical volume were visualised to check
for cell-to-cell contacts, and the presence of CB1 receptor
immunoreactivity. This enabled verification of the findings
from the two dimensional confocal image analyses.

E. Quantitative analysis

Optical slices were analyzed to obtain a quantitative esti-
mate about the extent of CB1/VGLUT2/GAD65 positive KP
varicosities in apposition to GnRH cell bodies or processes.
Representative photomicrographs were taken from regions in
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Fig. 2. 3D reconstruction of the representative stack. The blue marked GnRH
cell receives GAD65 (marked in green) appositions. The GAD65 processes
were made transparent to show the KP immunoreactivity inside (visible in
orange as in Fig1). The 3D model is rotated for better visibility. The KP IR
that is visible inside the GAD65 varicosity is marked with arrows. The same
numbers across images mean the same IR from different directions.

the pre-optic area and OVLT, where GnRH neuron cell bodies
can be found. Results were expressed as percentages of the
CB1/VGLUT2/GAD65 positive varicosities.

III. RESULTS

The presence of cannabinoid receptor in the afferent ter-
minal is necessary for the retrograde signalling pathway that

inhibits synaptic input via releasing endocannabinoids that
are detected by the CB1 receptors on the afferent terminal
membrane. [10,11] First, I have tried triple labelling immuno-
histochemistry to visualize CB1 in the KP afferents of GnRH
cells with labelling the kisspeptin directly, and was able to
show KP immunoreactive terminals in close apposition to
GnRH that showed CB1 labelling. However, we did find this
approach suboptimal, since the KP does not fill the whole
anatomical structure, because in the processes or terminals KP
is packed into dense core vesicles trafficking, or waiting to be
released in the terminal. The CB1 is a membrane receptor,
it is expected mainly in the membrane, but with the direct
KP labelling, only the kisspeptin containing parts of the cell
can be visualised. To overcome this problem, I used the
virus construct to enable labelling the plasma membrane. The
channel rhodopsin encoded by this virus is also a membrane
protein, and it directs the YFP to the membrane, thus making
the whole cell visible. With this method, it can be decided if
the visible CB1 signal is part of the KP varicosity or not, and
also the KP afferent’s classical neurotransmitter content can
be determined. The quantitative analyses showed 70% of KP
fibres in apposition to GnRH perikarya from 33 total contacts,
and 59% of KP fibres in apposition to GnRH processes to be
immunoreactive for CB1 out of 154 total contacts. 52% of
the counted 29 KP-IR fibres in apposition to GnRH perikarya,
and 47% of the counted 107 KP-IR fibres in apposition to
GnRH processes were found immunoreactive for VGLUT2.
31% of the counted 13 GAD65-IR fibres in connection with
GnRH perikarya, and 40% of the counted 70 GAD65-IR fibres
in apposition to GnRH processes were identified as GAD65-
positive axons. It still remains to be seen, whether the GABA-
or glutamatergic KP afferents of the GnRH cells are expressing
CB1 receptors.
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Abstract—Multi-view light-sheet microscopy is one of the best
tools to investigate early embryonic development due to its inher-
ent optical sectioning, fast imaging speed, and low phototoxicity.
Evaluating, or simply just storing the data, however, is an
extremely challenging step, since each experiment can generate
terabytes of data. Furthermore, this data has to be pre-processed
before any evaluation step can be performed, i.e. multiple views
have to be fused to create a single, high quality image.

Here we present a fast, GPU-based image preprocessing
pipeline that is capable of fusing opposing views instantly during
acquisition, thus completely eliminating the need for a separate
fusion step. Furthermore, the pipeline also includes a real-time
image compression step to further reduce necessary storage
space. Both lossless and near-lossless compressions are available,
achieving up to 7 and 20-fold compression ratios, respectively.
The compression filter is also implemented as an HDF5 plugin,
offering compatibility for many existing applications.

Keywords-image processing; GPU computing; light-sheet mi-
croscopy

I. INTRODUCTION

Imaging embryonic development over large spatial and tem-
poral scales have always been a great desire for developmental
biologists, and a great challenge for optics developers. Single-
Plane Illumination Microscopy [1] provides a convenient and
effective way to image such processes [2], utilizing dedicated
optics for illumination which generates a light-sheet in the fo-
cal plane of the detection objective, thus providing true optical
sectioning. This illumination scheme allows for fast imaging
times while keeping laser exposure and thus phototoxicity to
the smallest possible level [3].

Depending on the optical realization, single plane illumi-
nation microscopy is well suited for a variety of samples
spanning a large scale from micrometers to even centimeters.
It has been applied to image the neuronal network in whole
mouse brain [4], to reconstruct the early devlopment in ze-
brafish embryos [5], and Drosophila melanogaster embryos
[6], [7], and to study the early differentiation processes in the
mouse embryo [8].

Because light-sheet microscopy uses a simple wide-field
detection scheme, it is also possible to combine it with other
imaging techniques that further improve image quality, such
as RESOLFT [9], structured illumination [10], Bessel beams
[11], 2-photon excitation [12], and the combination of these
[13].

Despite the advantages, imaging optically opaque samples,
such as the Drosophila m. embryo can be still challenging
due to scattering effect inside the tissue, and refractive index

mismatches from the mounting medium. A straightforward
way to improve image quality for such samples is to record
multiple views from different directions, and later stitch these
views to create a single, high quality stack. This can be easily
achieved by rotating the sample, however this can be already
to slow for certain processes.

The recently introduced Multi-View Single-Plane Illumina-
tion Microscope [6], which was developed in our lab, together
with the Simultaneous Multiview Light-sheet Microscopy [7]
provide an elegant solution for multi-view imaging. These
setups utilize two illumination and two detection objectives, to
give altogether four different combinations of illumination and
detection, i.e. four different views. Although this is enough to
fully visualize an opaque sample, several image preprocessing
steps are necessary before any evaluation can be performed to
combine the four stacks to a single, high quality 3D image.

By combining scanned light-sheet [5] witch confocal slit
detection on the camera chip [14], [15], one can exclude out
of focus, scattered illumination light. This way it’s already
possible to illuminate simultaneously, which leaves us with
only two views, the views of the two opposing cameras.
In last year’s report [16] I introduced a GPU-based image
preprocessing pipeline, that is capable of fusing these opposing
views in real time, which already reduces the necessary data
storage by half.

II. B3D IMAGE COMPRESSION ALGORITHM

In order to address the challenges presented in the previous
section, in this paper we introduce a novel compression
algorithm to significantly reduce data sizes already during
image acquisition. The algorithm supports both lossless and
near lossless modes, where the acceptable amount of loss can
be specified as the function of the photon shot noise. This
makes the algorithm especially suitable for scientific imaging
applications, such as light-sheet microscopy.

The other motivation to develop a new algorithm was to also
improve compression speed, to accomodate the use of high-
speed cameras, and enable real-time compression during data
acquisition. To achieve this, we built a massively parallel algo-
rithm using the Compute Unified Device Architecture (CUDA)
[17], to run the compression on a Graphics Processing Unit
(GPU). Our algorithm combines the features of lossless JPEG
(predictors and Huffman coding) [18] and JPEG-LS (near
lossless mode) [19], and is built on the optimized image
compression library, cudaCompress [20], [21].

B. BALÁZS, “GPU-based image compression for multi-view microscopy data” in PhD Proceedings Annual Issues of the Doctoral School, Faculty of
Information Technology and Bionics, Pázmány Péter Catholic University – 2016. G. Prószéky, P. Szolgay Eds. Budapest: Pázmány University ePress, 2016,
pp 149– 152.
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Fig. 1. Compression algorithm schematics. a) Prediction context for pixel
X, the next sample to be encoded. b) Possible predictions based on the
neighboring pixels. c) Complete algorithm flowchart depicting the main stages
of the compression.

A. Lossless compression

To make the algorithm as fast as possible, we were willing to
sacrifice on compression ratio, by omitting a few computation-
ally intensive and/or inherently serial parts of the algorithm,
such as context modeling and Golomb parameter adaptation
that is included in the JPEG-LS standard. Other compression
methods such as SFALIC [22] and FLIC [23] already explored
these possibilities with promising results. However, these were
implemented on the CPU, and while they achieved significant
increase in the compression speed, it was still not enough for
real-time compression of light-sheet images.

In order to effectively compress the images, the data is first
decorrelated by predicting the value of each pixel based on
it’s neighbors (Fig. 1. a,b), and only storing the prediction
error ε. Since most flourescence images are continuous tone,
this prediction error will be relatively small compared to the
original values, making it much more efficient to compress
them. After the prediction run length encoding is performed
followed by Huffman coding to effectively reduce the data
size. Finally, the output stream from the Huffman coder is
saved as the compressed file (Fig. 1. c).

B. Within noise lossless compression

In order to further push the capabilities of the compression
algorithm, we also propose a near lossless, or within noise
lossless (WNL) mode of operation. Usually for lossy image
compression algorithms it is not possible to control the amount
of information loss, because most of them include a quantiza-
tion step in a transformed space (such as Fourier transform or
Wavelet transform). This makes these methods incompatible
with scientific imaging, where preserving data integrity is of
the utmost importance. However, if the information loss is

TABLE I
COMPARISON OF B3D PERFORMANCE WITH JPEG2000 AND PBZIP

algorithm ratio compression speed decomp. speed

JPEG2000 8.40 6.56 MB/s 14.6 MB/s

pbzip (8 cores) 7.56 78.9 MB/s 163 MB/s

B3D lossless 7.00 570 MB/s 532 MB/s

B3D WNL 21.92 335 MB/s 526 MB/s

controlled in a way that it is guaranteed to be smaller than the
standard deviation of the image noise, than the resulting image
will be statistically equivalent to the original, uncompressed
data. For a scientific complementary metal-oxide semiconduc-
tor (sCMOS) sensor, we can model the recorded intensity as
a random variable X as the sum of two random variables:

X = Xc +Xf (1)

where Xc is the camera noise (read noise + dark current),
while Xf is the detected fluorescence. Since Xc is camera
dependent, it is difficult to estimate it’s parameters, except
for the mean, which is just the average of dark images. For
this reason, we only consider the noise arising from Xf , the
fluorescence itself, which is also called the shot noise. Since
this is a Poisson process, it’s standard deviation is equal to the
square root of its mean:

σ(Xf ) =
√
µ(Xf ) (2)

This can be estimated by subtracting the average camera dark
image (i.e. µ(Xc)) from the original:

σ(Xf ) =
√
X − µ(Xc) (3)

Because of this, if we quantize the square root of the images
instead of the original images, by selecting an appropriate
quantization step q, we can ensure that the compressed image
will not differ from the original by more than the standard
deviation of the shot noise.

To find q, for any pixel pij , let I = a2 be the corresponding
intensity. To quantize a, let’s represent it in the following form:

a = pq + r (4)

where q ∈ R+ is the previously mentioned quantization step,
p ∈ N, and r ∈ [−q/2, q/2) is the remainder. During the quan-
tization step, we discard the remainder, so the reconstructed
intensity will be:

Î = (pq)2 = (a− r)2 (5)

From here, the difference arising from the quantization:

δ = |I − Î| = |a2 − (a− r)2| = |2ar − r2| (6)

and to satisfy our previous requirement, we have to make sure
that

δ = |2ar − r2| < a (7)

From here we can calculate, that if

q < 2(
√
2− 1) ≈ 0.82 (8)

then the difference δ arising from the quantization will always
be smaller than the standard deviation of the shot noise.
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III. EVALUATION METHODS AND RESULTS

We evaluated the algorithm by comparing it’s compres-
sion ratio to a widely used lossless compression standard,
JPEG2000, and a relatively new format, KLB [24], which
is based on pbzip, and was specifically developed for fast
compression of microscopy data. For all algorithms we mea-
sured the compression ratio r = sizeoriginal/sizecompressed,
compression speed and decompression speed on 3 different
datasets (Drosophila melanogaster, Danio rerio, and Phallusia
mammilata embryos). Speed measurements were performed
in system memory to exclude hard drive overhead, and was
repeated 5 times and averaged to get a robust reading (Table
I.).

In the lossless mode although the compression ratio slightly
decreased compared to both JPEG2000 and pbzip (7.0 vs. 8.4
and 7.56 respectively), the massive increase in compression
speed (570 MB/s vs. 6.56 MB/s and 78.9 MB/s) makes this
algorithm superior for high-speed microscopy applications.
In the case of WNL mode the compression ratio massively
increases to 21.92, while still maintaining a considerable
advantage in the compression speed. Although theoretically in
this case the compressed images will not be exactly equal to
the original ones, in practical terms the difference is negligible
(Fig. 2.).

To further evaluate the effects of the WNL compression we
compared the segmentation results of uncompressed and com-
pressed images. In order to do this we imaged a Drosophila
melanogaster embryo in the cellularization phase exhibiting an
H2Av-mCherry fluorescent marker every 10 seconds 5 times.
Since this is such a short timeframe, the biological processes
can be considered stationary, and the same biologically rele-
vant information can be obtained from all 5 of these stacks.
In this scenario, the only differences can be resulting from the
shot noise between each stack.

We compressed all stacks, and trained the interactive image
segmentation tool ilastik [25] on the first original stack (O1)
and segmented the nuclei in all of the stacks.

To measure the segmentation overlap of different stacks, we
used MATLAB [26] to calculate the Sørensen–Dice coefficient
[27], [28] for all stack pairs:

QS =
2|A ∩B|
|A|+ |B| (9)

where A and B are segmented regions from two different
stacks. QS is the quotient of similarity which ranges from 0
(no overlap) to 1 (perfect overlap). The results are show in a
heatmap in Fig. 3.

As expected for the original stacks (O1–O5) the Sørensen–
Dice coefficient is very high, ranging from 0.93 to 0.96,
however for any original stack and it’s compressed counter-
part it’s even higher, averaging 0.996, which means that the
compression has actually less effect on the segmentation than
imaging the same stack a few seconds later.

IV. CONCLUSIONS

As light-sheet microscopy continues to advance, data stor-
age and even just data visualization is becoming a bigger and
bigger challenge [29]. In this paper we introduced a novel
compression algorithm, B3D , which is capable of addressing
this problem by effectively compressing the images during
acquisition by utilizing the parallel architecture of the modern
GPU. It can compress data more than 80 times faster than

a b c d

Fig. 2. A representative comparison of an original and a compressed image.
a) Original image, b) Compressed image, c) Original image zoomed in to the
region show in a), d) Compressed image zoomed in to the region show in b)
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Fig. 3. Comparing segmentation results for the same stack imaged 5 times at
10 s intervals(O1-O5), and their near lossless compressed counterparts (C1-
C5). The automatic segmentation was trained on the first original stack, O1,
and applied to all 10 stacks. The heatmap shows the overlap of different
segmentations, calculated by the Sørensen–Dice coefficient.

JPEG2000, and using the within noise lossless mode it can
reduce image sizes by more than a factor of 20.

We included the B3D compression to our already existing
GPU-based real-time image preprocessing pipeline (Fig. 4.)
and combined with live fusion and background masking we
achieved more than a factor of 40 data reduction, while
keeping the biologically relevant information intact. This not
only reduces the necessary amount of storage (180 GB vs
7.5 TB per experiment), but also reduces processing time,
since data transfer to different processing machines is also
dramatically reduced.

We also implemented the compression algorithm as a plugin
for HDF5 [30] to make is easily accessible from several differ-
ent image processing and image visualization environments.
HDF5 is already supported by MATLAB, Fiji, LabVIEW,
Python, ilastik, and more software, which greatly facilitates
adopting this format in wider use.
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Abstract—Ultrasound imaging generally relies on scan conver-
sion, that is, converting sets of 1D data into 2D or 3D images,
which requires knowledge of the relative position of these 1D
data. Following a brief review of scan conversion techniques, the
so-called data-based scan conversion is presented, which in the
current context relies on measuring decorrelation between 1D
data. The current work shows our efforst in characterizing this
decorrelation for a spherically focussed single element transducer.
The results show opportunities for obtaining the calibration curve
without using specific and complex phantoms.
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I. INTRODUCTION

Ultrasound images are generally obtained from 1D lines of
ultrasonic signals. In the pulse-echo technique, a mechanical
(sound) wave pulse is sent from a transducer; this pulse
propagates through the examined media of and gets reflected
and/or refracted at the boundaries of media with different
acoustic impedances. Inhomogenities of a medium that cause
scattering of the sound wave are called scatterers. The re-
ceiving transducer (which can be identical to the transmitting
transducer) collects information in a certain direction – along
a 1D line – by measuring amplitude changes of pressure
in time, thus collecting information of the received reflected
or scattered pressure waves along that certain line. These
temporal signals in t can be converted into a spatial signal in
z using the equation z = ct/2, where c is the assumed speed
of sound. By the technique of envelope detection, biphasic
raw A-line signals can also be converted and represented as
a 1D series of image pixels in which color or intensity (in
case of a gray-scale representation) of a pixel corresponds
to the enveloped amplitude of the backscattered signal (and
thus to the strength of scattering in that certain point in
space, which point is calculated from time and sound speed
as described previously). In order to get a 2D image, several
A-line envelopes (created in the above described way) should
be put beside each other considering their spacial dispositions
relative to each other. 3D images are usually created in a
similar way from 2D images (in this case, 2D images are put
side by side with proper spatial positioning).

As can be seen from the above description, 2D or 3D
ultrasound imaging requires a sequence of lower dimensional
data with known relative positions to be placed alongside
each other. This process is termed scan conversion, and
requires the ultrasound system to acquire data (or scan) in
different directions. Currently used scanning methods can be
summarized in the following groups [1]:

1) Electronic scanning,
2) Mechanical scanning,

3) Free-hand scanning with position sensors,
4) Free-hand scanning without position sensors.

A. Scanning methods for ultrasound imaging

The following is a review of different scanning methods
for ultrasound imaging. For further information, the reader is
referred to [1], [2].

1) Electronic scanning: Image dimension can be incre-
mented without any movement when using a multiple element
transducer. In the case of a ‘linear array transducer’, multiple
transducer elements are arranged along a line. The beam of
these multi-element transducers can be focused in several
directions along a plane. In a similar way, the focus of the
transducer can be varied using different delay profiles before
signal summation in the receive mode – in this way, multiple
axial scans (A-lines) can be collected in the lateral direction.

Considering the case of transducer elements being placed on
a plane, 3D images can be scanned electronically in a similar
way (by varying the delay profile on the 2D array of elements).

The great advantage of electronic scanning is that it is a
real-time method for multidimensional scanning with precisely
known information of the spacing of scans and without any
physical movement needed. However, array transducers re-
quire complex electronics and multiple transducer elements,
hence they are not cost-effective [1].

2) Mechanical scanning: A widely used approach for incre-
menting image dimension is to move a transducer physically in
a direction in which dimension increment is desired. However,
in order to avoid distortion it is necessary to know the relative
location and orientation of the single (lower-dimensional)
scans are necessary to know. Mechanical scanning techniques
use a motorized mechanical apparatus to physically move a
transducer with precisely known location and orientation [1].

Linear mechanical scanners move a transducer along a line
in order to acquire a series of parallel images. Besides its
spatial precision, this method has the advantage of collecting
images with equal spacing, thus a smooth resolution can be
obtained. As a disadvantage, a mechanical scanner apparatus
is a bulky device, hence it is not very convenient to use [1].

Another commonly used approach is to tilt a transducer,
obtaining fan-like images with equal angular spacing [1]. Tilt
scanners are convenient to use and not bulky (as compared
to the linear scanner devices), but have the disadvantage of
uneven resolution in different depths [1].

A third possible technique is rotational scanning in the case
of 3D imaging. In this method, rotation is performed along
the axial axis. Rotational scanning has similar advantages and
disadvantages to tilt scanning, having the disadvantages of
a more complex resolution distribution and also a risk of
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having artefacts based on possible motion of axis of rotation
in addition [1].

In summary, mechanical scanning has the advantage of
precise position determination and fast reconstruction time [1],
but also has the general disadvantages of potential failure of
the motorized system and of physical limitations of the area
(or volume) in which scanning can be performed.

3) Free-hand scanning with position sensors: In order to
get rid of the above disadvantages and limitations, free-hand
scanning can be used, providing more convenience and free-
dom. Determination of the relative locations and orientations
of single scans is achieved in most of the cases by the
usage of position sensors. There are several types of sensors
successfully combined with ultrasound transducers.

In the case of using acoustic sensors, (low-frequency ul-
tra)sound is emitted from three separate locations on the trans-
ducer surface and measured by three microphones (located
somewhere near the object of examination). One of the main
disadvantages of this technique is that the line between the
transducer and the microphones should be left free. The other
one is that sound speed varies with humidity in the air [1].

Another approach uses articulated arms. In this case, relative
movements are measured by potentiometers located in the
joints of the arms. Larger flexibility of the arms leads to worse
resolution of position sensing. However, by decreasing the
length of the arms (in order to reduce flexibility) leads to
another disadvantage: a reduced maximum size of scanning
area or volume [1].

Probably the most successful position sensors for free-
hand scanning are the magnetic sensors. These little sensors
provide convenience and freedom. However, the magnetic field
distortion of ferrous metals can cause artefacts when using
these systems [1].

4) Free-hand scanning without position sensors: There is
an interesting possibility for position estimation even without
additional sensors or external devices. Speckles are common
and usually artefactual features in ultrasound images. The
speckle pattern evolves from interference caused by interaction
of the ultrasound field and the scatterers [1]. While it is
commonly treated as an artefact, speckle patterns may contain
important information about the imaging system and the
examined medium [3]. Data-based scan conversion, makes use
of the speckle pattern of ultrasound images. The idea is based
on the correlation between two parallel images or A-lines.
If the images or lines are close enough to each other, the
speckle pattern causes a high correlation between the images
or lines. When moving away from a certain line, the calculated
correlation value is decreasing even in homogeneous media,
again, due to the presence of the speckle pattern. There is a
specific dependence between distance and correlation, which
can be described by the so-called decorrelation function (in
terms of distance).

B. Data-based scan conversion approaches

In order to perform scan conversion based on correlation,
an accurate calibration curve should be obtained. The term
calibration curve refers to a function, that describes a one-to-
one relation between distance and correlation. Much research
focuses on the proper determination of this function. Con-
ventional methods use a nominal decorrelation curve obtained
from an (ideal) fully developed speckle [4]. The nominal
decorrelation curve is stable for a certain transducer [5].

Fig. 1. B-mode ultrasound image made of a 3% agar – 4 % lead
homogeneous phantom by mechanically scanning an Olympus V317 single-
element transducer (with 19 mm focus). 5000 A-lines were collected with an
equal 10 µm spacing.

Furthermore, several adaptive algorithms exist [6] that use an
ideal phantom for obtaining the nominal decorrelation curve
and then use adaptive models to get dynamic decorrelation
curves [7]. There are techniques for speckle tracking without
fully developed speckle using modeling of the raw ultrasound
signals generated by speckles [3]. Several studies perform
statistics on the image data in order to get a more suitable
calibration curve (based on some statistical features of the
examined object and the signals generated by the imaging
system). It has been shown that estimation of the envelope
statistics allows characterization of tissue regularity and thus
estimation of the calibration curve [5].

II. MATERIALS AND METHODS

A. Experimental setup

For investigation of data-based 1D to 2D scan conversion,
experiments as well as simulations we collected experimental
and simulated data from a spherically focused single element
transducer with 20 MHz center frequency. Olympus V317
transducers were used with f# = 3, 6.3 mm aperture, 20
MHz central frequency and 10 MHz –6 dB bandwidth. This
type of transducer has a (geometrical) focus at 19 mm (from
transducer surface).

An experimental setup was built using a precision mechan-
ical motion system from Thorlabs. During experiments, the
transducer was scanned mechanically along a line being per-
pendicular to the axial direction. In this way, several thousands
of adjacent A-lines were collected with an equal (and precisely
known) 10 µm spacing. See Fig. 1 for an illustration.

B. Simulations

Simulations were performed using the Field II software
(which is capable of calculating the ultrasound image response
for arbitrary transducer geometries and scattering fields) [8].

Parameters of the Olympus V317 transducer (which are
described in the previous subsection) were used for the si-
mulations. As for the related experiments, several thousands
of parallel A-lines with equal 10 µm spacing were collected
and stored in each simulation of a homogeneous phantom.

Before creating homogeneous computer phantoms, the size
of the (2D) resolution cell of the transducer was determined
from simulations. A single scatterer was placed at the fo-
cus of the transducer. The response to this single scatterer
gave the point spread function (PSF) of the transducer. The
resolution cell was defined as the smallest 2D spatial region
which contains the part of the enveloped (2D) PSF for which
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Fig. 2. Resulting B-mode images (with 60 dB dynamic range) of homo-
geneous phantoms with 0.2, 1, 5 and 10 scatterers/resolution cell densities,
respectively. The simulated imaging system was a single element Olympus
V317 transducer moved along the lateral dimension, collecting A-lines with
an equal 10 µm spacing.

amplitude was greater than –6 dB. For the simulations, the
resolution cell of the transducer was determined to have 84.7
µm and 210 µm sizes in the axial and lateral (or elevational)
directions, respectively. 30 mm × 30 mm quasi-homogeneous
phantoms were simulated with 0.2, 1, 5 and 10 randomly
placed scatterers per resolution cell (Fig. 2).

In order to assess our ability to predict the calibration curve
from a limited number of scatterers, a series of simulations
were also performed with scatterers being placed along an
axial line near the transducer focus. Odd numbers of single
scatterers were placed with an equal spacing centered around
the focus, with 1 to 35 scatterers with 1 mm spacing, and 1
to 69 scatterers with 500 µm spacing.

C. Calibration curve calculation

Calibration curves were obtained by calculating a modified
Pearson’s correlation coefficient between pairs of raw A-lines.
Multiple decorrelation curves were calculated, each showing
the correlations between a certain reference A-line and a series
of the following (adjacent) A-lines (in one direction). The
length of these decorrelation curves (the distance between the
reference line and the farthest line to be considered) was set
to 600 µm – as an empirically chosen distance being long
enough for reaching (roughly) zero correlation.

After the decorrelation curves were calculated for every
possible reference line, the calibration curve was obtained as
the mean of these lines.

Calibration curves were also normalized – in order to get
correlation (absolute) values between 0 and 1. Taking into
account that the highest value of these curves should be the
first value (which should be normalized to 1), normalization
is simply done by dividing the curve by its first value.

In cases where a significant amount of noise was present
that affected the beginning of the calibration curve, division
was done by the second value – as the drop from the first to
the second value of a decorrelation curve generally refers to
the content of noise [9] – (and the first value was set to 0)
when performing normalization.

III. RESULTS

Calibration curves were calculated (in the way described
in Subsection II/C) for homogeneous phantoms with all
four types of scatterer densities (0.2, 1, 5 and 10 scatter-
ers/resolution cell). For all four phantoms, some noise ac-
cording to 60 dB, 40 dB, 20 dB and 0 dB signal-to-noise
ratio (SNR) values were added. Thus, calibration curves were
calculated for 16 phantoms with different scatterer densities
and different SNR. The results showed practically equal cali-
bration curves, for all of these cases (see Fig. 3 and Table I, the

Fig. 3. Calibration curves obtained for simulated homogeneous phantoms
of all combinations of 0.2, 1, 5, 10 scatterers/resolution cell densities and 60
dB, 40 dB, 20 dB, 0 dB SNR. Results show a great and significant correlation
between all of these curves.

TABLE I
NRMSE BETWEEN CALIBRATION CURVES OF HOMOGENEOUS PHANTOMS

(WITH DIFFERENT DENSITIES OF SCATTERERS; SNR = 60 DB)

sct./res. cell 0.2 1 5

0.2 0 0.0072 0.0142

1 0.0072 0 0.0118

5 0.0142 0.0118 0

Fig. 4. Calibration curves calculated for PSF, 11 scatterers and 31 scatterers
around transducer focus (along an axial line) and for a homogeneous phantom
with 1 scatterer/resolution cell density.

TABLE II
NRMSE BETWEEN CALIBRATION CURVES OF HOMOGENEOUS PHANTOMS

AND OF SEVERAL SCATTERERS (AROUND TRANSDUCER FOCUS)

PSF 11 scatterers 31 scatterers

0.2 sct./res. cell 0.0350 0.0116 0.0184

1 sct./res. cell 0.0343 0.0122 0.0209

5 sct./res. cell 0.0420 0.0173 0.0193

latter showing normalized root-mean-square errors (NRMSE)
calculated for pairwise calibration curves in order to quantify
their similarity).

Calibration curves were also calculated for PSF and for
images of scatterers placed around the focal point with an
equal (1 mm) spacing, axially. In Fig. 4 calibration curves
calculated for PSF, 11 scatterers and 31 scatterers (along a
line) are compared with the calibration curve calculated for
homogeneous phantoms (in this case, the curve for phantom
with 1 scatterer/resolution cell is present). Table II shows the
normalized root-mean-square errors calculated pairwise for
calibration curves of different scattering conditions.

As can be seen in NRMSE values (Table II), the calibration
curve of 11 individual scatterers is closer to all homogeneous
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Fig. 5. Scatterer positions, simulated B-mode images and calibrated curves
for 1, 7 and 35 individual scatterers (placed around transducer focus with an
equal 1 mm axial spacing).

phantom calibration curves than either the one of the PSF or
that of 31 scatterers. In order to obtain the optimal number
of scatterers, odd numbers of scatterers were placed around
the focus of the transducer (one of the scatterers being at the
focus point) as described in Section II/B. After simulation
of ultrasound imaging for all these cases, calibration curves
were determined and NRMSE values were calculated between
these curves and the calibration curve of a homogeneous
phantom. The results showed that there is an optimal axial
region around the focus into which placing a few scatterers, a
calibration curve practically identical to the calibration curves
of homogeneous phantoms can be obtained.

Fig. 5 shows a few extreme examples for the number
of scatterers, their (simulated) images and the calibration
curves calculated for each one of them (here, the spacing
between adjacent scatterers was 1 mm). In Fig. 6 NRMSE
values are shown for a series of phantoms with scatterers
with 1 mm spacing, while NRMSE values of Fig. 7 were
calculated for 500 µm spacing of scatterers in order to obtain
a better resolution of this function. Spacing scatterers with a
distance being lower than this value, however, would lead to
undesirable interference. Results showed – in accordance with
each other – that the optimal region (for calibration) is around
6.5 mm long, which is significantly close to the calculated
depth-of-field length of the transducer. The can be seen in
Fig. 5 that the scattering region in Fig. 5b shows the depth-
of-field (as compared with Fig. 5a and Fig. 5c).

IV. DISCUSSION

It was shown in the above results that for homogeneous
phantoms, the calibration curve is robust enough for different
scatterer densities and SNR (variation of these parameters did
not affect the calibration curve significantly). We can also
conclude that – based on the simulation results – complex
‘ideal phantoms’ may be substituted by a few scatterers

Fig. 6. Normalized root-mean-square error between calibration curves for
different (odd) numbers of individual scatterers placed around transducer focus
with an equal 1 mm axial spacing.

Fig. 7. Normalized root-mean-square error between calibration curves for
different (odd) numbers of individual scatterers placed around transducer focus
with an equal 500 µm axial spacing.

placed in the depth-of-field region for calibration purposes
of a correlation-based sensorless freehand scan conversion
algorithm.

Future work includes comparison and validation of these
simulation results with experimental results as well as valida-
tion and improvement of the scan conversion algorithm based
on the investigated calibration curves and described in detail
in [2] – both of which are currently under investigation with
partial results.
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Abstract—Numerical simulation of quantum physical systems
is known to be a demanding computational problem, particularly
dealing with large regimes. However, quantum simulations pro-
vide great assets for the development of new quantum technolo-
gies such as quantum sensors or creation of a universal quantum
computer. Furthermore, they are also applicable in various other
related fields, e.g. condensed-matter physics, high-energy physics,
atomic physics or quantum chemistry. The creation of a simple
computational model may contribute to the understanding of a
given problem before the actual implementation using quantum
computers, or simpler, analog quantum simulators, such as
ions, polar molecules, electrons in semiconductors, quantum
cavities and oscillators, nuclear spins or photons. The Quantum
Toolbox in Python (QuTiP) is well suited for the numerical
simulations. Inter alia it is an appropriate framework for example
in quantum optics or in circuit quantum electro dynamics (C-
QED), while it also possesses potential for educational purposes.
This preliminary study presents simple models and simulation
examples illustrating the capabilities of the QuTiP framework.

Keywords-python; quantum systems; simulations

I. INTRODUCTION

It can be stated, that in general an analytical description of
the system dynamics is hardly manageable for Hamiltonians
of more advenced physical systems. Considering the solution
of these problems, one must confine themselves to numerical
simulations of the equations of motion. If these simulations are
to be carried out using classical computers instead of quantum
computers, the exponentially increasing dimensionality of the
inherent Hilbert space sternly limits the simulation efficiency
of the system [1]. However, in many fields such as trapped
ions [2], nanomechanics [3], quantum optics and circuits [4]
using a small number of effective components is sufficient
for composing few-level quantum systems and harmonic os-
cillators excited by a small number of quanta, in a simplified
Hilbert space. These are manageable with classical simulation
techniques. The Quantum Toolbox in Python (QuTiP) is an
open-source software designed to be a general framework for
solving the aforementioned quantum mechanical problems ie.
for simulating the dynamics of open quantum systems [5].

This article briefly presents the main concepts of numerical
simulations for quantum models using QuTiP in particular
of quantum mechanical light-matter interactions (Section II),
while Sections III delineate the simulation model and a
simulation example. Finally, in Section IV, the paper closes
with conclusions and outlines the main aspects of the author’s
subsequent scientific work.

II. CONCEPTS

QuTiP, as mentioned above, is a python package for calcula-
tions and numerical simulations of quantum systems. The key
difference between classical and quantum mechanics lies in

the use of operators instead of numbers as variables. Moreover,
one must specify state vectors and their properties. Therefore,
for computing of the dynamics of quantum systems a given
data structure is needed, which is capable of encapsulating the
properties of a quantum operator. QuTiP accomplishes this by
defining the quantum object class using matrix representation.
This is a basic facility for representing and doing calcula-
tions with state vectors (wave-functions), as bras, kets and
density matrices, quantum operators of single and composite
systems, and useful for defining master equations. It also
includes solvers for a time-evolution of quantum systems,
according to: Schrodinger equation, von Neuman equation,
master equations, Floquet formalism, Monte-Carlo quantum
trajectories, experimental implementations of the stochastic
Schrodinger/master equations.

The Jaynes-Cummings model is the simplest possible model
for quantum mechanical light-matter interactions, describing a
single two-level atom interacting with a single electromagnetic
cavity mode[6]. The Hamiltonian that describes the full system
consists of the free field Hamiltonian, the atomic excitation
Hamiltonian, and the Jaynes–Cummings interaction Hamilto-
nian:

Ĥ = Ĥfield + Ĥatom + ĤJC (1)

Ĥfield = h̄ωcâ
†â; Ĥatom = h̄ωa

σ̂z
2

; Ĥint =
h̄Ω

2
ÊŜ (2)

Where ωc and ωa are the frequencies of the cavity and the
atom, respectively, and Ω represents the interaction strength.
The JC interaction Hamiltonian with the quantized radiation
field is taken to consist of a single bosonic mode with the
field operator Ê = â + â†, where the operators â† and â
are the bosonic creation and annihilation operators, while the
atom is coupled to the field through its polarization operator
Ŝ = σ̂+ + σ̂−, where the operators σ̂+ and σ̂− are the raising
and lowering operators of the atom. The operator σ̂z is the
atomic inversion operator.

To get a solvable model, when |ωc − ωa| � ωc + ωa the
quickly oscillating ”counter-rotating” terms can be ignored.
This is referred to as the rotating wave approximation. The
JC Hamiltonian is thus written as:

ĤJC = h̄ωcâ
†â+ h̄ωa

σ̂z
2

+
h̄Ω

2

(
âσ̂+ + â†σ̂−

)
(3)

Electromagnetic signals are always composed of photons,
although in the circuit domain those signals are carried as
voltages and currents on wires, and the discreteness of the
photon’s energy is usually not evident. However, by coupling a
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Fig. 1: Vacuum Rabi oscillations in the Jaynes-Cummings
model. Occupation probabilities in the function of time for
the cavity (red) and for the atom excited state (green).

Fig. 2: Wigner quasi-probability distribution in the Jaynes-
Cummings model. Positive values with red, and negative
values with blue. For t = 5 and t = 15 the Wigner function
has negative values, indicating a truly quantum mechanical
state.

superconducting quantum bit (qubit) to signals on a microwave
transmission line, it is possible to construct an integrated
circuit in which the presence or absence of even a single
photon can have a dramatic effect. Such a system can be
described by circuit QED—the circuit equivalent of cavity
QED, where photons interact with atoms or quantum dots.

III. SIMPLE MODELS AND SIMULATIONS

A. Jaynes-Cummings model

It is useful for computational purposes to write Equation 1-
3 into matrix (and vector) representation form. So it can easily
be implemented for numerical calculations, after setting up the
parameters (using some robust approximations), the operators
and the initial conditions. Furthermore using collapse operators
one can describe a simple dissipation of the system. The built-
in Lindblad master equation solver in QuTiP can solve this.
Figure 1 shows excitation probabilities of the cavity and the
atom. We can clearly see how energy is being coherently
transferred back and forth between the cavity and the atom.

The Wigner quasi-probability distribution (Wigner function)
provides additional insights considering the nature of the state
of the resonators. To calculate it, one can first recalculate the
evolution without specifying any expectation value operators,
which will result in that the solver return a list of density
matrices for the system for a given time (Figure 2). At t = 0,

Fig. 3: Qubit-resonator with dispersive regime. Top: the sys-
tems do not exchange any energy, because the off-resonance
with each other, middle and bottom: correlation functions for
the resonator (red) and of the qubit (blue).

the cavity is in its ground state. At t = 5, 15, 25 it reaches its
maximum occupation in this Rabi-vacuum oscillation process.
It can be noted that for t = 5 and t = 15 the Wigner function
has negative values, indicating a truly quantum mechanical
state. At t = 25, however, the Wigner function no longer
has negative values and can therefore be considered as a pure
classical state.

B. C-QED in the dispersive regime

A qubit-resonator system can be described based upon the
Hamiltonian shown in Equation 1-3. An interesting regime
appears in this system when the resonator and the qubit is far-
off resonance, ∆ � Ω, where ∆ = ωr − ωq is the detuning
between the resonator and the qubit, and ωr and ωq are the bare
frequencies of the resonator and qubit. This is the dispersive
regime, where even a single photon has a large effect on the
qubit without ever being absorbed [7]. In the dispersive regime
the system can be described by the Hamiltonian:

Ĥ = ωrâ
†â− ωq

σ̂z
2

+ χ
(
â†â+ 1/2

)
σ̂z (4)

where χ = Ω2/∆. It can be clearly seen that the last term
is a correction of the resonator frequency that depends on
the qubit state, or a correction to the qubit frequency that
depends on the resonator state. In experiments the dispersive
regimes were used to resolving the photon number states of a
microwave resonator by monitoring a qubit that was coupled
to the resonator[7]. In Figure 3 top, there is seen that the
systems do not exchange any energy, because of they are off-
resonance with each other, however there is oscillation, the
middle and the bottom pictures show the correlation function
for the resonator (red) and the correlation function of the qubit
(blue) respectively. If we look at the cavity wigner function
(Fig. 4) we can see that after interacting dispersively with the
qubit, the cavity is no longer in a coherent state, but in a
superposition of coherent states.
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Fig. 4: Wigner quasi-probability distribution. After interacting
dispersively with the qubit, the resonator is in a superposition
of coherent states.

IV. CONCLUSION

This study introduced basic simulation programs in Python
(using QuTiP) based on simple quantum physical models,
that enabled basic investigation of light-matter interactions.
In order to illustrate the capabilities of the simulator, some
simulation examples were presented. According to the plans of
the author a new C-QED model will be set up with parameters
of physically relevant values in order to model real systems
or published experiments. Additionally, further investigations
should be made as the model is developed by using more
complex systems and more sophisticated approaches of the
system–environment interaction.
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Ákos MAKRA
(Supervisor: dr. Miklós GYÖNGY)
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Abstract—Imaging modalities of any kind have a theoretical
limit on their feasible resolution. The object of the super-
resolution algorithms is to break this boundary obtaining a higher
quality image with the same hardware. The aim of this work is to
review on the existing solutions of the problem, comparing their
practicability and effectiveness. We concentrate on the so-called
stippling algorithm, originally applied in arts, but nowadays with
increasing impact on science. Considering these properties an
algorithm is developed, which could be applied for ultrasound
images - a modified, decision-tree based stippling algorithm is
presented for extracting the possible point scatterers. The results
achieved so far proved to be promising, meaning that further
investigation of the topic could be beneficial. However, care needs
to be taken to evaluate the resulted stippling points as a real point
scatterer arrangement.

Keywords-ultrasound; super-resolution; medical images

I. MOTIVATION

There has always been a great demand on creating images,
which have higher and higher resolution, whether it is about
security cameras, satellites, professional photography or even
the HUBBLE space telescope. The same rules apply for
medical purposes: the higher the resolution of an image is,
the more precise diagnosis can be established. There are two
different ways to enhance the image: by constructing a better
hardware with the capability of delivering(achieving) greater
resolution or by an algorithm, which pushes the resolution
limits of the imaging system beyond its physical boundaries
(like the diffraction limit) to achieve super-resolution (SR).
The algorithm can be used either real-time when the image is
acquired(usually by taking more than one picture i.e. capturing
sub-pixel-shifted frames and stacking them later) or as a post-
processing step (depending on the algorithm even one frame
can be satisfactory). The use of SR techniques provides the
possibility of receiving a more detailed image at a lower
cost compared to the expensive and time-consuming process
of building a new hardware capable of delivering the same
quality.

This paper is mainly concentrated on ultrasound (US)
images, however, the algorithms to be presented can also be
adapted to other imaging modalities as well. US imaging
is a cost-effective, safe and portable method for medical
examinations. On the other hand, along with other imaging
modalities (such as MR, CT or light microscopy) its resolution
is heavily dependent on the wavelength (higher frequency, thus

shorter wavelength leads to better resolution) what in the case
of sound is a lot poorer than that of the light or X-ray. The
transducer and its frequency also determines the penetration
depth (the higher the frequency the smaller the mentioned
depth is) [1, p. 116]. To be able to examine deeper layers
of the medium lower frequencies (therefore lower resolution)
should be used. Taking into account the benefits of US imaging
it would be worthwhile if the image resolution and signal-to-
noise quality could be improved by post-processing methods.

II. OVERVIEW OF METHODS

In the physical model the measured image arises as the
scatterer map gets convolved with the point-spread function
(PSF) of the transducer, and some noise will add to it because
of the imperfection of the system:

x ∗ PSF +N = y, (1)

where x is the scatterer-map, ∗ means the convolution operator,
the PSF is the point-spread function, N is the noise and y
is the actual ultrasound image.

There are different well-known techniques to achieve SR.
The conventional methods – like deconvolution, least square
estimation, Wiener-filters, – are usually dependent on estimat-
ing the PSF of the imaging system, what always introduces
an estimation error to the calculations. Furthermore, these
algorithms are really sensitive to noise, not to mention their
inability to recover frequency components outside of the
frequency range of the PSF. In these cases extrapolation for
higher frequencies in the frequency domain can be used to
enhance the fine structure of the image [2]. Nevertheless,
extrapolation is an estimation in itself, introducing a new
source of error to our model. Therefore, it sheds light on the
need of new algorithms or a different way to approach the
problem.

Another way of dealing with the problem of SR is to define
a dictionary of functions, and to find a combination of them
which could estimate our measured image with a maximum
level of error. These usually iterative decomposition algorithms
will therefore have steps for maximizing the data fidelity
and terms for introducing a regularization of some sense (eg.
sparsity or smoothness of the result). A US image reflects
point scatterers’ additive response, meaning that a simple
signal builds up the whole image, a sparse decomposition algo-
rithm could come into view to overcome the aforementioned
disadvantages of the conventional deconvolution algorithms,
Therefore, a sparse dictionary can be used with the `1- or
`2 - norm for regularization, either compressing and sparsity
or smoothness can be achieved, respectively, by minimizing
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the following equation:

min
f

n∑

i=1

(V (f(x̂i), ŷi) + λ ·R(f))), (2)

where V is a cost function for the difference of the measured
function, y and its prediction f(x), R(f) is the regularization
term, usually some penalty for the complexity of f , and
lambda is the factor responsible for the importance of the
regularization.

Another approach to both enhance the details and eliminate
noise, Markov Random Fields (MRF) can be used [3]. The
image is described by a Markov model, where the pixel values
depend only on their neighbours but are independent from
any other pixel value. By introducing a cost/energy function
which has two terms: one of them penalizes discrepancy
between the measurement and the prediction, while the other
one penalizes any big difference between neighbouring pixel
values to avoid high frequency changes between adjacent
pixels to redound smoothness. An IIR filter can be designed
using the constructed energy function, which filter can be
applied to the measured image., However, this method can
easily blur small differences making two (or more) adjacent
point scatterers’ response indistinguishable.

III. DEFINITION OF STIPPLING PROBLEM

To find the point scatterers in an US image, we would like
to use the so-called stippling algorithm. Our goal is to auto-
matically detect and represent with single dots the important
structures of the image, thus predicting the original scatterer
map as precisely as possible. Stippling is an algorithm, which
is about placing small dots proportional to the intensity of
an area in a picture but having random distribution at the
same time. The darker the area is, the more dots are drawn
to visually provide the same result as the original one. The
arising image made of dots should preserve the structures of
the original image (see Fig. 1 as an example). This technique
was first presented in drawing and painting, while later it
was used for saving ink during printing and to re-size images
with less error. (Note: it is very similar to pointillism but not
the same) Using this method it is possible to describe any
scatterer object as a set of uniformly weighted point scatterers,
hopefully leading to the same, or a similar enough US image.

Fig. 1. Stippling method example. Left: original picture, right: stippled image.
Image processing tool was downloaded from http://wiki.evilmadscientist.com/
StippleGen

Originally these images were drawn by hand, which process
can take days. However, because of the usefulness of the
method, many automatization techniques have been developed
since the use of computers.

IV. EXISTING SOLUTIONS TO THE STIPPLING PROBLEM

Traditional/Original

The easiest interpretation is to place dots on the image in a
random manner, defining a maximum distance between them
depending on the color of the given area. So in every case
we draw a new position, we have to decide on keeping it
by calculating the distance between this and the previously
drawn points. This method is usually computationally ex-
pensive and time-consuming (leads to a quadratic problem),
and do not preserve structures like edges in general (dart
throwing algorithm [4]). This method draws the attention to the
following problem: we can observe, that even using a random
method, inner patterns easily arise (the human eye is very
good at picking up these patterns), which could also influence
the goodness of our predicted scatterer map. This led to the
conclusion, that the so-called blue noise should be achieved
during the process, which lacks these inner patterns. To do so,
the Poisson-Disc sampling can be effectively used.

Voronoi diagrams

In order to achieve blue noise, still spacing the dots evenly,
the so-called weighted Voronoi algorithm can be used. On a
Voronoi diagram we define cells around previously specified
seed points in such a manner, that every point of the cell is
closer to its seed than to any other using some metric (usually
the `2-norm or the so-called Euclidean distance). A special
form of the problem is when the seed point is registered to
the centroid of the cell. The centroid of the cell is defined as

Ci =

∫
Ai
(xρ(x)dA)∫

Ai
(ρ(x)dA)

, (eq. centroid) (3)

where Ci is the centroid of the ith cell, Ai is the area of
the given cell, x is the position of the point, and ρ(x) is
the value of the density function at the given point. The
density function can be defined using the gray-scale intensity
of the give area on the picture. This means, that seeds will be
denser on a darker area, and sparser on a lighter area. Starting
from a beforehand defined set of seed points, the so-called
Lloyd’s relaxation algorithm [5]can be used to achieve the
above mentioned criteria. The steps of the algorithms are as
follows: Calculating the Voronoi cells (using the 3D graphics
hardware-based algorithm of Hoff, or the sweeping Fortune’s
algorithm for example), Compute the centroids of the cells
(eq. centroid) reposition the seed points to the centroids Repeat
from step 1.) until the average path of the repositioning reaches
a lower limit. The algorithm has a high-quality result, but its
computational need is also extremely high.

Graph theory-based

A similar, area-dependent algorithm uses graph theory. The
image is transformed into a weighted graph, where every
pixel is connected to its 8 neighbours, The nodes’ value is
calculated from its gray-level and gradient, while the edges are
weighted with the average of the nodes it connects. Starting
from an arbitrary seed point we expand the region around the
seed point, calculating the distance between the seed and the
area boundary points using Dijkstra’s algorithm, until the path
length reaches a threshold. At the frontier point with highest
gradient we place a new stipple point, with 0 distance from the
previous stipple(s), so the expansion will preferably continue
from here. When there is no remaining region of the image
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Fig. 2. Ground truth vs. stippling solution. In the top row data the original (annotated) data can be seen, while the bottom row shows the result of our
method. Red markers indicate the annotated nuclei, while the blue ones are provided by our stippling method. It can be observed that our method places the
point scatterers on the edges too, which is most likely the result of the binary intensity categorization and the accepted small gradient-levels. Both of these
causes leads to a greater acceptable region for placing stipples in the vicinity of the maximum. The achieved similarity between the convolved images was
R2 = 0.63, which is satisfactory based on the visual conformity between the images.

to be expanded, the algorithm stops. The node values will
account for the density of stipple points, while the positioning
of new stipples depending on the gradient helps to preserve
edge structures. However, as Dijkstra’s algorithm is greedy,
with increasing image size the run time can get utterly slow.

Decision tree

A fast, but less precise method can be constructed using
decision trees. These methods usually have the most threshold
parameters. Decision values calculated from the grey levels
and gradients of the input image are used in the initial
positioning of stipple point. New threshold values have to be
defined in the next step, when we decrease the number of
these points to achieve the desired densities - the probability
of deleting points should be higher at lighter, and evenly
toned input areas and lower at dark, and edge regions. This
means, that the quality of the output strictly depends on these
thresholds, so for different input images we can get very
different results. In ideal case, the algorithm should calculate
these parameters using the input image.

V. METHOD OF CURRENT WORK

For testing the effectiveness of stippling, an algorithm was
needed which is fast, easily adjustable, and a high level of
similarity can be achieved with it. The code was adapted
from [6] and re-implemented with modifications in MATLAB
(Mathworks, Natick, MA).

It is based on a decision tree, starting with computing the
vertical and horizontal gradient image and placing stipple
points to every location where the gradient value reaches
the input threshold value. In the next step stipple points are
randomly removed: the more stipple points are found in the

vicinity of the examined point, the more likely will it be
preserved.

This method, however, has multiple disadvantages. First of
all, it focuses only on the edges, neglecting the different tones
of an input image, leading to the fact that the structures will
be enhanced, but in case a scatterer object with a uniformly
toned area was present, only the edges of that region would
be detected. Furthermore, its structure would also have a
very different response image: assuming that the PSF has a
given radius, stipples placed on the edge of this PSF would
produce a response image with twice of the radius (half of the
resolution). It leads to the assumption that edge detection is
rather disadvantageous in our case.

To overcome these problems, a simple binary tone recog-
nition was included in the algorithm. First of all stipples are
placed to locations where the gradient is smaller than the input
threshold, thus uniformly toned regions will be preferred over
sharp edges (which, for instance could be easily produced
by noise speckles). However, the background would also be
covered by stipples following our previous rule, so intensities
under a second threshold are penalized. Apart from the fact
that dark regions and speckles will be stipple-free, this second
rule also helps to limit the stipples to the brighter, inner region
of a structure. In the following step stipples are similarly
removed, as in the original workflow. The resulting image,
however would have far too many stipple points. Randomly
decreasing their numbers would be dangerous as complete
scatterers easily could be lost. In regions where the number
of stipple points exceeds a limit, those points are substituted
with one point with one point in the centroid of the others.
This step will also help to obtain more concentrated groups
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of the stipples.

VI. RESULTS

For testing the algorithm a simulation environment was set
up. An arbitrary input image (taken from [7], showing H&E
stained histology picture of colorectal adenocarcinoma) is
taken where coordinates of point scatterers (nuclei) are known
and is convolved with a PSF. For the PSF a precalculated
two-dimensional Gauss-signal with 0 expected value and 0.5
standard deviation was used. As dealing with point scatterers,
no scattering was taken into account from any other cell parts.
By performing the mentioned convolution a simulated US
image was obtained. To extract the original location of the
scatterers, the above presented algorithm is used on the US
image. The located stipple points are convolved with the PSF
again, and the result is compared to the original input image.
For the latter the well-known R2 metric is used.

The results can be seen in Fig. 2. Top row indicates ground-
truth-based data, while the bottom row shows the stippling
methods’ result. Red markers indicate the annotated nuclei
(ground truth), while the blue ones are provided by our
stippling method. It can be observed that our method places
the point scatterers on the edges too, which is most likely the
result of the binary intensity categorization and the accepted
small gradient-levels. Both of these causes leads to a greater
acceptable region for placing stipples in the vicinity of the
maximum. The achieved similarity between the convolved
images was R2 = 0.63, which is satisfactory based on the
visual conformity between the images.

VII. CONCLUSION

It would be too early to draw a conclusion whether stippling
methods in general could solve or not the problem of finding
the point scatterers in an US image. For finding that out,
different approaches like clustering the points with the Voronoi
diagrams, or setting the threshold values from local and global
properties of the image could improve the performance. It is
also obvious, that the intensity of the regions contains more
information in our case than the gradient, so further experi-
ments should be carried out in this direction. The described
method provides a solution to this inverse problem, however,
care needs to be taken to evaluate the dot arrangement as a
possible, real-life scatterer position layout.

Furthermore, a proper metric could be used to compare
point scatterers of the ground truth data and stippling, even in
case of different amount of scatterers. To reduce the stippling
points either a proper thresholding or a better (even adaptive)
“substitution window” could be used.

Last, but not least, stippling methods could be used on any
other imaging modalities.
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Abstract—We demonstrate the use of spin-wave interference in
patterned magnetic films for spectral decomposition of microwave
signals. In particular, we propose the use of the so called
Rowland circle arrangement which is widely used in optical
and X-ray spectroscopy. Our design’s simplicity (the spin-wave
generation, the grating and the focusing device are all realized
by one patterned edge of the magnetic film) enables exceptionally
straightforward fabrication and a very compact device. We
believe that the idea can be generalized and we envision devices
where the signal is first converted from long wavelength waves
to sub-micron wavelength spin waves, so that signal processing
may be realized by a compact on-chip device. Our designs were
verified by means of micromagnetic simulations.

Keywords-YIG; spin wave; spectrum analyzer; Rowland circle;
concave grating

I. INTRODUCTION

Spin-wave-based computing devices are promising CMOS-
alternative candidates for low-power and high-speed applica-
tions. A number of devices has been proposed that use spin
waves to realize Boolean logic gates [1] or non-Boolean com-
puting primitives [2][3]. In this paper we present a different
application area for spin waves: by means of micromagnetic
simulations we demonstrate the operating principles of a
spin-wave-based spectrum analyzer for microwave signals.
Microwave spectral analysis is a fundamental part of many
telecommunication systems as well as scientific lab equipment.
The typical realization of a spectrum analyzer consist of a filter
bank with a large number and often bulky filters and/or a dig-
ital signal processor with relatively large power consumption
and considerable delay. Our design uses analog signals and
wave interference to produce the spectral decomposition.

A similar arrangement were proposed in [4] but in that
arrangement beams of magnetic waves are deflected by a flat
grating created by surface acoustic waves.

II. SPIN WAVES

Spin waves (often called magnons if quantized) are ex-
citations of the magnetization in magnetic materials. There
are multiple differences between spin waves and electromag-
netic waves: spin waves are bound to magnetic media, they
are nonlinear and spin waves only exist in the gigahertz-
terahertz range. The most important difference for us is the
difference in dispersion properties as spin waves has much
lower wavelengths at the same frequency (spin waves can have
wavelengths from a few nanometers to several micrometers).
This enables a much more compact integration of spin-wave
devices compared to the bulky microwave devices. In fact, spin
waves can have wavelengths comparable to the visible light
at microwave frequencies. This inspired us to realize optical
computing arrangements using spin waves.
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Fig. 1. Calculated dispersion curves in YIG at various biasing fields.

Spin waves also have anisotropic dispersion, i.e. the spin-
wave wavelength depends on the angle between the magne-
tization and the wave propagation. In case of thin magnetic
films if the magnetization is perpendicular to the film plane
this angle is 90◦ at every direction in the plane of the film,
thus this out-of-plane magnetization is preferred over the in-
plane magnetization. Fig. 1 shows typical dispersion curves in
yttrium iron garnet (YIG) at different bias fields. The direction
of the magnetization is out of plane.

III. ROWLAND CIRCLE ARRANGEMENT

The Rowland arrangement [5] is used in X-ray and opti-
cal spectroscopy. Its main element is a patterned, reflecting
surface, acting as a combination of a diffraction grating and
a concave mirror. In this geometry, waves are diffracted by
the grating, depending on their wavelength and at the same
time focused by the concave mirror on different points of the
Rowland circle. Different wavelengths correspond to different
foci, thus the frequency components of the signal become
spatially separated. A spin-wave-based implementation for the
Rowland geometry is shown in Fig. 2. This depicts the result of
a micromagnetic simulation of an approx. 3 x 2.5 micrometer
size Permalloy film. For micromagnetic simulations the well
established OOMMF code[6] were used. The bottom of the
film is patterned in such a way that it performs the diffracting,
focusing and wave generation functions. The spin waves are
generated on the edge of the magnetic film by the magnetic
field of a microstrip line. The magnetic field of the microstrip
line were calculated using HFSS EM simulator, and applied
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Fig. 2. Micromagnetic simulation of the spin-wave spectrum analyzer. The
colormap represents a magnetization snapshot of the magnetic film. Along the
Rowland circle different diffraction orders of one frequency component can
be seen.

in the magnetic simulation assuming a sinusoidal time depen-
dence.

The resulting structure is significantly simpler than our
earlier proposal for a spin-wave lens [7], as it requires no non-
uniform magnetic fields for the manipulation of spin-waves. A
static uniform external magnetic field is still required to set the
magnetic film to a single-domain state, and this magnetic field
is also used to define the cutoff frequency and the dispersion
relation for spin waves. This external bias field can be realized
by an additional fixed magnet, a coil, a built in anisotropy in
the magnetic field or the combination of these. It is possible to
change the operation frequency band of the device by changing
the external bias field. At the same time the resolution of the
device is determined by this external bias field due to the
nonlinear spin-wave dispersion curve in magnetic materials.
It is possible to achieve megahertz resolution at gigahertz
frequencies by choosing the proper bias field, however the
size of the device will limit the achievable bandwidth.

The intensity peaks of the spin-wave intensity distribution
along the Rowland circle correspond to the frequency compo-
nents of the excitation. In an actual device these peaks may
be picked up by magnetoresistive or inductive sensors placed
on the Rowland circle. The size of these sensors limits the
smallest spin-wave wavelength that can be used in the device.

While the Rowland circle can be implemented in ferromag-
netic metallic films (such as Permalloy or CoFe), YIG films
enable long-range spin-wave propagation and the formation of
complex interference patterns since YIG has one of the lowest
damping among the known magnetic materials, with damping
coefficient as low as α = 2.3 × 10−4 and decay lengths of
several hundreds of nanometers [8]. This enables to realize
spectrometers up to a millimeter size at micrometer spin-wave
wavelengths, thus increasing the resolution and bandwidth.

IV. CONCLUSION

We presented a design for a spin-wave-based spectrum
analyzer for microwave signals. Our estimations suggest that

the device could significantly outperform its digital and filter-
bank-based counterparts in terms of power consumption, chip
area and delay at several gigahertz frequency. Further consid-
erations are needed to determine the overhead added by the
readout circuitry. Spin-wave optical devices, such as the pre-
sented device, may enable the replacement of surface acoustic
wave (SAW) devices or perform the processing functions of
complex, power-hungry high-frequency circuitry.
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Abstract—Quality estimation for machine translation is an
important task. The standard automatic evaluation methods that
use reference translations cannot perform the evaluation task
well enough. These methods produce low correlation with human
evaluation for English-Hungarian. Quality estimation is a new
approach to solve this problem. This method is a prediction
task estimating the quality of translations for which features are
extracted from only the source and translated sentences. Quality
estimation systems have not been implemented for Hungarian
before, thus there is no such training corpus either. In this
study, we created a dataset to build quality estimation models
for English-Hungarian. We also did experiments to optimize the
quality estimation system for Hungarian. In the optimization task
we did research in the field of feature engineering and feature
selection. We created optimized feature sets, which produced
better results than the baseline feature set.

Keywords-quality estimation; machine translation

I. INTRODUCTION

The measurement of the quality of translation output has
become necessary especially in the field of machine translation
(MT). A reliable quality score for MT could save a lot of time
and money for translators, companies, researchers and ordinary
users. Knowing the quality of machine translated segments can
accelerate the translators’ work, or can help human annotators
in their post-edit tasks, or can filter out and inform about
unreliable translations. Last but not least, quality indicators
can help MT systems to combine the translations to produce
better output. There are two kinds of evaluation methods for
MT. The first type uses reference translations, i.e. it compares
machine translated sentences to human translated reference
sentences, and measures the similarities or differences between
them. To evaluate the quality of MT, after an automatic
translation, we also have to create a human translated sentence
(for the sentences of the test set) to compare it to the machine
translated output. Creating human translations is expensive and
time-consuming, thus these methods, such as BLEU and other
methods based on BLEU, TER, HTER etc., cannot evaluate
in run-time, and the correlation between the results of these
methods and that of human evaluation is very low in the case
of translations from English to Hungarian. A completely new
approach is needed to solve these problems, i.e. a method
which can predict translation quality in real-time and does not
need reference translations.

The other type of evaluation methods is called Quality
Estimation (QE). This is a supervised approach that does not
use reference translations. This method addresses the problem
by evaluating the quality of machine translated segments as
a prediction task. Using QE we can save considerable time
and money for translators, human annotators, researchers,
companies and ordinary users.

In this study, we use the QuEst framework [1], developed
by Specia et al., to train and apply QE models for Hungarian,

which to our knowledge has not been done before. Hence,
first, we needed to create a QE corpus for Hungarian. Then,
using this corpus we built different kinds of optimized English-
Hungarian QE models. For optimizing we developed new se-
mantic features using WordNet and word embedding models.

The structure of this paper is as follows: First we will
shortly introduce the QE approach. Then, we will present
the corpus we created for English-Hungarian QE. Finally, our
experiments, optimizations and results in the task of QE are
described.

II. RELATED WORK

In the last couple of years there have been several WMT
workshops with quality estimation shared tasks,1 which pro-
vided datasets for QE researches. The datasets are evaluated
with HTER, METEOR, ranking or post-edit effort scores.
But, unfortunately, there is no dataset for Hungarian. In this
research we created a QE dataset for English-Hungarian. For
human judgement we used the Likert scoring scale.

Recently, in the field of QE, research has focused on feature
selection using a variety of machine learning algorithms and
feature engineering. In feature selection task, Beck et al. tried
more than 160 features in an experiment for English-Spanish
to predict HTER. Other key aspects in field of QE are: a.)
providing larger datasets; b.) feature selection using a variety
of machine learning algorithms and feature engineering for
word-level, sentence-level and document level QE; c.) ex-
ploring differences between sentence-level and document-level
prediction; d.) analyzing training data size and quality [2].

In our research we did experiments for Hungarian QE in
providing a dataset, word-level feature engineering and feature
selection.

III. QUALITY ESTIMATION

In the QE task, we extract different kinds of features as
quality indicators from the source and translated sentences.
Following the research of Specia et al., we can separate the
features in different kinds of category [1]. From the source
sentences, complexity features can be extracted. From the
translated sentences, we extract fluency features. From the
comparison between the source and the translated sentences,
adequacy features are extracted. We can also extract indicators
from the MT system, these are the confidence features. From
another point of view, we can also divide the features into two
main categories: “black-box” features (independent from the
MT system) and “glass-box” features (MT system-dependent).
Since in our experiments we have translations from different
MT systems, we did use only the “black-box” features. After
feature extraction, using these quality indicators, we can build

1http://www.statmt.org/wmt15/quality-estimation-task.html
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Adequacy Fluency
1: none 1: incomprehensible
2: little meaning 2: disfluent Hungarian
3: much meaning 3: non-native Hungarian
4: most meaning 4: good Hungarian
5: all meaning 5: flawless Hungarian
0: I do not understand this En-
glish sentence

TABLE I
ADEQUACY AND FLUENCY SCALES FOR HUMAN EVALUATION

QE models with machine learning methods. The aim is that
the predictions of the QE models are highly correlated with
human evaluations. Thus, the extracted quality indicators need
to be trained on human judgments.

IV. HUQ CORPUS

To build the English-Hungarian QE system, we needed
a training corpus. In our experiments, we created a corpus
called Hungarian QE (HuQ). The HuQ corpus contains 1500
English-Hungarian sentence pairs. To build the HuQ corpus,
we used 300 English sentences of mixed topics from the
Hunglish corpus [3]. We translated these 300 sentences into
Hungarian with different MT systems. After the translation,
to create human judgements, we evaluated these translated
segments with human annotators. For creating human scores,
we developed a website2 with a form for human annotators to
evaluate the translations. In this website we can see an English
source sentence and its Hungarian translation, originating from
one of the translation sources. However, the evaluates were
not aware of the origin of the translation. The annotators
could give quality scores from 1 to 5, from two points of
view: adequacy and fluency (see Table I). We added a 0
score (I do not understand the English sentence) to filter out
wrong evaluations. All the 1500 sentences were evaluated by 3
human annotators: L, M and T. All the annotators were native
Hungarian speakers who have minimum B2 level English
language skill. The 3 annotators have different evaluation
attitudes:

• L: linguist,
• M: MT specialist,
• T: language technology expert.
To follow and control the annotators effectively, or to

discuss the annotation aspects with the annotators personally,
to avoid misunderstandings, we did not use crowdsourcing for
the evaluation. In order to ensure a consistence annotation
scheme, the 3 annotators evaluated a set of 50 translations
in a personal meeting. These translations are not included in
the training set.

There are 3 topics in the HuQ corpus: subtitles, literature
and law. The subtitles are simple daily used sentences con-
taining a high ratio of slang words. The language of literature
has more complex grammatical constructions with many rare
words used. The segments from law are official texts with
complex grammar.

We used 5 different translations for each of the 300 sen-
tences. One of them is human translation from the Hunglish
corpus, the remaining translations are from 4 different MT sys-
tems: MetaMorpho [4] rule based MT system, Google Trans-
late, Bing Translator and MOSES statistical MT toolkit [5].

2http://nlpg.itk.ppke.hu/node/65

The Google Translate and the Bing Translator are statistical
MT systems. The main advantage of these two systems is that
these are trained on huge corpora. Thus, the commonly used
phrases will be translated in high quality, but in the case of
unseen or rare segments or word forms, the quality will be low.
In contrast, the MetaMorpho rule based MT system can handle
numerous grammatical forms. Thus, it can gain high quality
both in adequacy and fluency. The MOSES MT toolkit was
trained on the Hunglish corpus, which contains ∼1.1 million
English-Hungarian sentence pairs, which is not big enough to
produce high quality translations. There is a typical difference
between statistical MT systems and rule based MT systems
for English-Hungarian. In Table II we can see an example:
Smith turned the question over in his mind. The main difficulty
for automatic MT systems in this sentence is that not Smith
turned over, but the question turned over (by Smith). The
MetaMorpho system, using the grammatical analyzer could
handle this problem correctly, but the statistical systems could
not, because the probability of “Smith turning over” is higher
than a “question turning over”. This problem appears in the
human evaluation scores as well. We can see in Table II, in
the case of Google Translation, that the 3 annotators gave
3 different scores. One reason for the difference is that the
3 annotators had different attitudes, another reason is the
ambiguity. If we translate the Hungarian sentence back, it
means: Smith turned around in his mind, above the question.
Thus, L gave 1 because this translation is totally different from
the source sentence. But T gave 5, because these phrases: “in
mind” , “turn question” , together definitely have the main
meaning that Smith analyzed the question, which has the same
meaning as the source sentence. M agrees with both L and T,
he is halfway between them.

For building the QE models, we used the arithmetic mean
of the scores of the 3 annotators: AD: arithmetic mean of the
adequacy scores, FL: arithmetic mean of the fluency scores
and AF: arithmetic mean of the AD and FL scores.

We also created classification scores, because there are
many cases, when we do not need 5 grades. For instance,
the companies and translators need only 2 or 3 classes: need
post-edit – do not need post edit; correct – need correction,
etc. We created 3 classes from the AD, FL and AF scores:

• BAD: 1 ≤ x ≤ 2,
• MEDIUM: 2 < x < 4,
• GOOD: 4 ≤ x ≤ 5,
where: x = AD, FL or AF . The classification scores are:

CLAD: classification scores from AD, CLFL: classification
scores from FL and CLAF: classification scores from AF.

V. METHODS, EXPERIMENTS AND OPTIMIZATION

Using the HuQ corpus with AD, FL, AF, CLAD, CLFL and
CLAF, we built the QE models. For building the QE model,
features as quality indicators are needed to be extracted from
the corpus. Then, with a machine learning method, human or
automatic evaluation scores are used to build the QE model.
To create the quality indicators from features, we used the
QuEst framework. In this study, 103 features (103F) were
extracted from the corpus. The set of 103 features contains
76 features implemented by Specia et al. and 27 additional
features developed by us. In the 103F, there are adequacy
features, fluency features and complexity features. The 27F
contains 3 dictionary features and 24 features using WordNet
and word embedding models.

170



MT system Example Adequacy Fluency
L M T L M T

Source Smith turned the question over in his mind.
Reference Smith megvizsgálta a kérdést.
MetaMorpho Smith a kérdést forgatta a fejében. 2 5 5 4 5 5

(Smith turned the question in his mind.)
Google Smith megfordult a kérdés felett a fejében. 1 3 5 5 3 4

(Smith has turned in his mind above the question.)
Bing Smith megfordult a kérdés a fejében. 4 5 4 4 4 4

(Smith the question turned in his mind.)
MOSES Cyrus smith a kérdést. 1 1 1 1 1 4

(Cyrus smith the question.)

TABLE II
EXAMPLE OF TRANSLATION DIFFERENCE

The first task was doing evaluations with differently-sized
portions of the HuQ corpus. Secondly, we evaluated the HuQ
corpus with standard automatic metrics. Thereafter, we built
different QE models for English-Hungarian. First, we tried
the 17 baseline features (17F) [1] for Hungarian. The 17F is
language and language tool independent. Then we performed
experiments with the 103F (17F is subset of 103F).

For the machine learning task, we used the Weka sys-
tem [6]. We created 7 classifiers with 10 fold cross-validation:
Gausian Processes with RBF kernel, Support Vector Machine
for regression with NormalizedPolyKernel (SMOreg), Bagging
(with M5P classifier), Linear regression, M5Rules, M5P Tree
and for classification we used Support Vector Machine with
NormalizedPolyKernel (SMO). We only show the results of
the SMOreg and SMO, because these gained the best results.
For evaluating the performance of our methods, we used the
statistical correlation, the MAE (Mean absolute error), the
RMSE (Root mean-squared error) and the Correctly Classified
Instances (CCI) evaluation metrics. The correlation ranges
from -1 to +1, and the closer the correlation to -1 or +1,
the better it is. In the case of MAE and RMSE the closer the
value to 0, the better.

We developed 27 new word-level semantic features. Our
aim was to quantify the similarity and relatedness of the topic
or meaning of the source and the target sentences. We created
bag of words (BOW) from the source and the target segments.

We used 3 features extracted from an English-Hungarian
dictionary used by the MetaMorpho system, which contains
365000 entries. We created noun, verb, adjective BOW from
the source and the target sentences, then we counted the
source-target word pairs from the BOW, which are included in
the dictionary. After all, we divided the matches by the length
of the source sentence, the length of the target sentence and
we counted the F1 score of them.

We developed an additional 24 features using WordNet
and word embedding models. We used the Princeton Word-
Net 3.0 [7] and the Hungarian WordNet [8]. We collected the
synsets of the nouns in the source and the target segments.
Then, we collected the hypernyms of the synsets up to two
levels. Using the collected synsets and hypernym synsets we
counted the weighted intersection of synsets of the source and
the target words. Features are extracted from the result synsets.
We counted the instances of the result synset and divided the
sum with the length of the source sentence, the length of the
target sentence, the number of nouns in the source sentence,
the number of nouns in the target sentence and we counted the
F1 score of them. Using these counts, we also created features

with the verbs, the adverbs and the adjectives.
However, if looking up words in WordNet did not provide

any results, which is quite often the case because of the
small coverage of the Hungarian WordNet, we used word
embedding models to substitute synset results. Thus, first
we trained a CBOW model with 300 dimensions on a 3-
billion-word lemmatized Hungarian corpus. The reason for
using the lemmatized version was to have set of semantically
related words, rather than syntactically related ones. Due to the
agglutinating behaviour of Hungarian, building an embedding
model from the raw text would have provided syntactically
similar groups of words, and only a second key of similarity
would have been their semantic relatedness. However, in the
lemmatized model, this problem was eliminated. Thus, if
there was no result for a word from WordNet, its top 10
nearest neighbours were retrieved from this embedding model,
resulting in a list of quasi synonyms, and used the same way
as WordNet synsets. However, as these lists did not necessarily
correspond to exact synonyms of the original word, the weight
of this feature was lower (set to 0.1).

The experiment with human scores needed to be optimized
for English-Hungarian. For optimizing, we used the forward
selection method.

We carried out experiments for four different settings:
1) task (T1): we did statistical and inter-annotator agree-

ment measurements on the HuQ corpus.
2) task (T2): we compared and evaluated the quality of the

MT systems.
3) task (T3): using the HuQ corpus and the 103F, we built

QE models with different portions of the HuQ corpus
trained on AF: 100, 500, 1000 and 1500 sentence pairs.

4) task (T4): using the HuQ corpus, the 17F and the
optimized feature sets, we built the QE models trained
on the AD, the FL, the AF, the CLAD, the CLFL and
the CLAF scores.

VI. RESULTS AND EVALUATION

In Table III we can see the inter-rater agreement found in
T1. Because of the ambiguities described in Section 4, the
Fleiss Kappa values of inter-annotator agreement between the
3 annotators is moderate.

In T2 (see Table IV), as we expected, MOSES achieved the
lowest result and MetaMorpho performed best.

According to CLAF scores, we counted the ”GOOD”
classes. There are 780 instances of GOOD, which means
52% of the HuQ corpus contains correct or close to correct
translations. According to AF scores, we counted the perfect
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AD FL CLAD CLFL CLAF
Fleiss Kappa 0.357 0.463 0.44 0.521 0.493
Krippendorff Alpha 0.357 0.463 0.44 0.521 0.493
Average Pairwise
Cohen’s Kappa 0.360 0.464 0.444 0.522 0.494
Average pairwise
percent 52.467% 61.222% 70.022% 74.444% 70.6%

TABLE III
EVALUATION OF ANNOTATOR-RATER AGREEMENT

AD mean FL mean AF mean
MetaMorpho 3.8707 3.8651 3.8679
MOSES 3.0175 3.1872 3.1024
Google 3.6395 3.5729 3.6062
Bing 3.2166 3.2256 3.2211

TABLE IV
QUALITY OF MT SYSTEMS

translations (score value = 5), there are 387 instances of
perfect translation, which means 25.8% of HuQ are correct
translations.

In T3, as we can see in Table V, increasing the size of HuQ,
we got better results: the AF-500 could gain ∼24% higher
correlation than the AF-100, the AF-1000 could gain ∼3%
higher correlation than the AF-500 and the AF-1500 could
gain ∼1.5% higher correlation than the AF-1000.

In T4, first, we used 103 features to build QE models
trained on AD, FL, AF, CLAD, CLFL and CLAF human
scores. Then, we optimized the models to Hungarian. After
optimizing, as we can see the results in Table VI and in
Table VII, the optimized features for Hungarian could gain
∼14% (optimized AD - 29 features), ∼10% (optimized FL
- 32 features), ∼12% (optimized AF - 26 features), ∼6%
(optimized CLAD - 21 features), ∼5% (optimized CLFL -
10 features) and ∼4% (optimized CLAF - 12 features) higher
correlation than the baseline features. The optimized AD set
contains 5, the optimized FL set contains 8, the optimized
AF contains 5, the optimized CLAD contains 2, the optimized
CLFL contains 1 and the optimized CLAF contains 2 semantic
features developed in this research. As we can see in the
results of the optimization, each optimized feature set contains
semantic features developed in this research, which means that

Correlation MAE RMSE
AF-100 0.2700 0.8159 1.0613
AF-500 0.5155 0.8478 1.0603
AF-1000 0.5480 0.8147 1.0481
AF-1500 0.5618 0.7962 1.0252

TABLE V
EVALUATION OF T4

Correlation MAE RMSE
AD-17F 0.3832 0.9429 1.1990
Optimized AD 0.5245 0.8397 1.0869
FL-17F 0.5400 0.8229 0.8345
Optimized FL 0.6413 0.7440 0.9878
AF-17F 0.4931 0.8345 1.0848
Optimized AF 0.6100 0.7459 0.9775

TABLE VI
EVALUATION QE USING THE HUMAN JUDGEMENTS

the semantic features are important features for QE.

CCI MAE RMSE
CLAD-17F 0.5493 0.3590 0.4591
Optimized CLAD 0.6093 0.3370 0.4346
CLFL-17F 0.5887 0.3434 0.4419
Optimized CLFL 0.6407 0.3299 0.4262
CLAF-17F 0.5780 0.3433 0.4417
Optimized CLAF 0.6180 0.3299 0.4263

TABLE VII
EVALUATION OF QE USING THE CLASSIFICATION METRICS

VII. CONCLUSION

We created the HuQ corpus for quality estimation of
English-Hungarian machine translation. The corpus contains
1500 quality scores of translations, which are given by human
annotators. Then, using the HuQ corpus, we built different
QE models for English-Hungarian translations. In our experi-
ments, we used automatic metrics and human judgements as
well. In the experiments we tried 103 features including 27
newly developed semantic features using WordNet and word
embedding models. Then, we optimized the quality models to
English-Hungarian. In the optimization task, we used forward
selection to find the best features. We could produce optimized
sorted feature sets, which produced more than 10% better
correlation than the baseline set. In our experiments, our HuQ
corpus and QE models can be used for predicting the quality
of machine translation outputs for English-Hungarian.

In the future, we would like to enlarge the corpus. We also
would like to examine the effect of utilizing crowdsourcing
to increase the size of HuQ. Last, but not least, we will do
experiments and evaluations in a ranking task.
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APPENDIX

PROGRAM 1: Bionics, Bio-inspired Wave Computers, Neuromorphic Models
Name Supervisor

Sándor BABIK Zoltán GÁSPÁRI PhD

Flóra BÁLINT Zsolt LIPOSITS MD DSc, Imre FARKAS MD PhD

Virág BOKODI István ULBERT MD DSc, Dániel FABÓ MD PhD

Réka DÉNES Zsolt RÓNAI MD PhD, Zoltán GÁSPÁRI PhD

Dániel DUDOLA Zoltán GÁSPÁRI PhD

Bálint FILE István ULBERT MD DSc, Dániel FABÓ MD PhD

Edit GYŐRI István ULBERT MD DSc, Dániel FABÓ MD PhD

Márton HARTDÉGEN Kristóf IVÁN PhD

Anett HINSENKAMP Zoltán GÁSPÁRI PhD

János JUHÁSZ Sándor PONGOR MHAS

Ágnes KANDRÁCS István ULBERT MD DSc

Annamária KISS-TÓTH Zoltán GÁSPÁRI PhD

Kinga KOCSIS István ULBERT MD DSc

Tamás LASZLOVSZKY Balázs HANGYA PhD

Eszter LEELŐSSYNÉ TÓTH Péter FÜRJES PhD, Kristóf IVÁN PhD

Domokos MESZÉNA István ULBERT MD DSc

Vivien MICZÁN István KATONA DSc, András HORVÁTH PhD

Tamás MOLNÁR Loránd ERŐSS MD PhD, Kristóf KARACS PhD

György PERCZEL Loránd ERŐSS MD PhD, László GERENCSÉR PhD, Zsuzsanna VÁGÓ PhD

Sára SÁRAY Szabolcs KÁLI, Tamás FREUND

Beáta Tünde SZABÓ István WINKLER, István ULBERT MD DSc

Csilla SZABÓ Lucia WITTNER, István ULBERT MD DSc

Balázs SZÉKY Sarolta KÁRPÁTI, Miklós GYÖNGY PhD

Ádám György SZÉLIG Kristóf IVÁN PhD

Dóra SZEPES István ULBERT MD DSc

Zsófia SZTYÉHLIKNÉ BÉRCES Kristóf IVÁN PhD, Anita PONGRÁCZ PhD
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PROGRAM 2: Computer Technology Based on Many-core Processor Chips, Virtual Cellular Computers,
Sensory and Motoric Analog Computers
Name Supervisor

Bernadett ÁCS Gábor SZEDERKÉNYI DSc

Sándor FÖLDI György CSEREY PhD, Péter SÓTONYI MD PhD

Márton Áron GODA Ferenc KOVÁCS PhD

Balázs György JÁKLI György CSEREY PhD

Máté LŐRINCZ András OLÁH PhD

Máté NÉMETH Ákos ZARÁNDY DSc

Zsolt NIKA Miklós RÁSONYI PhD, Péter SZOLGAY DSc

Tamás WILHEIM Imre KALLÓ MD PhD

PROGRAM 3: Feasibility of Electronic and Optical Devices, Molecular and Nanotechnologies, Nano-architectures,
Nanobionic Diagnostic and Therapeutic Tools
Name Supervisor

Bálint BALÁZS Balázs RÓZSA PhD

Gergely CSÁNY Miklós GYÖNGY PhD

Máté HANDBAUER Árpád CSURGAY MHAS

Ákos MAKRA Miklós GYÖNGY PhD

Ádám PAPP Árpád CSURGAY MHAS

PROGRAM 4: Human Language Technologies, Artificial Understanding, Telepresence, Communication
Name Supervisor

Zijian Győző YANG Gábor PRÓSZÉKY DSc
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