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Altered protection against xenobiotics in the aged
brain? – Functional changes of P-glycoprotein at

the blood brain barrier.
Luca Anna BORS

(Supervisor: Franciska ERDŐ)
Pázmány Péter Catholic University, Faculty of Information Technology and Bionics

50/a Práter street, 1083 Budapest, Hungary
bors.luca.anna@itk.ppke.hu

Statement of originality – This proceedings report describes
the work of the doctoral student during the academic year
2017/2018. Parts of this work might be under submission to
scientific conferences and journals.

SUMMARY

We investigated the structural and functional changes of
the blood-brain barrier (BBB) that occurs with advancing age.
Although the fact of these alterations was already known [1],
[2], the exact background of the increased leakage of the BBB
is yet to discover. We categorized the results into two groups;
the first one includes the structural alterations of the BBB, like
the morphology of blood vessels in the brain and the other
one is the collection of functional changes which include the
effectiveness of the transporter proteins in BBB.

METHODS

With the help of multiple methods we studied the aging
of BBB in rat models. The morphological differences of
young and old brain capillaries were examined with light- and
electronmicroscopy in fixated rat brains. The investigation of
functional changes was focused on the activity and number
of P-gp, one of the efflux transporters of the BBB. Two
substrates of this transporter were used; [99mTechnetium]-2-
methoxy-isobutyl-isonitrile as a radioactive tracer for SPECT
imaging and quinidine for dual- and triple-probe microdialysis
experiments. The biological samples of microdialysis were
analyzed with HPLC-MS/MS. In our study, Wistar rats were
used as model animals for healthy aging.

RESULTS AND DISCUSSION

The histology showed that the capillaries of the brain are
going through significant changes even in healthy aging. The
wall of the blood vessels and the basal membrane were
thickened, the number of tight junctions and P-gp transporter
proteins were decreased while the astorcyte endfeet count and
the staining of GFAP was increased in aged brains. SPECT
and microdialysis results also showed that the BBB does
not block out xenobiotics and drugs in aged rats as much
as in young adults. These two methods also showed that
the elimination of P-gp substrates slows down in old brain.
Another finding was the different pharmacokinetics of young
and middle-aged animals in response to pre-treatment of PSC-
833, a second generation P-gp inhibitor. The inhibition of P-
gp was significant in young rats while there was much less
difference between the brain concentration of substrates in the
aged pre-treated and non-treated groups.

Fig. 1. Drawing of the blood-brain barrier, illustrates the capillary and its
cellular environment. ac: astrocyte, pc: pericyte, e: endothelial cell, BM: basal
membrane, TJ: tight junction

REFERENCES
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The role of secretin signaling in the regulation of
GnRH neurons

Veronika CSILLAG
(Supervisors: Imre FARKAS, Zsolt LIPOSITS)

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
50/a Práter street, 1083 Budapest, Hungary
csillag.veronika@itk.ppke.hu

Reproduction is controlled by the hypothalamo-pituitary-
gonadal (HPG) axis in mammals and its main central regu-
lators, the hypophysiotropic gonadotropin-releasing hormone
(GnRH)-expressing neurons.

Fig. 1. Shematic figure of HPG axis in male mice. Fusiform GnRH neurons
are located in the mPOA of the hypothalamus and their axons terminate in the
median eminence (ME) where they secrete GnRH into the portal circulation.
Red arrows show the relationship between secretin and the reproductive axis.
Secretin is produced in the duodenum into the peripheral circulation, and after
entering the CNS, it can affect GnRH neurons and reproduction.

Dysfunction of the reproductive axis can cause infertil-
ity. The HPG axis is affected by signalling from both the
central nervous system and the periphery. Gut hormones
are able to relay information about the energy homeostasis.
These hormones are secreted from enteroendocrine cells, and
majority of them are able to pass the blood brain barrier
(BBB). Ghrelin which is an orexigenic hormone produced
by the stomach, decreases the firing of GnRH neurons [1].
In contrast, glucagon-like peptide 1 (GLP-1) increases the
activity of GnRH neurons [2]. Secretin is also a member of gut
hormone family and it is released from the S-cells in the small
intestine. It is a 27 amino-acid peptide which can pass the
blood-brain barrier. Secretin receptor is a G-protein-coupled
receptor, and it has been mapped in different regions of the
brain, including the hypothalamus [3]. Since gonadotropin-
releasing hormone (GnRH) neurons are the key regulators

of the reproduction, any secretin-induced modulation of the
GnRH neuronal system has a major impact on various events
of reproduction. Therefore, the present study was undertaken
to examine the putative, direct effects of secretin upon electric
activity of GnRH neurons in male mice.

Whole cell patch clamp measurments on acute brain slices
revealed the following results:

1) Secretin dose dependently increased the frequency of
sPSCs in GnRH neurons, and the lowest effective con-
centration was 100nM.

2) Secretin (100nM) also elevated the frequency of mPSCs
in the presence of TTX, which result shows direct effect
of secretin in GnRH neurons.

3) Pretreatment with secretin antagonist eliminated the
excitatory effect of secretin on mPSCs. It means, that
secretin seems to affect the HPG axis via secretin
receptors expressed in GnRH neurons.

4) Secretin application significantly depolarized the mem-
brane potential in GnRH neurons, which is in accordance
with the excitability of these neurons.

Changes in the frequency of mPSCs, but not in the am-
plitude indicate, that secretin may increase the probability of
vesicular release of GABA from presynaptic terminals. GABA
is the main excitatory neurotransmitter via GABAA-receptors
upon GnRH neurons of male mice. GABA can excite GnRH
neurons because of the high intracellular Cl− level of the
cells. In GnRH neurons, there are two retrograde signalization
pathways wich can influence the presynaptic mechanisms.
One is the retrograde endocannabinoid pathway and the other
is the NO dependent retrograde signalling pathway [1], [2].
Nevertheless, which pathway is involved in the effect of
secretin, requires further examinations in the subsequent year.
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Characterization of the CFTR chloride channel
using in silico methods

Bianka Vivien FARKAS
(Supervisor:Tamás HEGEDŰS, Zoltán GÁSPÁRI)

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
50/a Práter street, 1083 Budapest, Hungary

farkas.bianka.vivien@itk.ppke.hu

Cystic fibrosis (CF) is a monogenic disease caused by the
mutant variants of the cystic fibrosis conductance regulator
(ABCC7/CFTR), a member of the ATP Binding Cassette
(ABC) protein superfamily. The impaired function of CFTR
chloride channel leads to a reduced chloride conductance in
the epithelial cells, which results in disturbances of the salt
and water homeostasis [1]. There are small molecule drugs,
which partially rescue the protein folding and function, but
their efficiency is marginal [2]. A detailed knowledge of
the atomic resolution structure is required to develop drug
molecules to treat CF more efficiently. Recent advances in
single molecule cryo-electron microscopy (cryo-EM) methods
enabled the determination of the full-length CFTR structures
(human: hCFTR, zebrafish: zCFTR).

The CFTR protein has two transmembrane domains (TMD)
consisting of six transmembrane helices (TH) and two cy-
tosolic nucleotide binding domains (NBD) [3]. NBDs bind
and hydrolyze the ATP molecules to generate conformational
changes in the structure enabling the conductance of chloride
ions through the cell membrane in the channel formed by the
TMDs [4], [5]. For channel opening the phosphorylation of
the intrinsically disordered R domain (RD) is required [6]. The
recently determined zCFTR structure (PDBID:5W81) is deter-
mined in the active, ATP-bound, phosphorylated conformation,
but it lacks an open channel for chloride permeation [7]. The
stable closure may arise from the disturbed transmembrane
helix 8 (TH8) and the loosely associated NBDs, which may
result in the lack of required conformational changes to form
an open channel. In addition, the degenerate ATP Site-1 is less
compact compared to the Site-2, which is unexpected as Site-
1 binds strongly the ATP-molecule according to experimental
studies [5], [8].

Our main goal is to characterize the CFTR structure based
on both experimental and homology models using in sil-
ico methods. We performed molecular dynamics simulations
(MD) with the ATP-bound zCFTR structure embedded in a
lipid bilayer to study the dynamics of the channel opening
of and we analyzed the generated open conformations using
channel detecting softwares (HOLE [9], CAVER [10]) to
describe the properties of the chloride channel.

Our results suggest that the zCFTR conformation is either
rare under physiological conditions or it could have been
distorted due to the conditions required for cryo-EM structure
determination. To overcome the lack of channel opening we
generated a CFTR structural model with modified TH8 based
on the MRP1 (PDBID: 6BHU) to correct the disruption in this
transmembrane helix. The simulations of the remodeled CFTR
show feasible channel opening events and a detailed analysis
of the resulting conformations is in progress.

Fig. 1. Tunnels identified by CAVER in the simulations of the zCFTR (a)
and in the simulations of the remodeled CFTR structures (b). Different tunnel
clusters are labeled with different colors.
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Method development for the investigation of
cell-cell interactions in S. cerevisiae

Tünde GAIZER
(Supervisor: Attila CSIKÁSZ-NAGY)

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
50/a Práter street, 1083 Budapest, Hungary
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Abstract—Traditional investigations of microbial colony for-
mation include mostly one strain at a time, however in their
natural settings multiple, often genetically closely related strains
live simultaneously. These mixed colonies provide opportunity to
a great variety of interactions to occur. Besides the competition
for nutrients, microbes can develop different strategies for better
survival, like cooperation or competition. To better understand
these kinds of interactions and their molecular background,
we are developing a systems biological approach to investigate
interactions between different strains of the budding yeast
Saccharomyces cerevisiae.

Keywords-systems biology, mathematical modelling, high-
throughput genomics, yeast

Fig. 1. Summary of research plan

DISCUSSION

Cell-cell interactions have been shown to play fundamental
role in many areas, including maintaining biodiversity [1], or
in tumor formation [2]. The model organism investigated is
the widely used S. cerevisiae. Several S. cerevisiae strains are
used in the industry (wine, beer fermentation, as a chassis
is pharma) and several laboratory strains are used as test
organisms for basic research. Besides the general lab strains,
a wide selection of natural isolates will be included in our
studies. Some of these has been shown before to exhibit
social interactions, such as cooperation and cheater control
behavior [3]. Our approach is combining computational and

experimental methods as shown on figure 1. For this purpose,
an agent based mathematical model is developed to simulate
yeast growth in-silico and experimental procedures are being
developed that support parametrization of the model. After-
wards experiments will be carried out with mixed colonies
both in-vitro and in-silico. Experimental environment is being
developed taking into consideration the aspects required for
differentiating strains next to each other and also screening
large number of strains in the future.
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Abstract—The fetal breathing movement (FBM) is an impor-
tant data according to its well-being, however, the measurement
of them is circuitous because its appearance and inconvenient
also for the mother. On this problem may help the extension of
the fetal phonocardiographic monitoring (fPCG) when the same
sensor head is applied on the maternal abdomen even for a long
time at home.

The paper presents a two-step method to get information
about the FBM through its sound signal and accomplishing these
provides the reliability of FBM’s carried out. The first step is
the hypothetic features extraction, which is based on a multi-
pass method. The second step uses the Support Vector Machine
(SVM) in order to determine the real FBMs distinguishing their
sounds from the other disturbing signals as hiccup, fetal body
and limb movements or even additional noises of the mother.

Keywords-keyword; fetal breathing movement, phonocardiog-
raphy, time-frequency domain analysis, SVM
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I. INTRODUCTION

The list of non-invasive measurements of fetal monitoring
is rather poor which therefore contains also the FBM being a
part since [1] of the biophysical profile of the fetus. The first
attempts to perceive this motion applied an ultrasonic scanner,
as at the examinations of [2] validating the circadian rhythms
and as well separating between gross body movements and
breathing.

The ultrasound measurements were the most useful devices
for fetal heart monitoring on an indirect way also proper for
motion registration. That means, that the extension of the
commercial Doppler CTG with a phase modulation the aid of
which the complex motion of the fetus can be observed [3]. An
interesting approach has been developed with pulsed B-scan
ultrasound for tracking moving image parts in order to quantify
of FBM by [4]. The system allowed detection of the wanted
movements, however, its regular use was very inconvenient.

The application of the fetal phonocardiography (fPCG) on
which broad scientific results, technical details and experiences
are available [5].

II. METHODS AND DATA PROCESSING

Because of the required high reliability of FBM selection a
two-step method has been chosen. The essence of this is that in
the first step a feedback, successive approximation procedure
helps to determine those features, which at the second step

as the input dataset of a Support Vector Machine (SVM)
type classifier at further measurements reliably separates the
breathing movements from others, generated either from the
fetus or the mother.

Taking into account the available possibilities for analysing
the rather complex and random-like FBM signal in question
as second step for the classifying the Support Vector Machine
(SVM) method seemed the most promising [6]. Due this may
be guarantee the canceling of truncated breathing movements,
hiccups, or other motions of the fetus with limb or body, or
even the external noises including the maternal heart sounds.

Fig. 1. The observation of motion on the sonographic image. The contraction and
relaxation of the diaphragm is visible within 1.2 seconds, which is indicating a typical
FBM episode.

III. RESULTS
From more than 1000 former measured records after eval-

uating its content 100 pieces have been selected which all
have more or less a joined part of fetal breathing. In order
to validate our measurements further 50 measurements have
been carried out with a simultaneous video recording of the
well observed physical motions and acoustic sounds received
from the maternal abdomen.
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50/a Práter street, 1083 Budapest, Hungary

hajdara.anna@itk.ppke.hu

Abstract—γδ T cells represent a minor population of lympho-
cytes, however play an important role of immune surveillance and
elimination of malignant cells. Unlike the conventional type of T
cells carrying the αβ T cell receptor (TCR), they respond to non-
processed and non-peptidic antigens through MHC unrestricted
mechanisms [1]. There are emerging evidences, that γδ T cells can
infiltrate solid tumors and play an important role in anti-tumor
immune response. The metabolic changes in tumors can lead to
increased accumulation and release of isopentenyl-pyrophosphate
(IPP) that γδ T cells can sense directly and this leads to their
activation. Once activated, γδ T cells contribute to the immune
response with broad cytotoxic activity. In addition to their
direct cytotoxic effect, their secretions of Th1 cytokines, such
as IFN-γ and TNF-α inhibit the tumor growth and promote the
apoptotic pathway in tumor cells [2]. The role of γδ T cells
in carcinomas is extensively studied, but little is known about
them in melanoma and other types of malignant skin diseases.
In this manuscript, I demonstrate the methodology of γδ T cell
proliferation from isolated peripheral blood mononuclear cells
(PBMCs) and the isolation of dermal fibroblasts from healthy
controls according to our previous in house protocol. I use
flow cytometry analysis to compare γδ T cell ratio/numbers in
zoledronic acid and interleukin-2 stimulated and unstimulated
PBMCs. My results show, that γδ T cells are present in the
peripheral blood only in low numbers, but stimulation with
zoledronic acid and interleukin-2 increases their ratio/numbers.
These cells are double positive for the pan T cell marker CD3
and γδ TCR. These results demonstrate that γδ T cells can
be expanded from PBMC with zoledronic acid (an FDA and
EMA approved drug) and could be potential target for further
experiments in melanoma and other malignant skin diseases.

RESULTS

After isolation and stimulation of PBMCs with high dose
zoledronic acid and interleukine-2 the ratio/number of γδ T
cells was significantly increased. For optimization of CCK-8
proliferation assay normal dermal fibroblasts were used. CCK-
8 - a colorimetric assay contains water soluble tetrazolium salt
(WST-8) which is reduced by the dehydrogenase activites of cells
to give an orange color formazan dye. Dermal fibroblasts from
surgical specimen are more available in house, than PBMCs and
further optimization will be conducted with them.

CONCLUSION

Our results indicate that the γδ T cell proliferation protocol
we use is adequate for further experiments and stimulation
of PBMCs with zoledronic acid and interleukin-2 might be
essential for the enrichment of γδ T cells. Addition of markers
for distinguishing δ1 and δ2 T cell subpopulations are needed
for future experiments.

MATERIALS AND METHODS

A. Cell isolation and stimulation

Fig. 1. Figure 1.: PBMC isolation and stimulation with high dose zoledronic
acid and interleukine-2 leads to the expansion of γδ T cells
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I. INTRODUCTION

Small, cysteine-rich and cationic proteins with antimicro-
bial activity are produced by the most diverse organisms
(e.g. bacteria, fungi, plants, insects, amphibians and humans).
The ancestor of all industrial penicillin producing strains,
the filamentous Ascomycete Penicillium chryosgenum Q176
secretes the extensively examined ([1] [2] [3]) protein PAF.
The protein exhibits antimicrobial and antimycotic activity
towards a variety of filamentous fungi, e.g. the often lethal
Aspergillus infections that occur in humans (Aspergillus niger,
A. fumigatus) and plant pathogenic molds (Botrytis cinerea)
without toxic effects on mammalian cells. Therefore it may
represent a considerable drug candidate against the aforemen-
tioned pathogens.

The pathogenesis of PAF on sensitive fungi involves G-
protein coupled signaling followed by apoptosis.[1] The
genome of this strain contains at least two gene with akin
attributes. Such as the gene coding PAFB (and its shorter form
sfPAFB) and the as thoroughly investigated AFP secreted by
the filamentous ascomycete Aspergillus giganteus. [4]

Both PAF and AFP belong to a distinct group of cysteine-
rich proteins, effectively inhibiting the growth of numer-
ous plant-pathogenic and zoo-pathogenic filamentous fungi.
Although they are close homologues there are substantial
differences between the mode of action of the two. AFP
is predominantly membrane and cell wall-based while PAF
appears to be primarily receptor-based G-protein coupled
apoptosis inducer. [1]

In order to understand the mode of action of PAF, there
was an investigation on the surface-exposed loops of PAF
by replacing one aspartic acid at position 19 in loop 2 that
is potentially involved in active or binding, with a serine
(Asp19 to Ser19) This PAFD19S (shortly D19S) is a note-
worthy synthetic type of PAF. The analyses revealed that
the overall structure of D19s is virtually identical with that
of PAF. However, D19S showed slightly increased dynamics
and significant differences in the surface charge distribution
and showed that PAFD19S to be rather a two-state folder in
contrast to the three-state folder PAF and a loss of antifungal
activity by failing to trigger an intracellular Ca2+ response, all
of which are closely linked to the antifungal toxicity of PAF.
[3] The protein sfPAFB carries attributes beyond the antifungal
protein properties, such as high stability, antiviral activity, and
reversible denaturation.

By creating a structural ensemble of PAF, D19S, AFP and
sfPAFB that represents the experimentally observed motions of
the protein and using computational methods such as molecu-
lar dynamics (MD) may help to understand the mechanics be-

hind these functions. I have applied MD simulations combined
with experimental data derived from NMR measurements, and
used Principal Component Analysis (PCA) in order to examine
the dynamics of the molecules.

II. RESULTS

I performed calculations to explore the structural diversity
of the disulfide-rich protein sfPAFB, its homologue PAF and
the artificial protein D19S. I have used restrained molecular
dynamics simulations. The MD run with MUMO method
using S2 and NOE restraints was simulated a 20 ns time-
interval with a sampling in every 100 ps and 2 fs time-step
in explicit solvent, at 298 K in 8 threads. Comparisons were
made on the proteins with experimental data with CoNSEnsX+
for evaluation.

PCA was performed on the ensembles using local root-
mean-square deviation (RMSD) on the aforementioned pro-
teins and AFP using experimental and simulation-determined
data. While the D19S showed a great change in both modes,
the other molecules were showed dynamical motion mostly
along mode 2. These motions where mainly in the ps-ns
timescale. Sequence alignment including 54 sequences were
also made.
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Glutamate receptors are one of the key players of synaptic
transmission. By binding glutamate, they can modulate synap-
tic strength, inducing long term potentiation (LTP) or long
term depression (LTD). By studying their three dimensional
structures and interactions, more details about synaptic trans-
mission and the general functioning of the central nervous
system can be elucidated.

The α-amino-3-hydroxy-5-methyl-4-isoxasole propionic
acid (AMPA) receptors are ionotropic glutamate receptors.
They are ligand gated ion channels regulating the entry
of calcium ions and other cations into the neuron, thus
causing excitatory synaptic transmission having L-glutamate
as their primary ligand. They consist of four subtunits termed
GluR1-GluR4 forming various heterotetramers depending on
the brain region and exhibiting different functional properties
[1].

The N-methyl-D-aspartate (NMDA) receptors are another
type of ionotropic glutamate receptors. They are ligand-gated
ion channels and along with AMPA receptors are playing a
principal role in synaptic plasticity. They form heterotetramers
from the combination of seven subunits: GluN1, GluN2A-
GluN2D, GluN3A-GluN3B [2].

The kainate receptors are other subtypes of ionotropic
glutamate receptors. They consist of five subunits: GluK1-5,
forming heterotetramers from them. The subunit composition
of the receptor greatly influences its ligand affinity. [3].

Unlike the aforementioned proteins, he metabotropic glu-
atamate receptors (mGluR) are not ion channels. By ligand
binding, they interact with GTP binding proteins, which are
second messengers of cellular pathways, thus altering certain
cellular processes such as gene transcription and glial-neuronal
interaction. Eight mGluR subtypes exist throughout the central
nervous system, termed mGluR1-mGluR8 [4].

I collected alltogether 335 structures from the PDB database
[5]. From the STRING database [6] I collected the interacting
partners of the subunits of these receptors.

Studying the interaction of glutamate receptors with the rest
of the synaptic proteins is crucial for the understanding of
the mechanism of synaptic transmission on an atomic level.
According to the STRING databse, the 24 subunits of the
four kind of human glutamate receptors form 929 collected
interactions. The graph representation of the interactions with
the proteins as nodes and the interactions as edges is a
connected graph with many edges and meny circles. Looking
at the density of the interactions the system seems to be robust
and redundant, which means that even is one of the proteins are

removed from the system, the other interactions still hold the
system together. Looking at the interactions in more detail, as
it is expected, most of the interactions are between the subunits
of the same receptors, but there are many interactions between
different receptor as well.

Comparing the STRING interactions with the interactions
contained in the collected structures, only 2 of the STRING
interactions are represented. These are interactions between
are GluR2 and GluR4, GluR2 and GluR3. An example of
the atomic level description of an interaction between the
AMPA receptor subunit GluR2 and and a voltage dependent
calcium channel Gamma 2 subunit (CACNG2, TARP γ2)
is depicted with PDB ID 5VOT [7]. The complex contains
with quisqualate and the activated open conformation. The
interaction surface is in the membrane-spanning regions. Some
aromatic amino acids are involved in making the connection.

Although the scientific community has biochemically iden-
tified several interaction between glutamate receptor subunits
and other proteins involved in synaptic function, determining
the three dimensional structures of such complexes was only
successfully carried out in a very few cases so far. Future
work will be aimed at addressing the problem of the differ-
ent nomenclature of the two databases, searching for more
structures and three dimensional modelling of the protein
complexes interacting with the glutamate receptors.
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I. SUMMARY

PSD-95 is the most abundant PDZ domain containing
scaffold protein of the post synaptic density. It is responsible
for the clustering of glutamate receptors and assembling
macromolecular complexes essential for signal transduction.
As a member of the MAGUK (membrane-associated guanylate
kinases) protein family, PSD-95 contains three PDZ (PSD-95,
Discs-large, ZO-1), one GK (Guanylate kinase) and one SH
(SRC homology 3) domain.[5] PDZ domains are around 90
residue long, globular interaction motifs, typically binding the
C-terminal peptides of their partner molecules.[3][4]

The third PDZ domain (PDZ3) of PSD-95 has an additional
helix at its its carboxy terminus besides the conserved sec-
ondary structure elements characteristic of all PDZ domains.
Truncation/phosphorylation of this helix leads to a decrease
in the binding affinity of the CRIPT peptide even though it
is not in direct contact with the binding site.[1] A detailed
atomic-level model is necessary for describing the allostery
mechanisms and the internal dynamics of binding.

Molecular dynamics simulation restrained with experimen-
tal data derived from NMR measurements result in ensembles
resembling the intrinsic dynamics of protein molecules on a ns
time scale.[10] Multiple ensembles of the third PDZ domain of
PSD-95 were generated with a modified version of the open
source GROMACS.4.5.5. package.[7] Simulations were car-
ried out using published backbone and side-chain S2 NMR re-
laxation order parameters as restraints.[1] The correspondence
of the resulting ensembles to the experimental parameters were
assessed using the CoNSEnsX service.[2] The influence of the
length of the simulations on the conformational space covered
bythe different ensembles was evaluated. Free, complexed,
full and truncated forms of PDZ3 were compared focusing
on the conformational changes upon binding. Conformational
entropy difference upon binding was calculated using multiple
different methods available in the literature.[8][9]

The aim of this study is to obtain a comprehensive, atomic
level model on the structural dynamics of PDZ3 and CRIPT
peptide binding on a ns time scale.
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Fig. 1. Structure of the full PSD95 PDZ3 in complex with a section of
CRIPT (orange). The additional helix displayed in yellow
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The dorsal medial thalamus (DMT) has long been recog-
nized as a key role-player in behavioural arousal ([1], [2]),
its neurons exhibit diurnal and stress related cFos early gene
expression in rodents ([3], [4], [5]). However, the cell-type
specific thalamic population behind DMT-mediated arousal
hasn’t been elucidated. This thalamic region is tightly packed
with calretinin(CR)-positive neurons ([6], [?]), so we aimed to
identify whether CR is a reliable marker for testing arousal-
related activities in the DMT. We previously examined the CR
content and cFos expression of mouse DMT cells in diurnal
cycle and stress-related conditions. The vast majority of cFos+
cells turned out to be CR+ in each case (Mátyás és Komlósi,
under revision).

Since it has been previously shown that 10 Hz stimulation of
DMT CR+ cells leads to arousal in sleeping mice, we focused
on interrogating these neurons along spontaneous sleep/wake
states in the upcoming experiments (Mátyás és Komlósi, under
revision).

Fluorescent channelrhodopsin expressing virus (AAV-DIO-
ChR2) was injected into the DMT of four CR(Calb2)-Cre
mice. After 3 weeks of virus expression, four custom fab-
ricated tungsten tetrodes were chronically implanted into the
site of injection along with a multimode optic fiber. During
recordings, the animals were let sleep in their homecage
during their light phase. Electromyographic (EMG) activity
was monitored. Optogenetic identification of CR+ single units
was done at 1 Hz in order to evoke spiking only but not
arousal.

Spike detection and principal component analysis-based au-
tomatic clustering were performed on the electrophysiological
data. Short latency (<10ms) optogenetically evoked spiking
was considered reliable to indicate direct light activation,
which allowed the identification of the DMT/CR+ cell type.
EMG onset was given as an indicator for heightened arousal.
Z-scored peri-event time histograms (PETH) were defined for
each cell around the detected EMG onsets.

Twenty out of 31 (64.5%) CR+ cells significantly increased
their firing rate several seconds before the onset of EMG
activity. 8 DMT/CR+ neurons (25.8%) elevated their activity
at the onset of arousal. In comparison, among the non-tagged
(putative CR-) neurons only 8/34 (23.5%) increased their firing
prior to arousal (CR- versus CR+: Fisher’s exact test, p <
0.01). At the population level, the activity of non-tagged
DMT neurons showed significant changes only at the onset
of the increased EMG signal not before and this activation
took 1-2 seconds in comparison to the CR+ population where
this elevation was over 10 seconds. These data show that
DMT/CR+ cells selectively display predictive, arousal-related
firing activity (Figure 1).

Fig. 1. Average activity changes of calretinin-positive dorsal medial thalamic
neurons at sleep/wake transitions.

Relying on anatomical, behavioural and electrophysiologi-
cal evidence, we have identified calretinin-containing neurons
in mice as a key population in the DMT related to aroused
behavioural states. DMT/CR+ cells are also good candidates
to provide arousal-related information which is necessary to
exhibit appropriate emotional responses. Taking my current
data into account, spontaneous activation of DMT/CR+ neu-
rons evokes biologically relevant arousal patterns and state
transitions. The spontaneous activity of optogenetically tagged
DMT/CR+ cells is tightly linked to the onset of EMG activity
in animals arousing from sleep, CR+ thalamic cells often
exhibit graded activation before the aroused state (movement)
can be detected. However, the motor response is likely due to
the top-down influence of the aroused forebrain on brainstem
motor centers since DMT/CR+ cells have no direct descending
projections.
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50/a Práter street, 1083 Budapest, Hungary

mohacsi.mate@itk.ppke.hu

Keywords-neuronal modeling, model fitting, parallel optimiza-
tion, algorithms, parallelization, python

The detailed modeling of neurons is becoming an increas-
ingly widespread method in neurobiological research. The
currently available experimental data make it possible to create
complex multicompartmental conductance-based neuron mod-
els. In principle, such models can approximate the behavior
of real neurons very well. However, these models have many
parameters and some of these parameters can not be directly
determined in experiments. Therefore, we try to tune these
values to bring the model’s behavior as close as possible to
the experimental data.

To determine the unknown parameters of the models in
a systematic way, several software solutions have been de-
veloped recently, which implement various nonlinear meta-
heuristics. In our laboratory, we developed the software tool
called Optimizer. [1] This framework uses search algorithms
implemented in Python libraries to determine the parameters
of single cell and network models. It includes a graphical
interface, and provides a user-friendly option for adjustments
and analysis. To determine model behaviour, Optimizer com-
municates with NEURON, a simulation program for modeling
neurons. [2]

Different optimization problems can be solved efficiently
with different methods. Optimizer already contains several
popular optimization algorithms and was designed to be exten-
sible with new methods. Our goal was to expand the repertoire
of algorithms available in Optimizer, by including several new
methods that proved effective in previous studies.

Multi-objective optimization assumes multiple target func-
tions and attempts to find solutions that represent different
tradeoffs between these objectives. We implemented several
bio-inspired multi-objective searches from different libraries to
find out their capabilities on neuronal tasks.[3] Moreover we
also implemented a search distribution updating metaheuristic,
the Natural Evolution Strategies. [4] These methods were
integrated into the framework to give homogeneous output and
be able to track through every generation.

All metaheuristic search methods require a large number of
evaluations of models with different parameters, which makes
the identification of best parameter values computationally
resource-intensive. The Python language provides several op-
tions that use different methods for invoking parallel child
processes, and their functionality and exploitation capabilities
are required to integrate multiprocessor optimization into Op-
timizer. We managed to implement multiprocessing functions
into the framework, which give the same solutions as the
original implementation and provide substantial speedup.

In order to determine which of the specific optimization
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Fig. 1. Generation plot of a single-objective algorithm, the Simple Evo-
lutionary algorithm (CEO) and multi-objective algorithms from the Inspyred
package, Nondominated Sorting Genetic Algorithm (NSGA-II) and the Pareto
Archived Evolutionary Strategy (PAES). The optimization is based on a
Hodgkin-Huxley model, with 0.2mA input, optimized for 3 unknown parame-
ters with 100 population size and 100 iteration. Fitness values calculated from
Spike Count during stimuli, Action Potential amplitude and Action Potential
width. The y-axis denotes the fitness values on a logarithmic scale and the
x-axis denotes the generation number. For every generation the best (solid
line), median (dotted line) and the worst of the population (dashed line) is
shown on the figure.

algorithms performs most effectively for different tasks, we
systematically benchmarked the performance of algorithms.
Initial testing indicated that the newly implemented algorithms
can be used in this context, but their performance will need
to be evaluated more carefully and further fine tuning of their
implementation may be necessary.
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Affecting 50 million people worldwide, epilepsy is one of
the most frequent neurological diseases. It is characterized by
recurrent seizure that appears to be resistant for pharmaco-
logical treatment in 30% of all cases. The unexpectedness
of the seizures has a major influence on the patients quality
of life (QoL) in multiple ways, as reviewed by [1]. It is
thus straightforward that the ability of predicting epileptic
seizures would greatly improve the patients QoL in multiple
ways, especially in the case of drug resistant epilepsy. From
the practical point-of-view, this would mean that given an
observed brain-state related variable one is able to estimate
the probability of a seizure to come in the following time-
interval (prediction horizon) [2].

Recently, the use of action potentials (AP) of the neurons
(single-unit activity, SUA) was also proposed as a substrate for
seizure prediction [3], as this kind of signal can already be
recorded from epileptic patients during invasive monitoring,
see e.g. [4]. On this cellular scale of the brain, it has been
observed that the firing properties of neurons show diverse
changes at the seizure onset and a given nerve cell’s firing
pattern (sample path) shows a stereotypic change around it
from seizure to seizure [3].

Fig. 1: Basic concept of a closed-loop system

We have implemented a simulation and maximum likeli-
hood estimation (MLE) algorithm of the univariate Hawkes
processes with exponential core function in a MATLAB en-
vironment, based on [5], [6]. The rational behind this was
to give a brief characterization of the observed SUAs via
the estimated parameters of the Hawkes process and possibly
detect brain state dependent changes in the firing patterns of
individual neurons (spike-trains). Asymptotic precision of the
MLE is characterized by the confidence-ellipsoid. We used
SUAs recorded from hippocampal brain slices of the rat to
test the feasibility of the above algorithm implemented. In this
way, a physiologically relevant region of the parameter-space
was revealed.
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Constructing anatomically and biophysically detailed data-
driven computational models of the different neuronal cell
types and running simulations on them is becoming a more
and more popular process in the neuroscience community in
getting to know the behaviour and understanding the function
of these neurons in the brain. The published models usually try
to capture some of the most important or interesting properties
of the given neuron type, but it is usually unknown how they
would behave in other situations.

To quantitatively evaluate the behaviour of models under
different conditions, to explore the changes in model behaviour
during parameter tuning and to compare models that were
developed using different methods and for different purposes,
we have developed a Python test suite called HippoUnit.
Current validation tests cover somatic behavior and signal
propagation and integration in apical dendrites of hippocampal
CA1 pyramidal cell models. However some of its tests are
applicable or can be adapted for other cell types.

HippoUnit is based on the SciUnit [1] framework. In SciU-
nit tests usually four main classes are implemented: the Test
class, the Model class, the Capabilities (the interface between
the model and the test) and the Score class. HippoUnit is
built in a way that keeps this structure, with the difference
that the model’s implementation is not part of the package
itself; instead, it has a ModelLoader Class to load and run
simulations that mimic experimental protocols on neuronal
models built in the NEURON simulator [2]. This modular
structure makes it possible to easily extend the package with
new validation tests.

HippoUnit has been added to the Software Catalog of the
Brain Simulation Platform of the Human Brain Project (HBP)
and its tests were among the first to be registered in the
Validation Framework [3] developed in the HBP.

On the Brain Simulation Platform an online Use Case is
available, which via a jupyter notebook shows how one can run
the validation tests of HippoUnit on models that are the outputs
of BluePyOpt [4] optimizations, and how the models and the
test results can be registered in the Validation Framework. This
will encourage the collaborative use of this tool.
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Fig. 1. Summary of some of the results of the Back-propagating AP Test
run on CA1 pyramidal cell models that are the results of automatic parameter
optimization using BluePyOpt [4] in the HBP. A: Amplitudes of the first back-
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recorded at the different distances. D: Zoom to the first action potential of
the spike train shown in C. E: The errors (Z-scores) of the evaluated features
of the 17 models.
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SUMMARY

In many situations in everyday life, we hear sounds from
different sources while the number of sources is usually
unknown. The task of the auditory system is to parse this
complex mixture and determine the likely sources producing
the incoming auditory signal. In his groundbreaking book,
Bregman (1990) termed this process auditory scene analysis
(ASA). As the incoming acoustic information does not fully
specify the sources, ASA is an ill-posed problem. However,
our brain solves this issue astonishingly well, while artificial
systems struggle to cope with the problem. Further, the
neural mechanisms by which our brain solves ASA are still
unknown.Any mechanism that aims to solve the task of
parsing the auditory scene needs to explore the relations
across simultaneous and successive sounds. We also know,
that as a part of solving ASA, the human auditory system
processes sound patterns (sequences of acoustic events) very
effectively. Acoustic patterns stand for temporally structured
spectrally coherent sound-sequences, which can be segregated
from other patterns or from the background noise. In this
work we will focus on mechanisms enabling to process
sequential patterns.

After discussing the sequential statistical learning paradigm
and the results in the acoustic and visual domains relevant
to our research [1], [3], [6], we present a pilot study testing
sequential auditory information processing. We employed the
statistical learning paradigm with non-linguistic, non-musical
sound tokens. We use the notion sound token as a discrete
isolated sound with a beginning and an end (e.g., a 400
ms long sound of a machine). Although many previous
studies investigated sequential statistical learning of sounds,
the statistics they are investigating (single-unit frequencies,
transitional probabilities) were restricted. Further, only a few
of them delivered non-linguistic and non-musical stimuli. We
aim to extend the statistical learning paradigm beyond these
types of stimuli in order to gain a deeper insight into the
mechanisms of sequential auditory information processing.
In the pilot experiments, we explored the utility of non-
linguistic sound tokens in a sequential acoustic statistical
learning paradigm. We tested how the complexity of the chunk
sets (pair/triplet/quadruplet) affects their learning and whether
there is some preference for the first/last part of the chunks.
Figure 1 shows a snippet of the presented sound streams.
We’ve found that the chunks of triplet and quadruplet size
can be learned; chunks of two sounds (pairs) require further
investigation. There appears to be a bias towards learning the
first two elements of triplet chunks. This must be considered
when investigating the embeddedness phenomenon.

Fig. 1. Snippet from the sound training sequence’s waveform. The high-
lighted tokens form a pair.

We also present a possible approach for modeling sequential
auditory information processing by introducing sequentiality
into a Bayesian non-parametric model [7]. When building
a biologically inspired computational model for processing
sequential auditory information, we can exploit unsupervised
learning algorithms using non-parametric Bayesian methods.
One of these methods is the Indian Buffet Process (IBP),
which can be employed for inferring hidden causes [7]. In
our case, hidden causes are the sources generating the sounds.
Bayesian inference is an efficient mechanism for processing
hierarchically structured information, and it compatible with
human performance in many cases in the visual modality (e.g.
[5]). The IBP model can provide inference to an unbounded
number of hidden causes (i.e., the number of sound sources
is not restricted in the model). For implementing sequentiality
in the IBP model, we propose to use a sliding window and
to represent the tokens’ separation in time. By this approach
one can gain different distributions for different time-windows,
which then can be aggregated in a weighted manner. This com-
putational model is in-line with the probabilistic computational
framework [4] in which the distribution of the possible sound
sources is represented in the model. This representation can
then be compared to the model of the acoustic environment
emerging in the human brain.
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Hippocampal sharp wave-ripples (SPW-Rs) and dentate
spikes are thought to play a leading role in memory processes.
In vitro population activities are generated in both the dentate
gyrus (DG) and the CA3 region of the rodent hippocampus
and are used as models of SPW-Rs. [2] [3] These events are
well described, but the connection and propagation of these
population bursts are not fully understood. SPW-Rs are char-
acterized by a local field potential gradient (LFPg) transient,
increased fast oscillatory activity and increased multiple unit
activity (MUA). In vitro, these events are initiated in the CA3
and spread to the DG. [1] [5]

Local field potential gradient was recorded with a 24-
channel laminar microelectrode (Pt/Ir, 50 µm intercontact
distance) in rat ventral hippocampal slices. The electrode array
was put perpendicularly to the cell layers (granule cell layer
of DG, pyramidal cell layer of CA3 region).

The mu opioid receptor agonist DAMGO was used to
affect the activity of parvalbumin-positive basket cells, while
the acetylcholine receptor agonist carbachol (CCh) helped to
examine the role of cholecystokinin (CCK) basket cells. The
application of DAMGO significantly reduces the frequency
of SPW-Rs. Further application of CCh blocks the remaining
SPW-Rs activity. [1]

Current source density (CSD) and MUA analyses were used
to determine the direction and the timing of SPW propagation.
The role of excitatory and inhibitory circuits was examined
with single unit clustering method.

Both independent and correlated occurrence of SPWs were
recorded in the DG and the CA3 region of the rat hippocam-
pus, in vitro. Population events either propagated from the
DG to the CA3 region, or the opposite direction, but were
also found to occur simultaneously. Multiple patterns of SPWs
also occur simultaneously. During DAMGO application the
amplitude of SPW-Rs increased, while its frequency decreased.
CCh blocked the emergence of SPW-Rs. After the washout of
both drugs, SPW-Rs returned with the initial frequency.

Results suggest that hippocampal SPWs can involve both
the DG and the CA3 region simultaneously and spread from
both regions to the other. It seems that both regions can
drive the neuronal population of the other and might offer
reverberating pathways to information processing.
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50/a Práter street, 1083 Budapest, Hungary

szeba@digitus.itk.ppke.hu

Abstract—The extracellular matrix (ECM) plays a pivotal
role in dictating stem cell fate. Proliferation, survival and
differentiation of tissue resident stem cells are influenced by
mechanisms facilitating ECM assembly and degradation. Struc-
ture, composition and mechanical forces of the ECM profoundly
affect stem cell differentiation and regulated by ECM remod-
eling enzymes, such as matrix-metalloproteinases and transg-
lutaminases. Transglutaminases are calcium-dependent protein-
crosslinking enzymes catalizing the formation of isopeptide bonds
between proteins. Eight different transglutaminase-coding genes
are known to exist in the human genome, most of them have
tissue specific expression. On the other hand, transglutaminase
2 or tissue transglutaminase (TG2, or TtG, gene ID: 7052) is
expressed by minor cell subsets of diverse tissues. TG2 maintains
tissue homeostasis and regulates stem cell fate not only by
protein transamidation, but it also exerts signaling and scaffold
protein functions. TG2 has widespread roles in wound healing,
inflammation and cancer. It promotes drug-resistance, epithelial-
to-mesenchymal transition, and stem cell-like properties of cancer
cells, but it’s role in normal stem cell homeostasis is still unknown.
To understand functions of tissue transglutaminase in dermal
stem cells, we isolated fibroblast cells from human dermis and
melanoma, and analyzed tissue transglutaminase expression and
Co-expression with stem cell markers. To assess the role of tissue
transglutaminase in stem cell differentiation, we carried out in
vitro differentiation assays.
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Circulating tumor cells (CTCs) are defined as tumor cells
present in the peripheral blood circulatory system. Cancer
metastasis occurs when CTCs disassociate from the primary or
secondary tumor, enter the circulation, and migrate to distant
organs through the peripheral blood stream or lymphatic
drainage and is the leading cause of death in patients with
cancer. Clinical trials have shown that the presence and number
of CTCs is predictive of survival in several types of cancer,
including breast, prostate, colon, gastric, small and non-small
cell lung carcinoma and melanoma [1]. Identification and char-
acterization of CTCs offers an opportunity to understand the
metastatic cascade, helps in the selection of the proper cancer
treatment and enables the monitoring of treatment progression.
An average-sized tumor may release an estimated million
cells per day into the bloodstream; however, most of these
cancer cells do not survive. The typical CTC concentration
is approximately 1 CTC in 1 mL of blood compared to
∼ 5 · 109 red blood cells and ∼ 7 · 106 leukocytes. To capture
sufficient numbers of CTCs for reliable diagnosis many novel
methods have been developed. Microfluidic technologies are
an effective means to isolate and detect CTCs. Parameters
in microfluidic devices can be precisely controlled at the
cellular scale (e.g., channel dimensions, flow profile); this pre-
cise control facilitates capture efficiency and isolation purity.
Furthermore, isolated CTCs can be manipulated to next-stage
analysis (e.g., genetic analysis, drug screening, enzymatic
reactions) or on-chip cell culturing as part of the cell separation
process, speeding up the overall CTC characterization process
and eliminating the intermediate procedures [2]. Microfluidic
methods for CTC isolation are based on the physical and/or
biological differences between CTCs and the background cells.

A variety of technologies have been developed to improve
detection and capture of CTCs from peripheral blood. These
technologies use one or more unique properties of CTCs that
distinguish them from the surrounding normal blood cells:
biological properties (surface protein expression, presence of
mutations, expression of specific genes, viability, and inva-
sion capacity) and/or physical properties (size, shape, density,
electrical charges, deformability, inertia, optical properties and
acoustic features). It is important to note that most of the
current technologies that rely on isolating CTCs based on
biological properties are based on epithelial cell adhesion
molecule (EpCAM). The second most frequent approach is
to isolate CTCs using the fact that most but not all of the
tumor cells in the circulation are larger than most blood cells.
Therefore, finely tuned filters can be manufactured that retain
only tumor cells and let most of the blood cells go through.

When designing a microfluidic filtration device many im-
portant factors have to be taken into consideration like filter

material, filter gap, filter width, channel width, density and
distribution. Blood dilution, fixation and pressure will also
influence the passage of blood through the filters and thereby
the effectiveness of CTC isolation.

For the device design cross-flow filtration method was
selected for its robustness and its capability of being less prone
to clogging. It is a special type of cross-flow system with a
chalice like filter array, where both lateral and vertical flows
exist in the device.

Fig. 1. Fluorescent image from EDTA treated blood sample spiked with
CTCs. The captured tumor cells are blocked in the microcapillaries. The flow
rate was 3 ml/h.

This device was successfully used to filter out CTCs with
higher than 90% efficiency at lower flow rates using EDTA
treated whole blood and whole blood treated with formalde-
hyde also. Figure 1 shows a fluorescent image of captured
CTCs in EDTA treated blood at 3 ml/h.

Viability of the cells should be also examined and controlled
in order to making further biological analysis steps possible.
Progress towards understanding the heterogeneity and the
complexity of CTCs in cancer could shed further light on the
mechanisms of tumor metastasis. CTC populations are highly
heterogonous in physical and biological properties. Thus CTC
capture approaches that rely on a single property has its own
limitation. Circumventing this problem microfluidic devices
which combine several capture approaches on-a-chip can be
fabricated.
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Abstract—Observing a cell culture under specific circum-
stances is a common element of many different protocols of drug
research and cell biology.

However, the devices currently used for cell culturing are
mostly outdated, and recent techniques are typically optimized
towards a specific measurement, which makes them inconvenient
in the field of fundamental research.

The aim of my work was to elaborate a device with different
advantages compared to the traditional methods, while keeping
the versatility. I considered microfluidic principles because of
their numerous advantages.

As a result I created an early prototype. Its performance was
compared to the conventional technique, and the results showed,
that my device was suitable for mammalian cell growth.

Keywords-cell culturing; microfluidics; stem cells

I. INTRODUCTION

In vitro cell cultivation has played a major role in most fields
of biological and medical research, as well as in biotechno-
logical applications. The most commonly used tools for this
process are still the Petri dishes and traditional cell culture
flasks.

Many cell cultivating solutions emerged in the last decades
are mainly highly optimized for carrying out a single type of
measurement, and cannot be used in other kinds of experi-
ments. Another drawback of novel devices is that convention-
ally used protocols utilize traditional tools, thus laboratories
are not always willing to try different methods.

Considering these I researched the possibility of a multi-
purpose cell cultivating device, which is compatible with
conventional protocols, jet have significant advantages over
the currently used tools.

II. MICROFLUIDIC APPROACH

Microfluidic devices manipulates small amounts of liquids
using micro-channels with the width of 1 − 100µm. The
compact size is one of the great advantages of a microfluidic
system, because it can minimize the required quantity of both
the sample and the reagents. [1]

Beyond the minimization of reagents other possibilities of
microfluidics are being utilized. In these micro-channels lam-
inar flow is dominant. This phenomenon allows special fluid
handling and separation methods opening up new possibilities.

III. CELL CULTURE IN MICROFLUIDICS

A. Perfusion cell culture system

The main disadvantages of static cell cultures in Petri dishes,
which are most commonly used, come from the need of
manual intervention. In any case when manipulation of the
cell culture is needed, the container has to be opened. This
might be dangerous, particularly in case of long term cell
cultures, because the culture can be contaminated. Other than
contamination the composition of the cell culturing medium

can also be changed by the metabolism of the cells. Evapora-
tion can also change the concentration of the medium, and its
quantity as well. The cells physiology can respond sensitively
to such environmental changes, therefore solutions to these
problems can greatly increase the effectiveness of the cell
culture experiments.

Perfusion cell cultures can effectively get rid of most of the
issues stated above. In these devices the cell culturing chamber
is closed during the experiment, and the manipulation can be
done by fluid inlets. In addition the extracellular conditions in
these devices are more similar to the in vivo conditions.[2]

IV. A MULTIPURPOSE PERFUSION CHAMBER

The aim of my research is to create a multipurpose perfusion
chamber. My collaboration with biologists highlighted the
need of a simple perfusion chamber to replace Petri dishes
because of the disadvantages I mentioned before.

I created an early prototype, so I can define the direction of
my further research based on the first experiments.

The device was tested with human mesenchymal stem cells.
Before loading the cells the whole device as well as the used
accessories were sterilized. The chamber was loaded with the
prepared cell solution, and after a day of incubation the cell
culture can be examined to confirm the survival and adhesion
of cells to the glass surface.

V. RESULTS AND DISCUSSION

During the test of the early prototype of a multipurpose cell
culturing perfusion chamber only qualitative data was acquired
jet. According to these experiences the prototype was overall
successful.The applied protocol did not differ significantly
from the original protocol with Petri dishes, so the goal to
create a device that can replace traditional cell culturing tools
was achieved.

The first design however has some flaws. I plan to con-
tinue my research by redesigning the device to correct these
deficiencies.
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Abstract—Aerospace industry recognizes the importance of
moving towards smaller, better, and cheaper spacecraft to sup-
port the community’s increasing dependence on space-based
technologies. PW-SAT is a CubeSat developed at Warsaw Uni-
versity of Technology. Because of the surface area and power are
limited, passive thermal control was first selected for temperature
regulation. Thermal mathematical model (TMM) with simulation
results are presented in this paper to study the temperature
variations and the thermal stability of the PW-SAT surface and
the propellant tank. The concepts derived and evaluated within
TMM can be used in a variety of other applications. The thermal
simulation of the fuel tank has been done for several cases based
on different variations of the satellite surface coating.

Keywords-Keywords: CubeSat, PW-SAT, TMM, Thermal anal-
ysis, Passive control system.

I. INTRODUCTION

There has been a recent increase in emphasis on small
satellites by governments and industry, attracted primarily by
their low cost, mass, size, short development time and relative
simplicity. The cost of sending vehicles and satellites into
space together with the related large amount of work involved
result in infrequent missions. Therefore, the engineers working
on space systems usually do not get many opportunities for
the practice of launch and flight operations. PW-SAT is a
satellite developed for over a year by different teams at
Warsaw University of Technology. The first version of the
satellite was finished and delivered for launch during the year
2011. It is a CubeSat satellite, consistent with CubeSat Design
Specification developed by California State Polytechnic. This
standardized type of satellite poses limits on both the size and
weight of the space segment. The size of this satellite cannot
exceed roughly 10x10x10 cm3 and a mass of 1kg. At present,
PW-SAT hasn’t flown with an onboard propulsion system, to
provide attitude control or perform orbital maneuvers, thus
there is a need to investigate the possibility to install propellant
tank and perform the thermal simulations to obtain a starting
point for adding propulsion system to PW-SAT. The thermal
mathematical model of PW-SAT surface and fuel tank is
responsible for predicting the transient thermal behavior of
the fuel tank as well as the satellite faces through its orbital
motion, with changing either the PW-SAT surface optical
properties or the solar cell ratio which is attached to certain
satellite surface depending on some feasible assumptions.

II. SYSTEM DESCRIPTION AND ASSUMPTIONS

An important task in thermal modeling is the adequate
consideration of PW-SAT surface and spherical fuel tank
material properties as well as the formulation of appropriate
initial and boundary conditions. The problem is to create a
model, which is on the one hand simple enough to limit the
expenditure, on the other hand detailed enough to give a proper
description of the physical situation and relations.

Fig. 1. PW-SAT orbital motion.

III. CONCLUSION

A thermal mathematical model was constructed and studied
for computing the surface and fuel tank temperatures of a PW-
SAT. Several cases have been presented with different surface
finishes and the results have shown that TMM accurately
calculates the radiative heat that a PW-SAT will encounter
in its assumed orbit. Initially, the PW-SAT surface has been
built with 100 % aluminum 6061-T6, the corresponding results
suggest that the surface and the fuel tank temperature would be
too high. Thus, additional surface finishes have been taken into
consideration. The first choice of the surface finish was to coat
all of the satellite faces with magnesium oxide aluminum oxide
paint, the results show that the temperature of the fuel tank was
dropped, because of the increasing emissivity and decreasing
absorptivity of the satellite surface. Further simulations were
performed for the cases in which the faces were exposed to
the sun covered partially with solar cells. The results indicate
that the case (The satellite faces which are exposed to the
sun during the orbit are covered with 30 % aluminum and
70 % solar cells) which delivers the most electrical power
due to the higher percentage of the solar cell still satisfies the
boundary conditions of the fuel tank and the satellite surface.
The results also suggest that there is a possibility to install a
fuel tank inside the PW-SAT and it will be the first step on
adding propulsion system which can generate the thrust to this
CubeSat.
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I. SUMMARY

Linear data-structures have long been used in various pro-
cessing techniques due to their relative ease of use and often
low computational costs. This however is a hindrance for many
applications with specific sampling requirements. In this paper
we show the unique advantages of circular data-structures in
the field light-field processing, with special considerations for
light-field reconstruction.

Light-field is essentially a vector field of light rays with
essential applications in the area of 3D visualization. The
way light-fields are captured and stored determines the ray
structure in the vector field. And this ray structure restricts
the useful applications and available processing algorithms for
the particular light-field. Choosing an efficient capturing setup
to measure the rays we need for the processing algorithms,
and then storing those captured rays in a useful structure is
therefore essential for high quality results for any application.

Scene reconstruction is the task of computing the dense
light-field from the sparse captured samples. The sparse sam-
ples often come from perspective cameras that capture rays
from the position of the camera. This ultimately constrains
the density of the captured light-fields in the spatial dimension.
Often the cameras are arranged in a linear camera array, where
cameras are placed along a straight line and the face in the
same direction, that is orthogonal to the placement line. From
the images of such a linear camera array we can assemble the
epipolar image, that contains a specific line of each camera
image in placement order. Fig. 1 shows such an epipolar image
with three differently colored objects at different depths. Many
methods of scene reconstruction exploit the linear relation
between object depth and line slope in the epipolar image.

Fig. 1. Linear camera array epipolar image of the test scene indicating the
three objects at different depths.

Another problem in scene reconstruction is how to treat and
combine data from multiple camera arrays, this is especially
challenging for linear camera arrays as the only common point
of two arrays is the intersection of their line, if that exists.
There are no solutions to this problem to date, but we can use
circular camera arrays to work around this.

Perspective cameras along a circle pointing towards the
center do not benefit from the same properties as linear arrays
in terms of their circular epipolar image, shown on Fig. 2.
The formula describing the relation between object position
and their respective curve in the circular epipolar image is
far too complicated for the purposes of scene reconstruction.
Most likely only the brute force search of the curves is the
only possibly solution, with restrictively high computational
cost even on massively parallel computing hardware.

Fig. 2. Circular camera array epipolar image of the test scene.

Our proposed solution for reconstructing circular light-field
is to slightly change their sampling structure from a normal
perspective camera, to a camera that samples rays pointing to
equidistant points along on the opposing side of the circle. The
resampled image, after coordinate transformations exploiting
the periodic properties of the circle, is shown on Fig. 3. In
this representation the relation between the objects position
and the curve is a pure sine with a fixed frequency. Exploiting
this relation in scene reconstruction could achieve our goal
of combining light-field information from multiple sides of a
scene.

Fig. 3. Resampled test scene after coordinate transformation.
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Abstract—Light field imaging has been around for more than
a hundred years, and at the time of this paper it is already
widely used in the industry and about to enter the consumer
market as well. Although cameras and even displays are indeed
purchasable, the general appearance in home environment use
case scenarios is to happen in the near future.The current state
of light field technologies was enabled by the extensive research
in the area and the numerous solutions that were proposed.

Keywords-light field, camera capture systems, light Field Visu-
alization.

A. Scientific Literature Review

The grand challenges of visualizing three-dimensional ob-
jects and scenes have motivated scientists in the past century,
and their inspiration resulted in numerous solutions and tech-
nologies. French physicist Gabriel Lippmann is well-known
for his contribution to color photography, for which he won
the Nobel Prize in physics in 1908, but in the same year
he also proposed the concept of integral imaging [1]. This
is an autostereoscopic 3D imaging technique, which means it
allows the binocular perception of depth without any additional
viewing device, e.g., the special glasses we often use today
for watching stereoscopic 3D television. The name of this
technique is directly translated from ”photographie integrale”,
but it can also be interpreted as ”complete imaging” or as
”complete photography”, since the motivation was and still
is the incomplete nature of 2D visual representation; the 3D
world we live in simply cannot be fully embodied in a flat,
2D image.

With all these simplifications, we obtain a four-dimensional
representation via a plenoptic function, commonly known as
a 4D light field[2], but also often referred to as Lumigraph[3].
A light field is basically a 3D vector field, as it is a collection
of 3D vectors, where a vector represents a ray of light. As
described earlier, the intensity along a vector is defined to
be constant. So a light field is a 3D vector field, however,
it is important to note that the plenoptic function is not
a vector function, because it returns a scalar value – this
aforementioned light intensity – and not a vector. It could
return a vector if we defined it in a way that it returns the
values for the three prime colors (RGB), but we can simply
have a separate function for each color.

A plenoptic representation of a scene evidently requires ac-
quisition methods – i.e., visual capture techniques – in order to
have something to visually reproduce. In case of Lippmann’s
integral imaging, the scene was captured from the position and
orientation of each microlens. Since then, more than a hundred
years have passed, and many new methods and techniques of
scene capture have emerged and evolved, but for several, the
principle remained the same. However, capturing the light field

of a scene does not necessarily mean that it is immediately
ready to be visualized by a light field display, especially since
different capturing techniques may acquire different data, e.g.,
while some capture systems use one, single, fixed-position
camera to capture the light field of the scene, in other systems
the camera may move or there might be several cameras. The
information obtained by the capture system must be suited
to the display system in order to represent the scene, thus
light field conversion is required. Also, in several scenarios,
the reconstruction of the light field might be necessary, e.g.,
if a given point of view of the scene was not captured by the
camera system but the display system needs it for appropriate
visualization, or simply if the conversion technique relies on
light field reconstruction. This paper provides a tutorial about
the different light field capture systems, state-of-the-art light
field and 3D reconstruction techniques, methods of light field
conversion, and light field displays. Related to this paper is
a recent publication by Ihrke[4], reviewing the past 25 years
of digital light field imaging. Instead of historically reviewing
the research carried out in light field imaging, the aim of our
contribution is to present an easy-to-understand overview of
the systems and methods in the aforementioned four areas
of operation regarding light field, and thus to support the
understanding of more complicated literature in the field.
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Abstract—We propose a new self-referenced holographic mi-
croscope setup based on a special bifocal lens. This setup can
detect and visualize fluorescent objects. The new principle and
the experimental results of the imaging are also presented.
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I. INTRODUCTION

The holographic technique is based on the interference
phenomena so it is a requirement that the applied holographic
setup provide smaller optical path differences than the coherent
length of the applied light. That is why the used coherent
length determines the construction of the holographic optical
setup. When light with short coherence length is used, (fluo-
rescent holography, white light holography, incoherent holog-
raphy or self-referenced holography) only a special optical
design can ensure the needed optical path difference. We can
categorize the special setups by their basic optical element,
which can be e.g. an interferometer (Linnik interferometer,
Hariharan-Sen interferometer, Mach-Zehnder interferometer,
or Michelson interferometer) or a multi- or bifocal optical el-
ement (Fresnel zone-plate, spatial light modulator or a bifocal
lens).
TThe holographic setup presented in this article is a self-
referenced fluorescence holographic microscope that is based
on a ring-shaped bifocal lens. This creates a new shaped and a
special structured in-line hologram. With the reconstruction of
a fluorescent target I demonstrate in practice the applicability
of this optical design.

II. THE RING-SHAPED BIFOCAL LENS AT
SELF-REFERENCED HOLOGRAPHY

This optical element has an axial symmetry and double
focuses. The concentric regions of the lens near and far
from the axis have different focuses. Therefore this bifocal
lens separates the wave field of a single point source in
the space, and focuses them to two different places with its
central and ring areas. As in this setup the divergence of
the central beam is bigger than the divergence of the ring-
shaped beam, the two separated beams will overlap each other
in a region during the propagation. The cross-section of the
union of the two beams is also ring-shaped. Hence the optical
path difference is smaller than the coherence length of the
fluorescent light the interference phenomena can be observed
in this union. Capturing this cross-section of the united beams
with a detector we get the digital self-referenced hologram.
The bifocal lens is placed at the back focal plane of an
infinity corrected objective with a focus of 45 mm (NA=0.16).
This is followed by an afocal optical system with an angular
magnification of 0.2. The hologram is captured on the 1/4-th

Fig. 1. A) is the reconstructed hologram (640x480). B) is a part of the
reconstruction (377x90). C) is the common photo of the sample. a) is the
area of the twin image. b) is the area of the zero order. c) is the image.

part of a Bayer-patterned CMOS sensor area that has a green
color filter. The recorded hologram resolution is 640x480.

III. THE HOLOGRAM RECONSTRUCTION

The ring-shaped hologram reconstruction was fulfilled by
using the angular spectrum method. Fig. 1/A shows the image
of the whole reconstruction. Fig. 1/B delineates the separated
orders (image, twin image and the zero order terms), while
Fig. 1/C shows the photo of the sample object so it can be
compared with that of the reconstruction. The similarity can
be clearly seen.

IV. DISCUSSION AND CONCLUSION

A new bifocal lens based self-referenced digital holographic
microscope was introduced and constructed. This setup cap-
tured the self-referenced hologram of a fluorescent object.
We got the image of the object from the hologram with
reconstruction. This result demonstrates that the ring-shaped
bifocal lens can be an alternative device to the interferometers,
FZP, and SLM to build a self-referenced holographic setup.
It is clear that its disadvantage is losing the low frequency
components. But its benefits are the compact design, the
insensitivity for vibrations, the advantages of the single-shot
setups and its cheapness.
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Abstract—One of the most used application areas of opti-
mization theory in finance is portfolio optimization. In a simple
approach an investor optimizes the expected value of his/her
portfolio at a given time or at infinity. In the latter case a natural
formulation of the problem is to maximize the growth of the
value portfolio at each investment step and this is our aim in
this article.

In the literature the problem is mostly worked out within
non-parametric models. Our aim is to solve the optimization
task when stock prices do show memory effect, i.e. their current
prices depend in some way on their past prices. In general no
solution exists for this (in parametric models). We are going to
show a class of models where optimality can be proven and we
will also give the necessary conditions for it.

The main focus of the paper is to present some approximations
for the optimal procedure and how well they perform in our
model class. Results will be demonstrated by numerical simula-
tions.

Keywords – growth optimal; investment strategy; semi-log-
optimal; optimization theory; portfolio optimization

I. INTORDUCTION

A portfolio is a group of financial assets (like a stock or
bond) held by an investor whose intention is to optimise
some kind of benefit from this ownership. The most important
property of a portfolio is its price or its expected price in the
future, but it is not evident how to take it into consideration. To
maximize its expected value (consider the price as a random
variable) seems like an obvious idea, but this approach avoids
addressing risk: given two portfolios with the same profit, we
would choose the one with less risk. A practical approach is to
maximise the expected logarithm of the portfolio value. While
plain expectation is a generalization of arithmetic mean, the
logarithm transforms it into geometric mean which is sensitive
to the fluctuations in the future value, i.e. to the risk.

There exists a known approximation in the literature, called
semi-log-optimal portfolio, when in each step a second order
approximation of the growth is optimized (for theoretical
results see [?], for application see [?]). We do not follow this
terminology to avoid misconceptions because we use also first
order approximation.

II. FINANCIAL MODEL

In the modelling of stock prices and the process of invest-
ment, we have the following assumptions:
• Investment is in discrete time, t ∈ Z.
• Stock price (St) is a non-Markovian stochastic process,

i.e. it has some kind of memory.
• Log-return of the price (Ht := log(St/St−1)) is station-

ary and ergodic.
• Log-return is modelled as a stochastic different equation,
Ht = F (Ht−1, Yt, εt, ηt) for some real function F .

• Memory effect is included in the volatility of the log-
return.

• The dynamics of the log-return is:

Ht+1 = αHt + σeYt+1(ρεt+1 +
√

1− ρ2ηt+1), (1)

Here εt, ηt are i.i.d. noises. Initial value H0 = 0. Yt =∑∞
j=0(1 + j)−bεt−j .

• The time-evolution of the portfolio is:

Wπ
t+1 =Wπ

t

[
(1− πt)(1 + r) + πte

Ht+1
]
. (2)

The strategy of the investment is πt which should be
optimized.

• A strategy π∗ = {π∗t }t∈N that solve the equation

max
π

lim inf
t→∞

1

t
E[log(Wπ∗

t )] (3)

is called log-optimal strategy in the infinite horizon long-
run problem.

With this model we ensure that the log-return is stationary
and ergodic, if b < 0.5.

III. APPROXIMATIONS

Optimality can be achieved by maximizing the expected
growth at every investment time, i.e. maxπ E[log(Wt/Wt−1)].
Approximating the logarithmic function in the expected value
leads to sub-optimal results, depending on how many terms we
use in the Taylor-expansion. We are going to look at results
in the case of first and second order approximation. As a
benchmark model, we use constantly rebalancing portfolios:
the log-optimal solution and its approximations are compared
to a portfolio where the strategy function is constant in time.

IV. RESULTS

Table I shows results of a numerical simulation. Simulation
can be regarded as daily investments and in this case the in-
vestment lasted for 16 years. The four portfolios (log-optimal,
the two approximations and the constantly rebalancing) are
compared by the value function, i.e. the objective function
of the optimization procedure. Table I shows that the first

Portfolio Yearly interest

Log-optimal 30.5%
2nd order approx. 30.3%
1st order approx. 29.0%
Constantly rebalancing 5.8%

TABLE I: Comparing the profitability of different portfolios
(different investment strategies).

and second order approximation is very close to the log-
optimal solutions, but the constantly rebalancing portfolio’s
yield is poor. The advantage of the approximated portfolios
is that they can be calculated as a function evaluation, while
the log-optimal solution requires multidimensional numerical
integration.
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I. SUMMARY

Radio-frequrency Identification (RFID) is widely used in
logistic and supply chain, in sports race timing, conference
attendee tracking, material management, access control, tool
tracking, kiosks, library systems to just mention some of them.
Now, it’s time to introduce a application in the pharmaceutical
industry.

Small animal telemerty systems are used to gather different
types of information from the pharmaceutical experimental
animals. Currently the most commonly collected information
are ventricular and arterial pressure, temperature, SNA, low
and high frequency biopotential, and tissue oxygen.

There are many vendors on the market producing implants
for the mentioned problem, but their product has very high
invasive impact on the animals, espacially on the small ones,
line mice and rats. In order to achieve a high measurement
frequency and a long measurement time, other manufacturers
will add batteries to their circuits, which dramatically increase
the size of the implants, and limits the measurement time in
sum.

At the heart of our research is a system that gives more
freedom to both the observed animal and the pharmaceutical
researchers. The two problems are resolved at the same time,
so we do not put a battery into the implant, instead we the
device will be powered wirelessly. RFID technology is capable
of solving both energy and communication alongside, but by
not having this area of application the main cause of the
technology, some of the emerging issues need to be solved.

We decided to use the high-frequrency range (13.56MHz).
Low-frequency RFID systems were dropped because of the
insufficient level of data transmission speed. The HF range
on the other hand is less sensitive to obstacles than ultrahigh-
frequency RFID systems and has a lower wavelength, which
makes it possible to produce high-efficiency antennas in com-
pliance with the given size requirements. As ferrite materials
are available for 13 MHz frequency, HF RFID systems are
typically using the electromagnetic near-field. This latter prop-
erty allows the spatial limitation of a more potent magnetic
field, which is indispensable for compliance with statutory
regulations.

There are some other problems we needed to solve, mostly
related to the size of the implant, but regarding cthe current
article they are out of the scope. All the radio-frequency related
issues are due to the field strength and the direction of the
vector space. Increasing the field strength by using of ampli-
fiers can simply be solved, the only limiting compliance is
the spatial scope of the field (i.e. legal regulations). However,
it is more difficult to solve the directional independence. It

is not possible to achieve directional independence by simply
increasing the number of antennas, because in this case the
vector space of the resulting electromagnetic field is also
stationary, as if it were generated by a single antenna.

This article presents a complete solution, that makes it
impossible for a RFID tag with a 1-dimensional antenna to
hide within a given space. Further solutions to achive direction
independence are also repoted.
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Abstract—In this article, we compare our new results about
global stability analysis of LPV systems first published in the con-
ference contribution [1, Polcz, Kulcsár and Szederkényi, “Com-
putation of rational parameter dependent Lyapunov functions
for LPV systems,” in Swedish Control Conference 2018] with
the method proposed in [2, Iwasaki and Shibata, “LPV system
analysis via quadratic separator for uncertain implicit systems”,
IEEE Transactions on Automatic Control, 2001]. Furthermore,
we describe in brief the operations of [2]. This comparative
evaluation clearly supports the applicability and versatility of
our method presented in [1].

Keywords-linear parameter varying systems, global stability,
Lyapunov functions, linear matrix inequalities

I. INTRODUCTION

The computational construction of Lyapunov functions for
dynamical system models caught a large amount of attention in
the past few decades. Effective methods have been introduced
to uncertain linear systems e.g. [2].

Based on frequency-domain rank-conditions and inequali-
ties, the authors of [2] derived parameter dependent LMIs for
the global stability of uncertain implicit systems. These results
were applied for the global stability analysis of LPV systems
in the linear fractional representation using rational Lyapunov
functions (L.f.s) containing uncertain parameters.

Selecting a parameterized uncertain rational L.f. candidate,
[3] used Finsler’s lemma and affine annihilators to obtain
polytopic parameter dependent LMIs ensuring the Lyapunov
conditions. These results were further improved in our earlier
papers e.g. [4], and successfully applied for different dynam-
ical system models. The proposed method of [4] was adapted
in [1] to prove global stability of LPV systems in the linear
fraction representation (LFR).

A. A brief comparison of the two approaches
In this article, we present in brief the approach of [2] for

global stability analysis for LPV systems, where the authors
construct an implicit system with an affine output zeroing
constraint. Based on frequency-domain consideration, they
proposed quadratically parameter dependent LMI conditions
which ensure stable zeros and hence stable zero dynamics
for an implicit LPV system for every possible value of the
uncertain parameter % in a convex domain R with a bounded
rate %̇. At the same time, the proposed LMIs generate a
Lyapunov matrix P inherently, which proves stable behaviour
of the system for the whole state-space.

Differently from [2], in [1], we are looking for a parameter-
ized L.f. given in a general quadratic form of the state variables

and of rational (i.e. fractional) terms of the uncertain parameter
values. Based on [3], we prescribe sufficient affine parameter
dependent LMIs to ensure the Lyapunov conditions. If the
LMIs do not depend on the state variables, global stability
can be proven for any rational uncertain system in the linear
fractional representation. Due to the polytopic nature of the
LMIs proposed in [3] (and modified by [1]), it is enough to
check their feasibility only in the corner points of the polytopic
domain R of the uncertain parameters %.

At first sight, the approaches are different in many aspects,
however, we should note that the L.f. in both approaches are
searched in the same structure.

II. DISCUSSION

In this work we compared our new method [1] for global
stability analysis of LPV systems with a method already
known from the literature [2].

In [1], we apply the dual stability conditions to reach global
stability analysis of LPV systems under rational parameter
dependence. The main idea behind the method proposed in
[1] is to remove the possible state dependence from the
generated parameter dependent LMI conditions, therefore, the
feasibility of these new LMIs ensure global stability inside the
preliminarily given bounded parameter domain.

Our approach is based on time domain consideration, while
the method proposed by [2] uses frequency-domain rank
conditions and inequalities to generate LMIs for the stability.

Both approaches has been tested on a second order LPV
model of computational interest. A detailed comparative as-
sessment of the two approaches can be found in [1].
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Abstract—The capacity of Convolutinal Neural Networks is
enormous, and even if a network is specifically tailored for a
given task, it has some extra potential that we can also turn to
our advantage. Several trained networks are publicly available
online for scientific and research purposes, but their commercial
use is not allowed or at least limited. Similarly, from a commercial
viewpoint a trained neural network can hold serious business
value since it not only solves a concrete task, but in multiple
level of abstractions it also reflects on the training data. In this
paper I combine the hidden capacities of convolutional neural
networks with some business related demands.

Keywords-Convolutional Neural Networks; Network owner-
ship; Hidden capacity; Machine learning

I. INTRODUCTION

Deep Neural Networks (see Fig.1) gained lot of attention
and success recently in various fields on both scientific and
commercial tasks and datasets. These datasets contain large
amount of data, the network models deal with millions of
parameters, thus training such neural networks are also time
and energy consuming.

Fig. 1. A typical Convolutional Neural Network has several convolutional
and pooling layers, converging into fully connected layers, all together with
millions of trainable parameters. Such networks are capable of producing
highly accurate classification results.

Besides the effort that goes into the training, many models
are available online for research and scientific purposes such
as the ones in Caffe Model Zoo 1, where commercial use is
not allowed and fair use is asked. Similarly some datasets are
also protected[1]. On the other hand a new business model can
also evolve, where pre-trained networks are offered for sale.
But once a network with all its trained parameters is sold, it
can be easily copied and spread without limits.

Since Convolutional Neural Networks contain millions of
parameters, a well designed network that is capable of solving
an original task can be extended with a simple but robust
extra part that helps their authentication. In this paper I present
two different approaches for training a network to our special
needs, and I show that the solution is very robust to both
additive noise and parameter tuning.

1Model Zoo: http://caffe.berkeleyvision.org/

II. COMPARING NEURAL NETWORKS

In case multiple trainings are available for the same network
architecture, a measure can be defined with that the different
solutions are compared and proper distance metric of their
weights can be calculated. This measure later can help dif-
ferentiating independent solution. A sample task is shown in
Fig.2 that is solved thousand of times since both the dataset
and the different, high performing network architectures are
widely available such as [2]. One may find l2 -norm to be
appropriate for comparing networks and use it as distance
metric between learnt weights. To differentiate two solution
not only the structure itself but comparison of the weights is
also practical. In this paper I show how inefficient this measure
can be, and how to imprint authorship more effectively.

Fig. 2. MNIST is a commonly used dataset that contains 60’000 images of
handwritten digits.

III. TAILORING CNNS TO OUR SPECIFIC NEEDS

Since the capacity of Convolutional Neural Networks is
enormous, there always remain some hidden potential within
the network that we can tailor for our specific needs. This
is especially important in case our dataset or network have
serious business value. In this paper I present a method
that maximally takes advantage of the capacity and tolerance
of Neural Networks by integrating specific parts that brings
further benefits to the authors and network designers.
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Abstract—Fast multipole methods (FMMs) grew out of the fast
Fourier transform method and they are powerful mathematical
techniques to efficiently calculate pairwise interactions in physical
systems, matrix-vector multiplication and summation [1]. It have
been used for about 25 years. The advantage of this method is
that the required time is of order N , where N is the number
of objects (atoms) that are interacting, instead of order N2 like
brute-force calculation of all pair interactions. It is regarded as
among the top-10 algorithms of the 20th century [2].

Keywords-FMM, Fast Multipole, FPGA

I. INTRODUCTION

The basic idea of FMM is that the influence of the distant
atoms, that effects/fields smooth enough, can be modeled by
a multipole. Figure 1 shows that. We concentrate the distant
atoms in multipoles (empty circles) and we calculate only with
these. Of course, the effects of near atoms (filled circles) are
calculated directly.

Fig. 1. The basic idea of FMM

There are several ways to create multipoles. In our imple-
mentation we are modeling a micro magnetic field and we
use a N ∗ N grid. In the middle of the grids are the atoms.
In each step, the size of the grid is reduced to quarter, halved
both width and height, and we create a multipole in the middle
of 2∗2 wide cell. We repeat this until we get a 4∗4 grid. After
we got the multipoles, we start the calculation of the field.

II. FPGA IMPLEMATATION

The FMM methods, despite their advantage, have some im-
plementation, calculation difficulty. They are highly memory
intensive tasks and therefore the normal PC implementations
are not so satisfying. FPGAs are highly parallel programable
logics with built in memories thus an optimized calculation
hardware can be realized with them.

Our design can be seen on figure 2. On the left side the
multipoles are calculated, and on the right the filed. The first
and the last processing unit (PU) are different from the others
because they interact with the atoms, not only with multipoles.
The inner memory of the FPGA is used for the line buffers,
this enables the pipeline process, and we use a traditional DDR
main memory to store the different layers data. During the
field calculation a downward PU need the data of the previous
downward PU and the data of the multipole from the same
layer (the same grid size).
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Fig. 2. The block diagram of the magnetic field calculator
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Abstract—The comparison of shape descriptors strongly de-
pends on the shape image type used in training and testing. In
our research we developed a blob noise generation method for
classification performance measure.

Keywords-shape recognition; performance; comparison

I. INTRODUCTION

Shape is one of the most important local feature of an
image besides color and texture. Contour-based shape features
describe the shape based on its contour lines in various repre-
sentation [1], [2], [3], [4]. Region-based techniques describe
the shape based on every point of the shape and represent
mainly global features of the shape. [5], [6], [7], [8].

A. The Global Statistical and Projected Principal Edge De-
scriptor

The Global Statistical and Principal Projected Edge Descrip-
tor (GSPPED) [9] is a combined shape descriptor built up from
three parts:

1) a header including eccentricity and area fill ratio,
2) a region-based feature set based on the shape moments

representing global properties,
3) a contour-based edge description employing Extended

Projected Principal Shape Edge Distribution, based on
the principle used by the PPED [10]. Edges are charac-
terized by thresholding and projecting.

II. PERFORMANCE MEASUREMENT ON REAL-WORLD
IMAGES AND IN NOISY ENVIRONMENT

The description and the classification method in our research
have been tested in the framework of the Bionic Eyeglass. The
Bionic Eyeglass [11], [12] is a portable device to help blind
and visually impaired people in everyday recognition tasks
that require visual input.

Images were taken from live tests of the Hungarian Forint
recognition task with the participation of visually impaired
people. Images contained blobs from the banknotes, including
portraits, numbers and several other patterns.

Based on these datasets, we observed that variations in the
extracted shape images do not occur in pixel-level additions
or removals but in joining with other blobs or in removal of
some parts of the shape (also see Figure 1). To model this kind
of noise, we added and removed several randomly generated
blobs to and from the original shape. The total area of the
blobs is given as a ratio (ω) to the shape area. [13]

Our results highlighted the nature of GSPPED and AL-
NN: the generalization capability of the AL-NN classification
method using GSPPED is somewhat limited, but it is still com-
parable to other methods; at the same time, this combination
provides outstanding discriminative power. [13]

a)

b)

c)

d)

Fig. 1. Example shapes from the test set. Images were taken from Hungarian
Forint Banknotes, and figures were extracted as shapes. Shapes vary a lot due
to different lightning conditions.
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ABSTRACT

In this paper, using some results from the field of
uncertain kinetic systems, we examine the structural
properties of a well-known deterministic kinetic model
of the heterotrimeric G-protein cycle. It is shown that
the examined G-protein network is not structurally
uniqe from which its structural non-identifiability also
follows.

I. G-PROTEIN NETWORK

Using the algorithms of [1] computing structurally
different dynamically equivalent realizations of uncertain
kinetic systems, we examine the structural properties a
heterotrimeric G-protein network [2].

The model involves a so-called heterotrimeric G-protein
containing three different subunits. In response to the
extracellular ligand binding, the protein dissociates to G-α
and G-βγ subunits, where the active and inactive forms of
the G-α subunit can also be distinguished.

The reaction network model involves the following
species: R and L represent the receptor and the corre-
sponding ligand, respectively, RL refers to the ligand-
bound receptor, G is the G-protein located on the intra-
cellular membrane surface, Ga and Gd denote the active
and the inactive forms of the G-α subunit and Gbg is the
G-βγ subunit.

The model can be characterized as a chemical reaction
network (Y,Ak), where the structures of the complexes
and the reactions are defined by the complex composition
matrix Y ∈ R7×10 and the Kirchhoff matrix Ak ∈ R10×10

as follows:

Y =




1 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0
0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 0 0 1 0 0
0 0 0 0 0 0 0 1 1 0
0 0 0 0 0 1 0 0 1 0




Ak =




−0.4 0 0 0 0 0 0 0 0 4000
0 −14 0.322 0 0 0 0 0 0 0
0 10 −0.322 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1000 0
0 0 0 0 −11000 0 0 0 0 0
0 0 0 0 11000 0 0 0 0 0
0 0 0 0 0 0 −0.01 0 0 0
0 0 0 0 0 0 0.01 0 0 0
0 0 0 0 0 0 0 0 −1000 0
0.4 4 0 0 0 0 0 0 0 −4000




The kinetic system that is realized by the model is ẋ =
M · ψY = Y ·Ak · ψY , i.e. M = Y ·Ak ∈ R7×10.

The computation of all possible reaction graph struc-
tures and the solution of the linear equations shows that the

Figure 1: The number of structurally different realizations
of the uncertain kinetic system of 1% relative parametric
uncertainty with different number of reactions.

heterotrimeric G-protein cycle with the given parametriza-
tion is not just structurally but also parametrically unique.
Thus the prescribed dynamics without uncertainty cannot
be realized by any other set of reactions or different
reaction rate coefficients using the given set of complexes.

Uncertainty defined with independent relative distance
intervals

We defined an uncertain kinetic system by introducing
1 % relative uncertainty around the nominal parameter
values described in the previous section. By computing
all possible reaction graph structures and the set of core
reactions of this uncertain kinetic system, we obtained
that all the reactions in the original G-protein cycle are
core reactions. Moreover, in the dense realization there
are 10 further reactions, and these can be present in the
realization independently of each other. Consequently, the
total number of different graph structures is 210 = 1024.
Figure 1 shows the number of possible reaction graph
structures with different number of reactions.
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Abstract—There are several procedures in medicine where
the intervention involves heating or cooling of tissue. Tissue
thermometry methods are essential, as they make it available to
track actual condition of a medical intervention, as the result of
these treatments mainly related to the temperature distribution.
The main aspects choosing between imaging modalities for
thermometry are including patient safety, costs, availability, ease
of use and compatibility with other devices. Also, sensitivity,
tissue dependence and spatio-temporal resulution are imporant
parameters. The three main techniques for deep tissue thermom-
etry, which are computer tomography (CT), magnetic resonance
imaging (MR) and ultrasound (US).

I. INTRODUCTION

There are a plethora of ablation methods, including
radiofrequency-, microwave-, laser-, cryo-, and ferromagnetic
ablation, irreversible electroporation and high intensity fo-
cussed ultrasound (HIFU) as well [1–3]. Using thermal in-
formation of the tissue the medical staff is able to judge
which part of tissue remains healthy and which part suf-
fer irreversible changes. The therapy could lead to instant
cell death (necrosis), or initiating programmed cell death
(apoptosis) – in both cases the goal is the destruction of
undesirable tissue, which is in most of the cases a kind of
tumor. Nowadays, minimally invasive – or if available – non-
invasive techniques becoming more and more popular, thus
for temperature measurement methods non-invasive techniques
are favorable as well [4]. The three main techniques for deep
tissue thermometry are computer tomography (CT), magnetic
resonance imaging (MR) and ultrasound (US).

The advantages of CT are the compatibility with other
devices, relatively low cost and general availability of CT
machines. The disadvantage is, that the patient is exposed to
ionizing radiation. The X-ray dose can be reduced with image
reconstruction algorithms.

Magnetic resonance based techniques are precise tools of
temperature monitoring, however the high cost, limited avail-
ability and difficulties in compatibility are obstructing their
use.

In contrast to MR, US-based techniques have a relatively
low cost. Spatial resolution of US is similar to CT and
MR – both performing around some millimeter, however,
US thermometry techniques are suffering from high tissue-
dependence.

II. THEORETICAL BACKGROUND OF CT BASED
THERMOMETRY

In computer tomography slices of the body are insonified
with X-ray radiation. Data displayed based on measuring the
linear attenuation coefficient of insonified materials. Applying
a linear transformation, Hounsfield Units (HU) are extracted
for each pixel. For increasing temperature the density, and
parallel the CT number will decrease.

III. THEORETICAL BACKGROUND OF MR THERMOMETRY

In MR inaging, the resonance frequency of protons (PRF) is
temperature dependent, while the temperature measurements
are tissue independent, except fatty tissues. The PRF phase
shift will be negative if the temperature is rising.

IV. ULTRASOUND BASED APPROACHES OF THERMOMETRY

In ultrasound imaging, thermometry is usually carried out
using the knowledge of the sound speed at ambient temper-
ature inside tissues (generally assumed to be 1540 m/s in
soft tissues. In US, similarly to MR imaging, fatty tissues
introduce difficulties in temperature monitoring. In normal soft
tissues sound speed is increasing parallel with temperature
up to 50-60 ◦C, and the attenuation coefficient becoming
lower simultaneously [5]. This trend turns to the reverse at
higher temperatures, moreover, during the cooling back of
the previously heated tissue, these values usually does not
follow the course which was obtained during heating, due
to the irreversible changes in treated tissues. In active US,
where the region of interest (ROI) is irradiated with an US
beam and the data obtained using backscattered signals. In
passive US natural acoustic radiation of the body is recorded.
Using mathematical models, the temperature map could be
calculated. In optoacoustics, the thermoacoustic efficiency
changes in a linear fashion, moreover temperature-dependent
optoacoustic response was found to be independent of oxygen
saturation of blood. [4]
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Abstract—In order to decrease the amount of ionizing radiation
in Computed Tomography examinations a couple of different
techniques have been developed in the last decades, including
limited angle imaging.This technique introduces ill-posedness to
the reconstruction problem. A main group of the algorithms
aiming to solve this problem incorporates prior knowledge as
a regularization term to an iterative reconstruction algorithm.
In this work two total-variation regularized algorithms, one
using alternating direction method of multipliers, the other the
simultaneous algebraic reconstruction technique were studied to
support future work in this field.

Keywords-limited angle CT, ADMM-TV, SART-TV

I. INTRODUCTION

To ease the danger of possible somatic and genetic injuries
caused by Computed Tomography (CT) a couple of techniques
have been applied. Either the electric charge can be decreased
– leading to noise amplification and decrease in the contrast,
or the number of projections can be reduced. There are two
groups of algorithms used in the literature for solving the ill-
posed limited angle reconstruction [1]. The first one improves
existing full-view techniques, the second group uses some
prior information like the surface of the subject, similar known
images or sparseness in a given domain.

II. THEORY

The total variation (TV) is a commonly used prior assump-
tion in medical imaging, meaning that the image is built up
from piecewise constant regions A different prior usually used
in CT reconstruction is the non-negativity of the image. Using
these informations we can formulate our problem as

min
f
||f ||TV such that pL = AL · f, f(i) ≥ 0 (1)

where AL is the system matrix, pL is the measured projections
set, f is the image to be reconstructed.

A. ADMM-TV algorithm

One group of the techniques aiming to solve a constrained
problem minimizes the corresponding augmented Lagrangian
(AL) function with ADMM. With this technique we can
transform our constrained problems.

L(f, u, λ) =1

2
||pL −WLf ||22 + τ ||u||TV +

λu([∇x ∇y]
T f − u) + µ

2

∥∥[∇x ∇y]
T f − u

∥∥2
2

such that

u =[ux uy]
T = [∇xf ∇yf ]

T

(2)

This equation now can be solved alternately for u andd f , as
these subproblems have known solutions. [2] Here the non-
negativity was included as a hard constraint.

B. SART-TV algorithm
This technique uses the simultaneous algebraic reconstruc-

tion technique (SART). It gives a computationally efficient
alternative as it can be parallelized. [3]. After a preset number
of iterations of the SART algorithm the non-negativity is
enforced, then the TV-regularization is realized with gradient
descent. These steps are repeated until convergence.

III. DISCUSSION

To above algorithms were implemented in Matlab, and
the ASTRA toolbox. The SART-TV algorithm proved to be
computationally more efficient with the GPU-based SART
algorithm, however it tended to oversmooth details which were
visible with the ADMM-TV.

Fig. 1. Results on the Shepp-Logan phantom. The phantom was reconstructed
from 90◦ and 45◦ angle range, 1-1 projection/degree.
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I. INTRODUCTION

Enhancement of image resolution in ultrasound images is
key to help clinicians find early indicators of pathological
lesions and has therefore long been of interest [2]–[4]. Im-
age resolution enhancement relies on deconvolving the point
spread function (PSF) of the imaging system out of the raw
ultrasound image prior to envelope detection and other post-
processing steps. Unfortunately, in most cases the PSF is spa-
tially variant, complicating its estimation and subsequent use
in deconvolution. The current work is driven by the realization
that the PSF at a given coordinate can be decomposed into
spatially invariant and variant components [5]–[7]. The aim
of this work is to simultaneously increase both the axial and
lateral resolution of B-mode ultrasound images by using axial
deconvolution only.

II. METHODS

To show that the axial deconvolution can change the lateral
resolution, 4 different B-mode images were considered, 2
simulations and 2 measurements. Two different methods were
used for the deconvolution part. A classical Wiener filter
approach and a custom Fourier domain method (called RAMP)
was applied. Both of the methods were used along every A-
line separately.

III. RESULTS

TABLE I
FWHM VALUES IN MICRONS. VALUES IN BOLD INDICATE BEST

RESOLUTION. TABLE ADAPTED FROM [1].

orig x deconv x RAMP x orig z deconv z RAMP z
sparse 290.0 399.8 222.1 27.8 18.0 18.7
dense 280.4 412.1 216.4 27.2 18.0 18.6

phantom 736.0 152.0 674.0 18.7 9.0 14.0
skin 723.4 576.0 521.0 111.7 39.7 127.1

Table I summarizes the resolution results obtained. Gener-
ally, it can be stated that both deconvolution approaches are
able to improve lateral as well as axial resolution, though the
RAMP filter tends to provide a better lateral resolution at the
cost of a smaller improvement in axial resolution.

IV. CONCLUSION

Using simulated and experimental data from two single
element transducers (of 20, 35 MHz nominal frequencies),
it was shown that axial deconvolution can simultaneously
improve resolution in both directions. The results demon-
strate a framework for improving axial and lateral resolution
for ultrasound images that is unaffected by depth-dependent
effects and that can balance the need for axial and lateral
resolution improvement based on their relative values. The
results also highlight the need to set deconvolution parameters
correctly. For cases when the deconvolution only improves
lateral resolution at the expense of axial resolution, this may
still result in a reasonable trade-off given the typically worse
lateral resolution. Since both deconvolution methods introduce
noise, care needs to be taken to keep it under control. Future
work aims to optimize deconvolution parameters (NSR and
RAMP characteristics) according to pre-defined axial and
lateral resolution improvement criteria.
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REFERENCES
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Abstract—Skin lesions have a huge variability regarding to
how dangerous and malicious are they. While nevi are completely
harmless, some other types of lesions like melanomas can cause
serious problems. The lack of early detection and treatment of
this kind of features can easily lead to medical complications,
including death. Tendencies of the past years show that the
number of subjects with malicious skin cancer is increasing. This
article describes the main steps of the pipeline of computer-aided
melanoma diagnosis (CAD) such as pre-processing, segmentation,
feature extraction and classification. After a general description
of the CAD process and its methods, the main steps are also
presented on three different but significant imaging modalities:
dermoscopy, ultrasound-based imaging and smartphone-based
photography.

Keywords-CAD; diagnosis; melanoma; skin cancer; der-
moscopy; ultrasound; smartphone

I. INTRODUCTION

Malignant melanoma is one of the most dangerous types
of skin cancer. Early detection and treatment of malicious
skin cancer is indispensable and vital because metastasis can
leads to death. Worldwide tendencies show that the number
of patients suffering from malicious melanomas increasing in
every single year. To help doctors and dermatology experts
with the growing number of subjects one remarkably effective,
sufficiently robust and accurate computer-aided diagnosis tool
is required which is able to analyse and interpret the type of
the occurring skin lesions.

II. THE CAD PIPELINE

Skin-lesion-related CAD has a characteristic pipeline which
describe the whole process (Figure 1): Pre-processing of the
acquired image data has a great impact on the further pro-
cesses. Noise filtering methods are indispensable steps of the
framework, numerous lesion segmentation methods requires
smooth and homogeneous images. The consecutive task in the
pipeline is to differentiate the region of the interest (ROI) from
the background, making a robust and precise segmentation
of the skin lesion. Having the exact borders of the ROI
is a prerequisite of making a medical diagnosis about the
properties and type of the examined lesion. The step of feature
extraction stands for creating an informative description about
the lesions themselves which can help to differentiate the
classes from each other. Classification of various kind of
lesions can be done with the help of the extracted features.

Fig. 1. Melanoma CAD pipeline

III. DIAGNOSTIC MODALITIES

The above-described CAD pipeline and its main steps can
be applied for different imaging modalities such as der-
moscopy, ultrasound imaging and smartphone photography.

A. Dermoscopy
Most of the demoscopy-based segmentation methods are

thresholding-, edge- or region-based techniques. Saliency map
based segmentation algorithms are also effective ways to
differentiate the lesion itself from the background.

The most significant approaches of classification are based
on the ABCDE features. Other descriptors like shape and sym-
metry features, global and local colour, amplitude, orientation
histograms or Gabor-filters are also good choices for robust
classification. Supervised and deep learning algorithms gives
promising results too.

B. Ultrasound
Ultrasound-based automatic segmentation algorithms use

prior information of skin tissue, significant reduction of
speckle noise and thresholding or clustering methods. Semi-
automatic algorithms usually requires some seed points from
the user and this can help to find its borders with the help of
more accurate and precise algorithms like level-set methods
[1] or active contour model based procedures.

Differential diagnosis uses acoustical, textural and shape
features, linear support vector machine classifier to differen-
tiate skin lesions. [2] At the side of feature extraction, deep
neural networks were also tried out and gives some promising
results.

C. Smartphone based melanoma diagnosis
Smartphone-based melanoma diagnosis is challenging be-

cause the images are acquired under loosely-controlled en-
vironmental conditions and smartphones result memory and
computation constrains. The first problem can be handled by
deep neural network methods. Esteva et al. created a powerful
and highly effective tool by using 1.41 million pre-training
and training images make classification robust to photographic
variability. [3]
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Hippocampus and its specific oscilatory pattern is respon-
sible for the formation and recall of the long term and
spatial memory. Cell assemblies synchronize their activity and
stabilize themselves as a functional network during SWR [1].
It also has an important role in navigation: in rest state SWRs
recall the place field information and stabilize the information
as a map to the future [2]. SWRs related input activity in
pyramidal cells and interneurons appears not only on the
soma, but also in the dendrites [3] and shows nonlinear Ca2+
responses [4]. This dendritic integration is summing and create
“hot-spots”. The synchronous activity of this synaptic inputs
create regenerative dendritic potentials, “spikes”.

The dendritic regenerative signals coupled with SWR activ-
ity were investigated in vitro [5]. Dendrites of parvalbumin
(PV) containing interneurons in hippocampus can generate
regenerative Ca2+ dSpikes related to the SWR activity, which
independent to the soma. Spikes can be distinguish to the
somatic dependent according spatial spreading of the Ca2+
responses. But this study focused on the apical dendrites.

In vivo two-photon three-dimensional acousto-optical mea-
surements allow fast volume scanning. With this technique we
can image different layers or a complete neuron with the whole
dendritic arborization. Our group is already using this type of
microscope to investigate the SWR related dendritic events
in hippocampal PV neurons. We found evidence about SWR
related regenerative dSpikes in vivo, but the identification
of this events are complicated. DSpikes related Ca2+ curves
propagate towards to soma with decreasing amplitude, con-
trary to the BAPs. These inputs evoke excitatory postsynaptic
potentials (EPSP) in the soma. In some cases we also fund
evidence of SWR doublets in different time delays and it may
cause potentiated Ca2+ response in an appropriate temporal
distance.

I determined the spatial spreading of elicited BAPs on the
basal dendrites. The amplitude of decreasing BAPs showed de-
creased Ca2+ responses on the proximal part of the dendrites.
The distance dependent spreading shows the same decreasing
as in vivo measurements and independent to the number of
the evokeded BAP. This Functional distance can help us to
distinguish the BAP to regenerative events. In contrast to the
BAP the SWR associated regenerative events shows increasing
Ca2+ signals in the direction of lateral zone [5]. Thus outside
of the BAP spread, regenerative events are predicted.

Rarely appearing SWR doublets shows potentiation in Ca2+
signals in vivo [6]. The time dependence of the potentiation
can be examined in vitro. The validation of this events need
temporarily shifted optogenetic stimuli. Different temporal dis-
tances between the stimuli shows different Ca2+ signals. The
increasing time delay between the stimuli induce decreased

Fig. 1. In vitro validation of different dendritic events

Ca2+ response in the distal part of basal dendrites. The CA1
inputs form medial enthorinal cortex (MEC) had important
role in the originating of different SWR bursts (doublets,
triplets. . . ) and so in long range replay during navigation [7].
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Máté LŐRINCZ
(Supervisor: András OLÁH)

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
50/a Práter street, 1083 Budapest, Hungary

lorincz.mate@itk.ppke.hu

Abstract—In this paper two different neuron-based speed
controllers are proposed and compared for an AGV-like ap-
plication. One of them is a classical single-neuron PID (SN-
PID) implementation and the other is a sensor-based neuron
(SBN). The two neuron-based solutions have a novel weight-
training algorithm which runs continuously and is based on a
modified Delta learning rule. The paper presents the general
behaviour, and the stability properties of the proposed control
methods under different actuator characteristics and conditions.
A simple, distributed-controlled RC car has been built using
the MSP430 and CC1101 based Amber 8423 module. The
performance analysis shows that the modified Delta learning rule
has excellent stability and SBN method exceeds the SN-PID in
most cases.

I. INTRODUCTION

Automated Guided Vehicles (hereinafter referred to as
AGV) have huge and growing importance in intralogistics. In a
typical AGV system, the vehicles have bound path, the allowed
error is below a few centimeters. If a vehicle is too far apart
from the designated route, it must stop immediately and it
needs human intervention to continue its tasks. Because AGV-
s have huge operational area and they operate with minimal
human supervision, human intervention is expensive and slow.

To provide smooth and reliable tracking method, AGV-
s need stable speed controllers. The most common speed-
tracking algorithms (as almost every controllers in industry)
are PID-based, but Fuzzy-based controllers are also used.

This paper demonstrates two speed-tracking methods im-
plemented by single neurons. The SN-PID (single neuron
PID) is an adaptive low-computing PID controller which uses
only the momentary error, the derivative of the error and the
integral of the error. The other, novel control method namely
the SBN (sensor based neuron) is also based on a single
neuron but in contrast to the SN-PID method, SBN method
utilises different measured signals beside the error signal input.
(In most industrial or civilian applications there are lots of
different sensors monitoring the equipment which are unused
by PID-based controllers.) In this paper we will show that
using different sensors instead of the error as only input can
stabilise the system faster.

II. IMPLEMENTING THE EXEMPLARY SYSTEM

The exemplary system is implemented by a rebuilt RC car
and an Amber 8423 module. The steer angle and speed refer-
ence can be controlled via a Qt-based application. The remote
control application can also monitor and plot the weights of the
adaptive controlling neuron implemented inside the vehicle.
The vehicle has no built-in speedometer, the speed is measured
by a very noisy, acceleration-based sensor which raw measures
have to be evaluated by the remote control application. (The

sensor measures the centrifugal acceleration.) The application
uploads the calculated, noisy speed, the reference speed and
the desired steering angle to the car twice in every second.
From these data the car calculates the fill factor of the drive
engine, which is controlled by a 300Hz square signal.

III. TRACKING THE SPEED WITH TWO DIFFERENT SINGLE
NEURON CONTROLLERS

This paper demonstrates and compares two different single
neuron based controllers, namely SN-PID and SBN. Both of
them have the same, modified Delta learning rule, but they use
different kind of inputs..

IV. PERFORMANCE ANALYSIS

The speed tracking capability of the RC car was tested
with SN-PID and SBN. Both algorithms had to control the
speed during multiple circles based on the noisy, delayed,
acceleration-based sensor. Because the used sensor is not
reliable on alternating curved road sections, the testlayout
had a constant radius. In the first part of the test, the car
had to maintain 0.8m/s2 centrifugal acceleration and in the
second part, it had to maintain 1.2m/s2 centrifugal accelera-
tion. (Constant centrifugal force during a circular path means
constant speed.)

According to the measures, the long-term stability is similar
between SN-PID and SBN, but SBN has shorter transient.
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I. DEEP LEARNING

Deep learning is considered to be a subcategory within
machine learning. Deep learning can be supervised, semi-
supervised and unsupervised. The basics of the concept are
to mimic the learning procedure of ourselves made possible
by the connection of neurons in our nervous system and our
brains. The concept has been proposed long ago when com-
putational capacity was one of the limitations it encountered.
Since then a wide variety of neural network structures have
been utilized with great success. Some of the well-known types
are:

• FFNN (Feed Forward Neural Network)
• RNN (Recurrent Neural Network)
• CNN (Convolutional Neural Network)
An FFNN’s consecutive layers are only connected to each

other.

Fig. 1. Sample of a recurrent neural network.

Figure 1 shows that instead of strictly forward connections
it is allowed to have connections pointing to a previous layer.
Several papers have investigated and shown that RNNs are
applicable in the analysis of time-dependent data, which is in
the case of this article sensor data.

Convolutional neural networks have proven to be exception-
ally useful in processing visual imagery or any kind of data
which can be described with matrices.

II. FRAMEWORKS

In the recent years, various frameworks have been developed
to support the construction of neural networks. As it was
mentioned before machine and deep learning methods require
huge amounts of hardware capacity. This fact encouraged the
developers of these frameworks to delegate the computations
to GPUs because of their architectural design which consists
of significantly more cores than regular CPUs. Some of the
most notable frameworks: TensorFlow, NVIDIA Caffe, Caffe
2, PyTorch, Theano, Cognitive Toolkit. Most of them are
developed in Python and support multi-GPU execution. For
further research open source frameworks are mandatory for
extensive customization if needed. TensorFlow and NVIDIA

Caffe stands out from the supply, the first is maintained and
developed by Google which guarantees fine quality, on the
other hand, NVIDIA Caffe hence the name is developed by
NVIDIA which is one of the leading manufacturers of GPU
hardware.

III. APPLICATIONS

As the title of the paper suggests these computer learning
techniques would be utilized in processing measurement data
from several types of sensors. It is important to note that data
involved in this case is spatio-temporal which means both
the time and the place of the measurement is of great value.
One possible field is application is biometric identification.
For example identifying the owner of a mobile phone based
on the gestures during picking up the phone. The intensity
of these gestures can be measured thanks to the numerous
sensors hidden inside the hardware such as gyroscope. Storing
every measurement data allows neural networks to identify
these gestures, furthermore to determine whether the owner
was the source or not. The other important field is so called
smart grid systems. The problem here relies in the load of the
electrical grid. In general the supplied energy is in balance with
the consumed. However, occasionally there are documented
events when consumption becomes suddenly a lot higher than
the supplied energy or even the opposite.

IV. FURTHER DISCUSSION

Further reading is planned while experimenting with neural
networks in TensorFlow most likely. Experiments are needed
in the desire of achieving optimized neural networks. There
are well known difficulties in the construction of a neural
network like there is no exact recipe for making one for a
certain task. Other difficulty is the inability to detect faulty or
unnecessary points of the network. With these disadvantages
listed, attempts to shrink the size of a network without hinder-
ing it’s capacity and efficiency proves to be quite challenging.
The reason behind optimizing neural networks is the fact that
huge networks still take huge amounts of time to train, not to
mention the hardware needs which make it close to impossible
to be implemented on an embedded system or any kind of
mobile platform.
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NP complete problems are efficiently (polynomial time)
checkable, but the worst-case complexity of finding a solution
is exponential on Turing machines [1]. Because every NP-
complete problem can be transformed into a Boolean satisfi-
ability (k-SAT) in polynomial time, it increases the relevance
of solving these types of problems [2]. Boolean satisfiability
problems are a type of constraint satisfaction problems and
are considered to be one of the hardest. Converting an NP-
complete problem to a Boolean satisfiability (k-SAT) problem
- can be done in polynomial time. k-SAT problems contain
conjunctive normal formulas of variables in which every
conjunction contains k number of variables. It was shown
in [3] that k-SAT problems can be solved with analogue
dynamics, avoiding local traps, and also in polynomial time,
but with an exponentially increasing power consumption.

The definition of the k-SAT problem is the following: there
are given N Boolean variables xi ∈ {0, 1} and a propositional
formula F which is a conjugation form of M constraints Ci.
Each constraint is a disjunctive form of k variables xi or their
negations x̄i. Solving this kind of problem means finding an
assignment of the variables where all clauses (constraints) are
satisfied.

The form of the dynamics used in the circuits are very
similar to regular cellular neural network dyanmics and are
the following:

dxi(t)

dt
= −xi(t) +

∑

j

wijf(xj(t)) + ui (1)

where xi is the state value (activation potential) of the cell,
f(x) is the output function of the neuron (usually sigmoid),
ui is the input or bias of the neuron and wij are connection
weights between cells i and j.
The Continuous-time recurrent neural network can be defined
on a bipartite graph with two type of nodes/cells. One is called
the ”s-type” and represents the variables of k-SAT. Their state
value will be denoted by si, i=1,. . . ,N and the output function
is defined as the following:

f(si) =
1

2
(| si + 1 | − | si − 1 |) (2)

The output of f(si) = 1 is assigned to xi Boolean variable
when it is TRUE (xi = 1) and if the variable is FALSE
(xi = -1), then f(si) = -1, but between these two extrema,
any continuous value is allowed, meaning f(si) ∈ [-1,1]. The
self-coupling parameter will be a fixed value wii = A and the
input is ui = 0 ∀i.
The other type of the cells represent the constraints of k-SAT

with value am, m=1, . . . , M and with the output function of:

g(am) =
1

2
(1+ | am | − | am − 1 |) (3)

The ”a-type” cells determine the impact of a clause at a given
moment on the dynamics of the state (s) variables. When the
clause is true, then g(am) = 0 and g(am) = 1 if it is false. For
these cells the self coupling wmm = B and the input is um =
u = 1 - k where k is the number of variables in the clause, in
this case k = 3.

The dynamics fulfill the following requirements:
• They have continuous-time dynamics
• All states, constraints and variables remain bounded
• The derivative of the dynamics is zero if and only if the

formula is satisfied
• Starting from a chosen initial condition the system con-

verges to a solution without getting trapped
The proof of the last two points along with a more detailed

description can be found in [4]. An example problem in
conjunctive form is the following:

(¬A1 ∨A2 ∨ V ) ∧ (A1 ∨ ¬A2 ∨ V ) ∧ (A1 ∨A2 ∨ ¬V )

∧ (¬A1 ∨ ¬A2 ∨ ¬V ) ∧ (¬C ∨H ∨G) ∧ (D ∨H ∨ F )

A1 A1 V C H G D F

a1 a2 a3 a4 a5 a6

Fig. 1. Bipartite graph of the example problem
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Abstract—3D Laser Scanning is being increasingly applied in
archaeology and heritage sites due to its numerous advantages.
The literature shows the value of making a point cloud segmen-
tation in the 3d point cloud data taken in archaeological sites.
The algorithms applied in this field are limited and done only
by 2d image processing algorithms. This paper proposes a new
algorithm that focused on automatic processing of point clouds to
segment the bricks in the archaeological masonry walls that take
a shape of cylinder. The algorithm depends on the density and
color information of the 3D point cloud. The method is tested
on the point cloud of four different walls and the results of the
brick detection are presented. The initial results are promising.

Keywords-brick segmentation; archaeological masonry walls;
3D point cloud segmentation

I. INTRODUCTION

In the last decade, machine vision techniques have been
increasingly used in order to assist the process of cultural
heritage documentation, preservation, and restoration. Typi-
cally the objective of studied algorithms is a general structural
damage detection which use segmentation and classification
methods in bricks detection. Most of the previous work done
in this field is limited and mostly done by means of image
processing, and only for a wall that formulates flat plane.
Noelia et. al. [1] present an automatic image-based delineation
algorithm to objectivize and standardize the analysis and deci-
sion process, that leads to determine the degree of protection
of built heritage. Riveiro et. al. [2] present a color-based
algorithm that automatically segments masonry structures, this
method is based on an improved marker-controlled watershed
with good results in a flat plane.

II. PROPOSED METHOD

Masonry is a heterogeneous material that consists of units
(bricks, stone, etc.) and joints (mortar, dry, etc.). An algo-
rithm focused on automatic processing of point clouds was
developed. This algorithm may be summarized in three main
steps: First, data pre-processing. The objectives of this step are:
finding the best fitting surface to all points in the point cloud,
and then projecting these points to a 2D dimension coordinate
(finding the color image and the depth image). Second, depth
image analysis: calculate, as good as possible, the marker that
represents the mortar between the bricks. In the depth image,
a cell consists of 2D rectangle in multi-scale dimensions is
selected, 10 different scales are selected. The best obtained
result was by choosing the points that less than the ( (ymax -
ymin) / 2) to represent the marker of the mortar at each scale.
The final marker is selected by choosing the points which
have been selected in 7 different scales. Third, color image
processing: by useing the achieved marker to make a good
bricks segmentation. Before applying the watershed algorithm,

Fig. 1. The obtained surface that fits the wall (top- left), the obtained color
image of the wall (top-right), the watershed algorithm result (down)

we convert the rgb values to hsv (hue, saturation, and value), so
we can untangle the effect of the variability of the surface light
because of the difference in lighting parts of bricks and mortar.
Figure (1) represents the result by applying the watershed on
the hue channel of the image by using the obtained marker.

III. CONCLUSION AND FURTHER WORK

The results above show the success of the proposed algo-
rithm to segment the bricks in masonry wall in our provided
data. Future work will focus on testing the algorithm on other
data, increasing the accuracy of the segmentation step, finding
a way to compute the accuracy of the algorithm and comparing
it with the state-of-the-art algorithms proposed in this field of
study.
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Abstract—SPECT (Single Photon Emission Computed Tomog-
raphy) technology, which is a medical imaging technique, has
been an important part of the diagnosis of certain disease groups
for decades. Improving image quality during SPECT imaging
using artificial intelligence can help in diagnostics, and can reduce
the required radiopharmacon dosage of the measurement. [1]

In my first half year of my PhD I have implemented multiple
reconstruction softwares for image reconstruction in C++, CUDA
and MATLAB. I have experimented with various neural networks
in TensorFlow and made preliminary steps for a noise filtering
artificial network implementation for SPECT. [2]

Keywords-medical imaging; SPECT; AI; artificial intelligence;

I. SUMMARY

There are many possible entering steps into the SPECT
processing pipeline with artificial intelligence. One can correct
the measurements with filtering, or simulating measurements
for missing angles. There are several possibilities to improve
reconstruction. First of all we can replace traditional methods
with trained neural networks. Reconstruction softwares have
many parameters and an AI could select them automatically.
Filtering reconstructed volumes, segmentation and lesion de-
tection are all feasible for neural networks and all can be
necessary for an appropriate diagnosis.

During my studies including my MSc. and the first half
year of my PhD I have implemented 3 different reconstruc-
tion softwares. Neural networks can improve each methods
performance, so the target area can specify which software
should we use. These softwares are:

• Ray driven ML-EM reconstruction software in C++ with
CUDA acceleration

• FBP optimized for Mediso SPECT Camera Systems
• ML-EM based reconstruction software with rotational

projectors in MATLAB with optional GPU acceleration

II. PRELIMINARY RESULTS FOR IMAGE REGRESSION WITH
UNET ARCHITECTURE

With my U-NET implementation, which is capable of image
regression I have preliminary results. Results on the training
set can be seen on Fig. 1, and on the test set Fig. 2. First
column is the reconstructed slice with my own FBP algorithm.
The second column is the enhanced version with the U-NET
like neural network. The third column represents the ideal
phantom, which was used during simulation. The network
is trained only on 928 slice extracted from reconstructed 3D
volumes.

Fig. 1. Preliminary image regression results on training data. First column
is the reconstructed slice with my own FBP algorithm. The second column
is the enchanced version with the U-NET like neural network. [3] The third
column represents the ideal phantom, which was used during simulation.

Fig. 2. Preliminary image regression results on test data. Columns are the
same as in Fig 1.

The preliminary results are encouraging, but more sophis-
ticated developments are required.
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics

50/a Práter street, 1083 Budapest, Hungary
kovacs.lorant@itk.ppke.hu

I. INTRODUCTION

The use of autonomous vehicles require that the controller
system is always aware of the vehicle’s surroundings, at all
kind of weather-, road- and traffic conditions. The vehicle has
to be able to respond to the change in its environment as
quickly as it can, and as the safety requirements set. This
requires a hardware, capable of both collecting the sensor data
and processing them with the fusion algorithm. This algorithm
has to be designed and developed with respect to both its time-
and safety critical attributes.

II. SENSOR SELECTION AND PLACEMENT

To observe the vehicle surroundings in different light con-
ditions, the use of sensors with different modalities is implied.

The cameras are the most sensitive for the changing weather
and light conditions: dawn, rain, snow, etc. Radars work well
in poor visibility conditions. Lidars give the possibility to
measure the objects size.

With the use of multiple sensors from the different modal-
ities, and by placing them properly on the vehicle, the rest
of the vehicle neighbourhood can be observed. As the au-
tonomous driving is a safety critical application, the dupli-
cation of the most important sensors might be required. The
forward looking sensors could be considered for this, as they
look towards the travelling direction of the vehicle. While
the sideways and rearward looking devices are responsible
only for getting information on the overtaking and overtaken
vehicles.

Proper sensor placement ensures the coverage of the vehicle
surroundings with good spatial and time coverage, and also
at different environmental conditions. As the lidars have 3D
imaging capability, this can be exploited with high efficiency
either on the roof of the car, or at the vehicle corners.
Considering a truck or any heavy duty vehicle, the corner
alignment can be achieved easily by placing the lidars on
the rear view mirrors. The cameras should be mounted as
high as possible to have a better view of the world below
the horizon. The selected location is usually near the top edge
of the windscreen on the front. On the side, there are two
approaches either placement of the cameras on the mirrors, or
on the door pillars. The radars are placed around the car at the
height of the bumper. Depending on the radar type, to cover
the sides of the car, it might be required to have multiple radar
sensors.

III. DATA COLLECTION

Both for the sensor fusion algorithm development, and for
the algorithm evaluation, it is required to collect measurement
data from real traffic scenarios. A vehicle is needed, fully
equipped with the sensor set described above. For exact
measurement, the sensors have to be calibrated, and their

placement parameters are needed in a common coordinate
system, fixed to the vehicle.

Having the parameters of the physical setup of the measure-
ment vehicle, there is a need for an installed data collection
hardware with proper software. This has to be capable of
recording all the sensor signals with synchronized time.

The recorded data is organized on the top level by the
measurement scenario, and by sensors on the bottom. This
gives the possibility to handle, process and evaluate the
concurrently recorded signals in a proper environment.

IV. DATA FUSION ALGORITHM

The publicly available automotive radars usually do not
provide interface to get access to the raw detection data of
their radar sensors. The only published and available sensor
information is based on objects, and their properties: track,
position, speed, and sometimes object class and size. This is
the so called track-to-track sensor fusion.

Houenou et al. described an association method in [1]. The
implementation and later the evaluation of this algorithm is in
progress. Their solution is splitted into two main parts.

The sensor specific layer is responsible for handling the
sensor specific data. Including resampling and even tracking.
The output of this layer is universal, all the sensor dependent
parameters are removed. From here, all sensor data have the
same properties, independent of their originating sensor.

The fusion layer works from universal sensor packages
at every timestamp. The tracks are merged, associated. The
generated meta-tracks are predicted, resulting system tracks
as a result of the fusion algorithm.

For improving this approach [2] and [3] are worthy an
extensive evaluation.
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Abstract—In this paper we take two different scene un-
derstanding problems related to Geographic Information Data
Analysis and we propose deep convolutional neural network
(CNN) based methods to solve them. Our aim is to demonstrate
how flexible and efficient the CNN based feature extraction
and learning on computer vision tasks without any handcrafted
features and complex model or rule based approaches. First we
introduce a 3D CNN to segment complex urban environment
point cloud data obtained by a mobile laser scanning system
(MLS) into 9 different classes. Secondly we propose an U
shaped network to segment buried man made structures on
archaeological sites obtained by a soil radar.

Keywords-deep learning; GIS; point cloud; archaeology

I. INTRODUCTION AND RELATED WORK

Scene segmentation is a complex and great challenge in
computer vision applications. In general, the objective is to
assign a label to each part of the given scene, then the label
map can serve as an input of further processing steps such as
object detection and classification. The segmentation process
turn the original data into a label map, which separates the
different type of regions into two or more classes.

To segment the scene, most traditional approaches use
predefined, handcrafted features, such as intensity, rgb values,
edge contours, or texture information. Furthermore they also
use expert priors such as different constraints and models to
the shape, the neighborhood and the dimensions of the target
object. These predefined rules and limitations make it harder
to adopt the method to different segmentation problems, where
the target objects or the data quality are slightly different from
the original problem.

Contrary deep CNN methods extract different features from
the input data, and during the training session they optimize for
the best feature selections, which give the best segmentation
result with the smallest loss. Since they do not use any
handcrafted features the models can adopt much easier and
we can use the networks to solve different tasks.

We propose a 3D CNN to segment complex urban envi-
ronment point cloud data obtained by a mobile laser scanning
system (MLS) into 9 different classes and we use an U shaped
network to perform a binary segmentation to detect buried
man made structures on archaeological sites obtained by a soil
radar. We demonstrate that with a bit of structure modification
CNN are able to manage different type of segmentation
problems without any predefined features and rules.

II. PROPOSED APPROACHES

We built a CNN network to handle the phantom effects
and the model segments MLS point cloud scenes into 9
different classes (wall, vegetation, pole, car, ground, wire,

Fig. 1. Labeling result of the proposed 3D CNN based scene segmentation
approach (test data provided by Budapest Közút Zrt.).

TABLE I
QUANTITATIVE EVALUATION OF THE PROPOSED C2-CNN APPROACH FOR

THE 7 CHALLENGING CLASSES, AND COMPARISON WITH OG-CNN.

Class OG-CNN Proposed C2-CNN
Pr % Rc % F-r % Pr % Rc % F-r %

Phantom 85.3 34.7 49.3 84.3 85.9 85.1
Pedestrian 61.2 82.4 70.2 85.2 85.3 85.2
Car 56.4 89.5 69.2 86.4 88.7 87.5
Vegetation 72.4 83.4 77.5 98.2 95.5 96.8
Column 88.6 74.3 80.8 86.5 89.2 87.8
Tram/Bus 91.4 81.6 86.1 89.5 96.9 93.0
Furniture 72.1 82.4 76.9 88.8 78.8 83.5
Overall 75.3 75.5 75.4 88.4 88.6 88.5

Note: Voxel level Precison (Pr), Recall (Rc) and F-rates (F-r) are given in percent

streetfurniture, phantom and pedestrian). Fig. 1 demon-
strates the qualitative results of the proposed segmentation and
Tab. I presents the quantitative results.

We introduce a method to detect buried archaeological
structures obtained by a soil radar. We can represent the output
of the radar as a gray scale image where the width of the image
is denoted to the length of the scanned area while the height
is represents the scanning depth. On each pixel position the
values are depend on the depth and the material properties. Our
goal is to perform a pixel wise binary segmentation where the
foreground is the valid archaeological objects and structures.
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Abstract—Neural networks became widely popular in the last
few years in every science field. They reached breakthrough
results in image processing, linguistics etc. However, one of their
biggest unsolved problem is, that we can not look inside the
“black-box”. There is no information about how a decision was
made, we only receive the result. Humans classify based on
similarities and differences with known objects. I tried to force
this strategy to a neural network, to help us understand the
reasoning behind decisions.

I. SUMMARY

I tried three different networks to perform domain-to-
domain transformation; an autoencoder, a U-net[1] (the U-net
arcitecture can be seen on Fig 1. ) and a simple convolutional
network. The first mentioned worked the best. I implemented
an autoencoder neural network which performs a domain-to-
domain transformation. An autoencoder is a neural network
that is trained to attempt to copy its input to its output (A
typical autoencoder structure can be seen on Fig 2.). Internally,
it has a hidden layer h that describes a code used to represent
the input. The network may be viewed as consisting of two
parts: an encoder function h=f(x) and a decoder that produces a
reconstruction r=g(h). Autoencoders are designed to be unable
to learn to copy perfectly. Usually they are restricted in ways
that allow them to copy only approximately, and to copy only
input that resembles the training data. Because the model
is forced to prioritize which aspects of the input should be
copied, it often learns useful properties of the data.[2]

This network is capable of classification and the decisions
are interpretable to humans. The constructed network worked
properly on the MNIST dataset. The next step is to train
the network on more complex databases, where it is more
complicated to examine distribution. We still need to find the
ultimate best parameters which work properly with any type
of datasets. In particular, receptive field size has an important
role in the transformation. A unit in convolutional networks
only depends on a region of the input. This region in the input
is the receptive field for that unit.[3]
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Fig. 2. Autoencoder architecture: an autoencoder forces a lower embedded
dimension of the data which ensure optimal reconstructability of the original
input data. An autoencoder architecture can also be considered as a non-linear
version of the Principal component analysis. (PCA)
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Abstract—In this paper we present PSPICE [1] simulation of
an analogue circuit, which is capable of solving NP-complete
optimization problems in k-SAT form [2].

I. INTRODUCTION

Constraint satisfaction problems are one of the most difficult
problems in optimization and a circuit, which can solve
such problems with low power-consumption could be used in
various areas. These problems pose a significant and important
challenge, because almost every difficult, non-polynomial time
optimization problem can be formulated and derived back to an
NP-complete problem. For this reason a number of algorithms
have been developed, which are able to approximate the
optimal solution, but at present, all known algorithms which
are not using problem specific heuristics for NP-complete
problems are superpolynomial in time, and it is unknown
whether faster algorithms can be achieved or not. It was
shown in [4] that k-SAT problems can be solved with analogue
dynamics, avoiding local traps, and also in polynomial time,
but with an exponentially increasing power consumption.

II. BOOLEAN SATISFIABILITY

A problem is an NP-complete problem if it is NP-hard and
NP at the same time. NP-hard problems are non-deterministic
polynomial-time hard, meaning that at least as hard as the
hardest problem in NP. NP complete problems are efficiently
(polynomial time) checkable, but the worst-case complexity
of finding a solution is exponential on Turing machines [5].
Because every NP-complete problem can be transformed into a
Boolean satisfiability (k-SAT) in polynomial time, it increases
the relevance of solving these types of problems [3]. The
definition of the k-SAT problem is the following: there are
given N Boolean variables xi ∈ {0, 1} and a propositional
formula F which is a conjugation form of M constraints Ci:

F = C1 ∧ · · · ∧ Cm ∧ · · · ∧ CM (1)

Each constraint is a disjunctive form of k variables xi or
their negations x̄i. The formula can be represented as a
connection matrix, where each Cmconstraint denotes a row of
a matrix and each column represent a state: cmi, m=1,. . . ,M
and i=1,. . . ,N. Solving this kind of problem means finding
an assignment of the variables where all clauses (constraints)
are satisfied. The typical hardness of a k-SAT formula can be
characterized by the ratio of α = M

N . In case of small α, with
only a few constraints/clauses it is easy to satisfy the formula
(easy-SAT phase), and for large α with too many constraints
proving the unsatisfiability of the formula is easy (UNSAT).
But for the intermediate range, deciding satisfiability and

finding a solution can be very hard (hard-SAT), and the worst-
case complexity of any known algorithm for k-SAT (k ≤ 3)
is exponential in N. We have chosen α to be 3, this represent
a hard problem according to [6]. Some algorithms solving the
k-SAT problem can be found in [7],[8],[9].

III. THE CIRCUIT MODEL

As this section shows, the dynamics defined in [10] can be
implemented by an analogue circuit. The form of the dynamics
used in the circuits are very similar to regular cellular neural
network dyanmics and are the following:

dxi(t)

dt
= −xi(t) +

∑

j

wijf(xj(t)) + ui (2)

where xi is the state value (activation potential) of the cell,
f(x) is the output function of the neuron (usually sigmoid),
ui is the input or bias of the neuron and wij are connection
weights between cells i and j.
The Continuous-time recurrent neural network can be defined
on a bipartite graph with two type of nodes/cells. One is called
the ”s-type” and represents the variables of k-SAT. Their state
value will be denoted by si, i=1,. . . ,N and the output function
is defined as the following:

f(si) =
1

2
(| si + 1 | − | si − 1 |) (3)

The output of f(si) = 1 is assigned to xi Boolean variable
when it is TRUE (xi = 1) and if the variable is FALSE
(xi = -1), then f(si) = -1, but between these two extrema,
any continuous value is allowed, meaning f(si) ∈ [-1,1]. The
self-coupling parameter will be a fixed value wii = A and the
input is ui = 0 ∀i.
The other type of the cells represent the constraints of k-SAT
with value am, m=1, . . . , M and with the output function of:

g(am) =
1

2
(1+ | am | − | am − 1 |) (4)

The ”a-type” cells determine the impact of a clause at a
given moment on the dynamics of the state (s) variables. When
the clause is true, then g(am) = 0 and g(am) = 1 if it is false.
For these cells the self coupling wmm = B and the input is
um = u = 1 - k where k is the number of variables in the
clause, in this case k = 3.

The dynamical system is also defined via

ṡi(t) =
dsi(t)

dt
= −si(t) +Af(si(t)) +

∑

m

cmig(am(t)) (5)

ȧm(t) =
dam(t)

dt
= −am(t) +Bg(am(t))−

∑

i

cmif(si(t)) + 1− k

(6)
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The dynamics and the simulated circuit both fulfill the
following requirements: They have continuous-time dynamics;
All states, constraints and variables remain bounded; The
derivative of the dynamics is zero if and only if the formula is
satisfied; Starting from a chosen initial condition the system
converges to a solution without getting trapped

The proof of the last two points along with a more detailed
description can be found in [10].

Fig. 1. The circuit design of the ”a-type” cell. Note that it has three plus
one constant inputs (on the left part of the figure) since it is designed for a
3-SAT problem.

Fig. 2. The circuit design of the ”s-type” cell. Note that in this example
the number of inputs is five meaning that this state variable appears in five
constraints. The number of inputs has to be changed according to problem.

The schematic of the circuit model can be seen on figure
1 and figure 2. Both of the circuits are made up of four
operational amplifiers, where the first one is responsible for
summing the input of other cells, which is a fixed k (plus one
input for the constant -2V) in the ”a-type” cell, because the
number of connections is determined by the k-SAT problem,
and in case of ”s-type” cells it depends on the number of
constraints it is connected to. The main difference between the
two cells can be found at the part after the first operational
amplifier. As the next step they both realize an integrator,
then depending on the corresponding nonlinearity, they clip
the signal: for the ”a-type” cell at 0V and +1V , while for
”s-type” cell -1V and +1V . The third operational amplifier
amplifies the signal ten times to the original value this way it
will be more resistant to noise. The last part of both cells is a
simple inverter which ensures that both possible connections
are feasible: connections with +1 and −1 weights can be made
between a variable and a constraint cell.

IV. CONCLUSION

Since NP-complete problems are present in science and
technology, the development of efficient solvers is an ex-
tremely important task. While CMOS technology reaches its
physical limits [11], new ways of computational paradigms
must be found. Analog dynamical systems are designed in
a way where a number of attractors are interpreted as an
output of the computation and the input converges to one of
these solutions. The system can be implemented as an analog
VLSI device or Cellular Neural/Nonlinear Network (CNN)
imitating the nervous system. With the defined dynamics
several simulations were ran and experiments were tested
to determine whether the system is scalable, is it possible
to speed up the process of finding the fix points of the N
dimensional space, in other words finding the solution of the
NP-complete problem.
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