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Introduction

It  is  our  pleasure  to  publish  this  Annual  Proceedings  again  to  demonstrate  the  genuine 
multidisciplinary research done at the Jedlik Laboratories by young talents working in the 
Interdisciplinary Doctoral  School  of  the  Faculty  of  Information  Technology  at  Pázmány 
Péter Catholic University. The scientific results of our PhD students show the main recent 
research directions in which our faculty is engaged. Thanks are also due to the supervisors 
and consultants, as well as to the five collaborating National Research Laboratories of the 
Hungarian Academy of Sciences and  the Semmelweis Medical School. The collaborative 
work with the partner universities, especially, Katolieke Universiteit Leuven, Politecnico di 
Torino, Technische Universität München, University of California at Berkeley, University 
of Notre Dame, Universidad de Sevilla, Universita di Catania is gratefully acknowledged.
As an important development of this special collaboration, we were able to jointly accredit a 
new undergraduate curriculum on Molecular Bionics with the Semmelweis Medical School, 
the first of this kind in Europe.
We acknowledge the many sponsors of the research reported here. Namely, 
•  the Hungarian National Research Fund (OTKA),
•  the Hungarian Academy of Sciences (MTA), 
•  the National Development Agency (NFÜ),
•  the Gedeon Richter Co.,
•  the Office of Naval Research (ONR) of the US,
•  NVIDIA Ltd.,
•  Eutecus Inc., Berkeley, CA,
•  MorphoLogic Ltd., Budapest,
•  Analogic Computers Ltd., Budapest,
•  AnaFocus Ltd., Seville, 
and some other companies and individuals.
Needless to say, the resources and support of the Pázmány Péter Catholic University is grate-
fully acknowledged.

Budapest, July 2012.

taMás roska                         Gábor prósZéky                       péter sZolGay

Head of the Jedlik Laboratory          Chairman of the Board of                     Head of 
                                                          the Doctoral School                               the Doctoral School





9Pázmány Péter Catholic University Ph.D. Proceedings 2012

Determining Sparse Realizations of Biochemical
Reaction Networks Using Parallel Optimization

Zoltán A. Tuza
(Supervisors: Gábor Szederkényi, Kristóf Karacs )

tuza.zoltan@itk.ppke.hu

Abstract—In this paper, all sparse realization of a given kinetic
system will be computed using an optimization-based algorithm.
For demonstration purpose we select the 3-dimensional Lorenz
system and transform it into kinetic form. The transformation
is carried out using state-dependent time-scaling. The resulting
sparse realizations are briefly evaluated based on the criteria
described in the paper.

Keywords-reaction networks; chaotic systems; optimization

I. INTRODUCTION

Kinetic systems (also called chemical reaction networks, or
simply CRNs) are known to possess advantageous dynamical
descriptive properties being able to produce all the important
qualitative features like stable and unstable equilibria, multiple
equilibria, bifurcation phenomena, oscillatory and even chaotic
behaviour [2], [7]. Thus the CRN model can describe the
nonlinear nature of the multireaction networks [7]. Since it
is a lumped model, it can be described by a system of ordi-
nary differential equations. The structure of a (bio)chemical
reaction network represents the interactions between chemical
compounds. It shows how products are formed from reactants.
The parameters of this network are the reaction rates between
reactants and products.

Necessary and sufficient conditions for a polynomial system
to be kinetic were first given in [6], where a constructive proof
was given to build the so-called ”canonic mechanism” for
kinetic polynomial models. It has been known since at least the
1970’s that multiple different CRN structures/parametrizations
can generate exactly the same dynamics of the concentrations
[5], [7]. This phenomenon is called macro-equivalence or
dynamical equivalence. The geometric conditions of macro-
equivalence were first studied in [1]. The first optimization-
based numerical procedures for generating dynamically equiv-
alent structures with prescribed properties were published in
[9], [11], [10], [12].

This dynamical equivalence raises the issue of ambiguity
in the identification procedure, since reaction networks with
the same complex set, but with different structure and flux
rates exhibit the same dynamic behavior in the concentration
space. In this paper we propose an optimization-based method
to determine all sparse realization of a given kinetic system.

II. BACKGROUND

A. Mathematical models of deterministic chemical reaction
networks obeying the mass action law

In this paper, only deterministic mass-action type models
are meant by CRNs.

The mathematical description of the Chemical Reaction
Networks originates from [3], using that formulation a CRN
is characterized by three sets:

1) S = {X1, . . . , Xn} is the set of species or chemical
substances.

2) C = {C1, . . . , Cm} is the set of complexes. Formally,
the complexes are represented as linear combinations of
the species, i.e.

Ci =

n∑
j=1

αijXj , i = 1, . . . ,m, (1)

where αij are nonnegative integers and are called the
stoichiometric coefficients.

3) R = {(Ci, Cj) | Ci, Cj ∈ C, and Ci is transformed
to Cj in the CRN} is the set of reactions. The relation
(Ci, Cj) ∈ R will be denoted as Ci → Cj . Moreover, a
nonnegative weight, the reaction rate coefficient denoted
by kij is assigned to each reaction Ci → Cj . Naturally,
if the reaction Ci → Cj is not present in the CRN then
kij = 0.

Given these sets, a weighted directed graph can be built G =
(V, E), where V denotes the vertexes which are the complexes
of the reaction network, V = {C1, C2, . . . ,m}. The E set
contains the directed edges representing the reactions between
the complexes, i.e. (Ci, Cj) ∈ E if reaction Ci → Cj occurs.
For each edges of the CRN a positive weight kij is assigned
as reaction rate for the reaction Ci → Cj . Edges with zero
rates are omitted from the reaction graph.

To describe the time-evolution of species concentration,
several options are available. With the mass action law as-
sumption, we will use the following nonlinear vector-valued
differential equation, which was proposed in [3]

ẋ = Y ·Ak ·Ψ(x) (2)

where x ∈ Rn is the concentration vector of the species
from S . The Y ∈ Rn×m called complex composition matrix
where the jth column encodes the composition of the Cj

complex, namely Yi,j = αj,i. The Ak ∈ Rn×n matrix stores
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the structure and parameters of the reaction graph, this is a
column conservation matrix (also called the Kirchhoff matrix
of the CRN) defined as follows:

[Ak]i,j =

{
−
∑m

l=1,l �=i kil, if i = j

kji, if i �= j.
(3)

The last term in the equation is a monomial-type vector
mapping defined by

ψj(x) =

n∏
i=1

x
Yi,j

i , j = 1, . . . ,m. (4)

1) Dynamical equivalence of mass-action networks: Let us
denote two CRNs with the following matrix pairs (Y (1), A

(1)
k

and (Y (2), A
(2)
k ) and we call them dynamically equivalent, if

Y (1)A
(1)
k ψ(1)(x) = Y (2)A

(2)
k ψ(2)(x) = f(x), ∀x ∈ R̄n

+,
(5)

where f(x) denotes the right hand side of the differential
equation and for i = 1, 2, Y (i) ∈ Rn×mi have nonnegative
integer entries, A(i)

k are valid Kirchhoff matrices. At this point,
we can define the realizations of a kinetic vector f such as
(Y (i), A

(i)
k ) for i = 1, 2. Hereinafter, it is assumed that the set

of complexes are fixed and known before the computations,
therefore the above equivalence definition can be rewritten as

Y ·A(1)
k = Y ·A(2)

k =: M (6)

M is the invariant matrix containing the coefficients of the
monomials.

Clearly, if A
(1)
k and A

(2)
k are valid realization with fixed

Y , then A
(3)
k =

A
(1)
k +A

(2)
k

2 is also a valid realization, thus a
CRN can have infinitely many realizations. Therefore, we need
specific computational methods to calculate those realizations
which fulfills predefined properties, such as dense or sparse re-
alization, weakly reversibly realization, etc. The computational
methods to calculated these dynamically equivalent realization
with desired properties was introduced in [9].

B. Optimization methods to find sparse and dense realizations

For fixed stoichiometric matrix Y , the sparsest realization
contains minimum number of element in the Ak matrix, on the
other hand the dense realization contains the maximal number
of reactions.

These calculations can be formulated as mixed integer linear
programing taks, where we assume that we have a canonical
CRN and its parameters are known. Solving the MILP opti-
mization, we want to find another valid Ak matrices that fulfill
the given requirements. One of the possible requirements is the
mass-action dynamics and it can be expressed as equality and
inequality constraints

Y ·Ak = M (7)
m∑
i=1

[Ak]ij = 0, j = 1, . . . ,m (8)

[Ak]ij ≥ 0 i, j = 1, . . . ,m i �= j (9)
[Ak]ii ≤ 0, i = 1, . . . ,m (10)

where the elements of Ak are the decision variables. We also
put lower and upper bound constraint on the decision variables
to make the optimization problem computationally tractable.

0 ≤ [Ak]ij ≤ lij , i, j = 1, . . . ,m, i �= j (11)
lii ≤ [Ak]ii ≤ 0, i = 1, . . . ,m (12)

On the top of these constraints we want to find such Ak

matrices where the number of nonzero off-diagonal elements
are minimal or maximal with respect to the definition of
dynamical equivalence. To achieve this, we introduce logical
variables denoted by δ and construct the following compound
statements.

δij = 1 ↔ [Ak]ij > ε, i, j = 1, . . . ,m, i �= j (13)

where ”↔” encodes the if and only if logical statement, ε is
an arbitrary small threshold variable. The introduction of the
δ logical variable yields the objective function

C1(δ) =

m∑
i,j=1i�=j

δij (14)

given this objective function and the above set of constraints,
we are able to compute realizations with maximal or minimal
number of reactions, thus the sparse or dense realizations of
the canonical CRN.

It is known that the sparse realizations are generally non-
unique, meanwhile the structure of the dense realization given
complex set is unique and contains every possible dynamically
equivalent structure as a proper subgraph [11]. The result sec-
tion will elaborate on these sparse realizations and investigates
their properties.

1) Core reactions: Core reactions are such reactions that
must be present in any dynamically equivalent realizations of
a CRN. Therefore, if the following constraint included in the
CRN realization computation

[Ak]ji = 0 (15)

and it yields infeasible LP, then the reaction Ci → Cj is a
core reaction.

III. TRANSFORMATION OF POLYNOMIAL MODELS INTO
KINETIC FORM

In this section a general polynomial ODE will be converted
into kinetic system in three steps. First, we have to ensure that
the trajectory of the system remains in the positive orthant.
Then, we apply the state-dependent time-scaling to make the
system kinetic. Finally, a canonical realization is made the
algorithm proposed in [6]

The general polynomial ODE system can written in the
following form

ẋ = MΨ(x) (16)

Ψj(x) =

n∏
i=1

x
[B]ji
i , j = 1, . . . ,m. (17)

where n and m denote the number of state variables and
monomials, respectively. The M ∈ Rn×m contains the
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coefficients of the monomials in the polynomial ODE and
B ∈ Rm×n matrix encodes the monomials of the system.
Hence, a polynomial ODE can be completely described with
(M,B) pair of matrices.

A. Shifting the state variable into the positive orthant

The first step toward a kinetic form is the shifting the state
variables into the positive orthant.

x̃ = x+ C (18)

where each component of C are

cj > |min(xj)| j = 1, . . . , n (19)

This yields the shifted ODE

˙̃x = MΨ(x̃− C) (20)

B. State-dependent Time Scaling

With state-dependent time scaling we can transform our
system into a new time domain where the connection between
the two domains are described by a scalar differential equation
(21). That means that the nonlinear mapping function between
the two time domains depends on the state variables. This
transform is widely used for feedback linearization [4] and
navigation planning [8]. However we will apply this transform
for our shifted polynomial system to make it a kinetic system.

If the initial conditions and the all the state variables remain
in strictly positive throughout the solution (x0 ∈ Rn

+ and
x(t) ∈ Rn

+), then one can apply the following state-dependent
time scaling for the system equations

dt =

n∏
i=1

χxi
i dt (21)

where χi ∈ {0, 1} for i = 1, . . . , n, there always exist
such a binary combination of the state variables which yields
a kinetic system.

C. Building reaction kinetic realization

At this point we have our polynomial system in a kinetic
form and want to assign a chemical reaction network (CRN)
where the nodes represent the complexes and the edges are
the reactions transforming Cj complex into Ci form as it was
described in section II-A. To achieve this directed graph the
algorithm from [6] was used. The output of the algorithm
creates the so called canonical CRN realization of the orig-
inal polynomial system, such system is shown on Figure 1.
This directed graph will be our base structure in the further
investigation.

IV. RESULTS

For our investigation we choose a well-known chaotic
system, namely the 3-dimensional Lorenz system.

ẋ = σ(y − x) (22)
ẏ = ρx− y − xz

ż = xy − βz

Figure 1. Canonical realization of Lorenz system with state-dependent time
scaling. The dotted edges represent the core reactions and the parameters on
the edges indicate the reaction rates for each reactions. Again, {c1, c2, c3}
are the state space shifting constants, and {σ, ρ, β} are parameters of the
original systems.

where σ, ρ and β are real valued constants, we set the values
of the constants as σ = 10, ρ = 28, β = 8/3, with these
values the chaotic behavior of Lorenz system is reported in
several papers. In each simulation, we started the system from
x0 =

[
30, 30, 30

]
. In the sequel we transform the shifted

system into the kinetic form with the above discussed method.

Figure 2. The State-space behavior of the chemical realization of the Lorenz
system. The Figure shows that the chemical Lorenz system exhibits the
qualitatively the same state-space behavior as the original system, but the state
trajectory remains in the positive orthant. A corresponding parameters are:
σ = 10, γ = 28, β = 8/3, c1 = 24, c2 = 25, c3 = 26, x0 = [30, 30, 30]

First, we shifted the state-variables into the positive orthant.
To agree with (19) and to avoid cancellation in the last
monome in the first equation of the Lorenz system we choose
the shifting constant as C =

[
24, 25, 26

]
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Figure 3. This realization shows only 11 complexes are enough to generate
the dynamics of a Lorenz system. The dotted edges are the core reactions, the
parameters on the edges are the corresponding elements from the Ak matrix.

A. State-dependent Time scaling

We applied the time scaling with a specific monomial,
namely χ1,2,3 = xyz. This yields the following equations:

x = σxy2z − σx2yz + σ(c1 − c2)xyz (23)
y = ρx2yz + (c2 − c1ρ− c1c3)xyz

−xy2z − x2yz2 + c3x
2yz + c1xyz

2

z = x2y2z − c2x
2yz − c1xy

2z

+(c1c2 + βc3)xyz − βxyz2

With algorithm in [6] we can transform this system into CRN,
the result is shown on Figure 1. From now on, the three species
{X,Y, Z} will be noted as {X1, X2, X3} respectively. The
corresponding reaction network are given on Figure 1, it also
shows the reaction rate constants on the edges. The state space
behavior of the CRN are shown on Figure 2, which shows the
solution remains in the positive orthant, this property reflects
the fact that the concentration of chemical species cannot be
negative.

At this points we have reached the canonical reaction
kinetic of the 3-dimensional Lorenz system. To compute the
all possible sparse structures of this CRN, we need further
information such a sparse realization, the dense realization
and the core reaction set. Using the computation method
introduced in section II-B, we calculated the corresponding
data. According to that sparse realization contains Rs = 13
reactions, whereas the dense has Rd = 51. The number of core
reactions are Rc = 6, these reactions can be seen on Figure 1
and 3 with dotted edges.

B. Computation of all Possible Sparse Structures

To compute all the possible dynamically equivalent sparse
realization of the reaction kinetic Lorenz system the following
should be considered. The dense realization of a CRN is
a unique realization and contains all the possible equivalent
realization as sub-graphs. Our goal here is to select minimum

number of reactions (edges) from the dense graph in a way
that the resulting CRN still fulfills the dynamical equivalence
properties. But we have to do this in that way the core reactions
are remain in the graph as a conserved structure. To solve
this problem we delete as many edges from dense graph as
difference between reaction number in the sparse and dense
realization: Rd−Rs and we have to do this in the all possible
combination,

(
Rd −Rc

Rd −Rs

)
=

(Rd −Rc)!

(Rd −Rs)!(Rs −Rc)!
(24)

After substituting the corresponding numbers into (24), it
yields 45.379.620 possible graphs, this means that we have to
solve the linear program stated in section II-B that many times
to find feasible realizations. Clearly, that means a lot of time
even on a high-end computer. To workaround the problem, we
identified some reaction pairs, which are non-core reactions,
but if none of them are present in the reaction graph, then
the corresponding dynamically equivalent realization cannot
be sparse. This is due to the fact that the exclusion such
a reaction pair will brings more reactions into the graph
than what we have excluded. Hence, it is clearly violates
the sparsity constraints. The reaction pairs with the above
properties are {{C3 → C5, C3 → C13}, {C4 → C5, C4 →
C13}, {C1 → C6, C1 → C10}, {C1 → C6, C1 → C11}} With
that information we can omit those possibilities that exclude
the above reaction pairs and this procedure significantly reduce
the search space, to be exact only 442.454 graphs must be
checked in that case. After evaluating the graphs with the
linear program from section II-B, 5376 realizations are found
feasible. This means that with fixed the complex set and the
maximum number of reactions for a given dynamics, we can
tell how many sparse CRN can produce exactly the same
dynamics.

C. Comment on the results

Now, we have all the possible sparse realization of the
kinetic Lorenz system we can investigate the properties of
the different CRN realizations. From the previous analysis we
know that the kinetic Lorenz dense and sparse realizations
have Rd = 51 and Rs = 13 reactions, respectively. There is
also Rc = 6 core reactions in the CRN. Among the possible
sparse realizations the minimum and maximum linkage classes
are 1 and 3, respectively. More importantly, none of the
realizations is weakly reversible, the implication of that fact
can be found in [12].

V. CONCLUSION

We have transformed a polynomial ODE system into a
chemical kinetic system, the corresponding reaction graph has
been given. We also have shown that the chemical kinetic ver-
sion of the original polynomial system exhibits the same state-
space behavior, but its trajectory confined into the positive
orthant. Furthermore, with an optimization-based algorithm
we have calculated the dynamically equivalent realizations of
the canonical CRN with prescribed properties, e.g. minimal or
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maximal number of reactions in the reaction network. Based
on the fact that sparse realization of the CRN is not unique,
but the dense is, we have calculated all the sparse realization
of the canonical system and investigated their properties.
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Abstract—In this paper a set of techniques are presented
to solve Mixed Integer Linear Programming (MILP) problems
for the model predictive control of complex dynamical systems.
Our aim is to reduce the amount of dealy in railway networks
using dynamic traffic management by the rescheduling of trains.
Due to the size of the emerging MILP problem and the given
constraints on solution time, a thorough analysis of different
MILP solution techniques was necessary. It has been proven that
a significant speedup of the solution time can be achieved by the
proper restructuring of the matrices of the MILP problem. The
simulation results also confirm the effectiveness of the proposed
control technique.

Keywords-Mixed Integer Linear Programming; railway
scheduling; optimization based control

I. INTRODUCTION

Controlling complex dynamical systems with the help of
optimization techniques is a well-known technique. Especially
the developments in the field of Model Predictive Control
(MPC) gives us the opportunity to exploit the advantages of
these approaches. Scheduling problems are emerging when the
synchronization of the work of several agents is necessary
because of the limited capacity of some resources in the
system.

In this paper, a model predictive framework is used which
gives us the ability to reformulate the dynamic traffic manage-
ment of railway networks as a Mixed Integer Linear Program-
ming (MILP) problem [1], [2]. The model is formulated in a
way that the the order of the trains using the critical resource
(namely the tracks) is controlled by binary variables. During
the optimization this set of binary variables is determined
while minimizing the given cost function.

The proposed technique is capable of predicting a given
network’s future behavior in case of a cyclic timetable and
find an optimal rescheduling of the trains to minimize the
summarized delay in the network along the prediction horizon.

II. FORMULATING THE MODEL

Consider a railway network having a periodic timetable with
cycle time T . In case of nominal operation the trains follow
a pre-scheduled route repeated in every T minutes where the
order of the trains on the tracks is naturally defined by the
schedule. If a delay is introduced into the network forcing it
to deviate from the nominal operation, we call the resulting
schedule as perturbed mode.

In this section only a short review of the model will
be discussed. More detailed explanation of the model (con-
straints, definition of the model predictive control task, MILP-
formulation) can be found in [3], [4].

A. Modelling the trains and the tracks

Let’s say train i is moving on (virtual) track i, which begins
at (virtual) station i. Let us note that some of the virtual tracks
or stations could refer to the same physical track or station
meaning that the number of physical tracks in the network
usually smaller than the number of virtual tracks.

Let di(k) be the departure time of train i from its departure
station in the kth cycle, and let ai(k) be the arrival time of the
same train to the other end of the given track. Let rdi (k) and
rai (k) be the scheduled (nominal) departure and arrival time
of the same train, respectively.

B. Building up the constraint set

The departure and arrival times of the trains have to meet
with the following constraints:

• Time schedule constraint: a departure may not occur
before its scheduled departure time, so we have to satisfy
the timetable constraint

di(k) ≥ rdi (k) (1)

where rdi (k) is the scheduled departure time for the ith
train in the kth cycle. For the arrival time a similar
constraint can be expressed:

ai(k) ≥ rai (k) (2)

• Running time constraint: let ti(k) be the running time of
the ith train. The running time constraint then becomes

ai(k) ≥ di(k − δii) + ti(k) (3)

where δii = 0 if the departure time and the arrival time
are in the same cycle and δii = µ if there is µ cycle
difference between departure and arrival.

• Dwell time constraint: let pi be the preceding train of
train i, which means that train i and pi are physically
the same train. Let spi

(k) be the minimum dwell time
between arrival of train pi and the departure of train i,
then we have to satisfy the dwell time constraint

di(k) ≥ api
(k − δipi

) + spi
(k) (4)
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where δipi
= µ if the (k − µ)th train pi arriving at

the physical station corresponding to virtual station i
continues as the kth train i.

• Headway constraints: let Fi(k) be the set of trains that
move over the same track and in the same direction as
train i, and are scheduled before train i. Let j ∈ Fi(k)
and let hij denote the minimum headway time between
train j and train i. For each train j ∈ Fi(k) we have
headway constraints for both departure and arrival

di(k) ≥ dj(k − δij) + hij + uij(k)β, ∀j ∈ Fi(k)
dj(k − δij) ≥ di(k) + hij + (1− uij(k))β, ∀j ∈ Fi(k)

(5)
ai(k) ≥ aj(k − δij) + hij + uij(k)β, ∀j ∈ Fi(k)

aj(k − δij) ≥ ai(k) + hij + (1− uij(k))β, ∀j ∈ Fi(k)
(6)

where β is a large negative number (so β � 0) and
uij(k) is a binary variable. Note that for uij(k) = 0, the
constraints (5.a) and (6.a) will be active, and for uij(k) =
1, the constraints (5.b) and (6.b) will be active.

• Meeting constraints: let Wi(k) be the set of trains that
move over the same track and in the opposite direction as
train i, and are scheduled before train i. Let j ∈ Wi(k)
and let wij denote the minimum separation time between
arrival of train j and departure of train i. For each train
j ∈ Wi(k) we have separation constraint

di(k) ≥ aj(k − δij) + wij + uij(k)β, ∀j ∈ Wi(k)
dj(k − δij) ≥ ai(k) + wij + (1− uij(k))β, ∀j ∈ Wi(k)

(7)
where the role of β and uij(k) is similar to the previous
case.

It should be noted that during nominal operation all δij
values are equal to zero or one, but in perturped operation
other values are also possible. For sake of simplicity, we will
consider only the case when δij = {0, 1} which means that
µmax = 1.

C. Model predictive control and MILP formulation

As it is defined previously, let us consider a network having
n train runs (or shortly trains), and define the following
vectors:

z(k) =




di(k)
...

dn(k)
a1(k)

...
an(k)




∈ R2n; r(k) =




rd1(k)
...

rdn(k)
ra1(k)

...
ran(k)



∈ R2n

(8)
and the elements ui,j(k) with j ∈ Fi(k) or j ∈ Wi(k) can

be stacked in one vector u(k) ∈ Rnu .
The goal of the model predictive controller is to minimize

the sum of all delays, and so we come to the object function
(or performance index):

J(k) =

Np∑
j=0

(
n∑

i=1

σi

(
zi(k + j)− ri(k + j)

)
+

nu∑
l=1

ρl ul(k + j)

)

(9)
Here Np is the prediction horizon, and σi, ρl are weighting

scalars. The first term of (9) is related to the sum of all
predicted departure and arrival delays, and the second term
denotes the penalty for all train orders changes and broken
connections during cycle k + j.

Now define the extended vectors

z̃(k) =




z(k)
z(k + 1)

.

.

.
z(k + Np)


 ∈ R2nNp ; ũ(k) =




u(k)
u(k + 1)

.

.

.
u(k + Np)


 ∈ RnuNp

(10)
The object function can be rewritten as:

J(k) = cT
[

z̃
ũ

]
(11)

where c contains all the values σ and ρ. Also the network
constraints (1)-(7) can be written using the vectors z̃ and ũ
and we obtain:

[
Az Au

] [ z̃
ũ

]
≤ b(k) (12)

where matrix Az only consists of entries [Az]ij ∈
{−1 , 0 , 1 }, matrix Au only consists of entries [Au]ij ∈
{−β , 0 , β } and b(k) contains the schedule times rd(k),
ra(k), the running time t(k), the dwell times s(k), the heading
times h(k), the separation times w(k) and the past values
z(k − j), j = 1, . . . , µmax, where µmax is the largest cycle
shift µ in the system.

We have now recasted the model predictive control problem
into a MILP structure where the objective function is defined
in (11) and the constraints in (12).

III. SIMULATION RESULTS

Simulations were done using the model of the Dutch railway
system, with a cycle time T = 60min. The network model
consists of 41 stations and 118 tracks. In the timetable only
the international and interregional trains are included, the local
trains are excluded. For the simulations Np = 2 is selected,
so the prediction is done for 2 hours in the future.

The generated problem has 26712 constraints and 5316
variables from which 1728 are continous variable (departure
and arrival times) and the remaining 3588 are binary.

A. Scenario generation

In order to simulate the pertubed operation of the system,
a new parameter vector Θp is generated containing all the
deviations from values in the original schedule described by
Θ. It is shown in [5] that the distribution of delays appearing in
a train network show a Weibull distribution. In our case delays
were generated according to a Weibull-distribution having
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Fig. 1: Comparsion of solution times in case of different
MILP problems. CBC outperforms all the other solvers. In
the scenarios 8% of trains were selected to be delayed.

shape parameter 0.8 and scale parameter 5. Maximal delay
was set to 40min and the average introduced delay to 10min.

A given percentage of the trains were selected from all the
trains and the delay values were added to their departure and
arrival data, according to two different scenarios:

• case 1: 8% of the trains were selected to be delayed.
• case 2: 20 % of the trains were selected to be delayed.

We used case 1 in simulations during the selection of the
solver (see Section III-B) and we used case 2 in other tests.

It should be noted that according to available data on
average 7.5% of trains are delayed in real life in the Dutch
railway network which means that case 2 is related to a much
more complex scenario than normal cases.

B. Selecting the proper MILP solver

There are several available MILP solvers both originating
from the free software community and commercial ones [6].
Comparsion of the solvers considering the used techniques
and algorithms can be found in [7]. Another interesting and
continously maintaned review of the solver’s performance can
be found at [8].

State-of-art solvers implements stronly heuristic-driven
branch-and-cut algorithms to solve MILP problems [9]. Be-
cause of their crucial role in the solution speed, heuristics
applied in MILP solvers are the subject of extensive research
in the recent years [10], [11].

During the present work the following solvers were inves-
tigated: from the COIN-OR [12] community: DIP (version
0.83.2), SYMPHONY (version 5.4.4), CBC (version 2.7.6).
Also GLPK (version 4.32) and CPLEX (version 12.1) were
involved in the tests. The selection process was based on two
criteria: on one hand the ability of parallel solution and on the
other hand the average solution time.

The solvers were compared based on their average solution
time processing a given problem set. The method of the
problem generation is detailed in Section III. DIP and GLPK
were unable to solve any of the problems in the given time
limit. The results of the three remaining solvers can be seen
in Figure 1.

Based on the results CBC was selected as the fastest solver.
According to this we used CBC to complete all the other tests
and simulations.

(a) Randomly ordered (b) Partially ordered (c) Track-based ordering.
Borders of the blocks are
marked.

Fig. 2: Structure of the constraint matrix where the variables
are on the x-axis and the equations are on the y-axis. As it
can be seen in Fig. 2c. the result of the track-based ordering
is a clear block-angular structure.

C. Track-based reordering of the constraint matrix

In order to speed up the solution, the constraint matrix has
been reordered on a per-track basis.

Reordering on track-basis means that we collect into one
block all the constraints and control variables corresponding
to a given track. It is clear that the order of the trains on
one track is independent of the order on another track. By
reordering the constraint set on track-basis we can see similar
structure in the MILP formulation. The different constraint
blocks corresponding to a given track are independent from
each other, and the blocks themselves are connected via the
continuity contstraints.

In Fig. 2. the reader can see the result of the track-based
ordering approach. The formulated blocks can be seen clearly.
Of course any other algorithm generating the constraint set
could give some structure to the constraint matrix (as it can
be seen on Fig. 2b.) but, among the examined cases the track-
based approach gives the best result. The increase in solution
speed gained by the proposed reordering is detailed in Secion
III-D.

D. Effect of reordering on the solution time

As it was mentioned before, the effect of proper restructur-
ing of the given MILP problem can have huge impact on the
solution time. In the present work we selected a track-based
ordering which leads to a clear block-angular structure. The
following results are verifying that even in the presence of the
solver’s preprocessor serious gain can be achieved with proper
problem formulation.

In the tests we considered two case. First the columns of
the formulated matrices were mixed up randomly. In the other
case we built up the same problem’s matrix based but with
track-based ordering (see Sec. III-C).

The solution times in both cases for several different sce-
nario can be seen in Fig. 3 for several different scenarios.
In the presented case the test set consists of 97 different
scenarios. The average solution time was 23, 97sec (std. dev.
14, 51sec) without and 17, 11sec (std. dev. 10, 13sec) with
reordering so the time gain obtained by the reordering was
6.85sec on average (std. dev. 7.04sec) which means a speedup
ratio 1, 407.
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Fig. 3: Solution times in case of a random constraint ma-
trix structure or in case of the track-based reordering. The
simulation results show that even in the presence of the
solver’s preprocessor proper reordering can yield to significant
speedup.

Fig. 4: Average elapsed time of solving a MILP with multiple
threads on a 4-core (8 cores with Hyper-Threading) computer.
Using 4 threads gives the best result.

E. Results in case of distributed solution

As it is mentioned in Section III-B. several available solvers
offers the capabiliy of parallel solution of MILP problems [13].

The simulation result using CBC shows the advantage of
the distributed solution. In Fig. 4. the average solution time
of a problem set having 100 elements can be seen in case of
single-thread and multi-thread setups.

During the simulations we used a 4-core computer. The
maximal speedup can be achieved if the number of threads
is equal to the number of physical cores in the processor.

F. Effectiveness of the proposed control technique

To measure the performance of the control technique, the
following test were completed. Having a given scenario with
initial (primary) delays we have simulated the uncontrolled
behaviour of the network. During this open-loop simulation all
control inputs were set to zero. At the end of the prediction
horizon the difference between the result and the reference
schedule is calculated as the sum of the delays. For the same
scenario we have done the simulation and the calculation of
the sum of the delays in controlled mode, too.

The comparsion of the sum of the delays shows the perfor-
mance of the control techniques as it can be seen in Fig. 5.
We found that the proposed technique can decrease the sum
of the delays with 30% compared to the uncontrolled case.

IV. SUMMARY AND FUTURE WORK

In the present paper the details of a previously proposed
control technique [4] were investigated. In this framework a

Fig. 5: Effect of optimal reordering of the trains in case of
delays. As it can be seen the sum of the delays in the network
can be significantly reduced over the control horizon with the
help of the proposed control technique.

general scheduling problem is considered as a MILP problem
and solved in an MPC architecture. Due to the computational
complexity of the emerging MILP problem and the time
constraints on the solution it was necessary to speed up the
solution with proper handling of the original problem.

Beyond the selection of a proper solver to solve the MILP
problems, the importance of the track-based reordering and
the effectiveness of the proposed control technique is shown.

The general approach - namely the formulation of a schedul-
ing problem as a MILP problem in an MPC framework -
could be utilized in the optimal control of complex nonlinear
systems by using the PWA approximation of the system and
the modelling of reaction kinetic networks.
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Abstract—Data rate cannot be improved significantly in single-
input single-output (SISO) systems used currently because of
the strict bandwidth requirements. A promising solution to
significant increase of bandwidth efficiency, transmission capacity
and system robustness is the exploitation of the spatial dimension.
Multiple–input multiple-output (MIMO) technology has attracted
attention in wireless communications, because it offers significant
increases in data throughput and link range without additional
bandwidth or increased transmit power. The implementation of
wideband MIMO system posts a major challenge to hardware
designers due to the huge computing power required for MIMO
detection. With the help of the General Purpose Graphical
Processing Unit (GP-GPU) the computing power is not a limiting
factor anymore. In this paper after introducing the basic model
of the MIMO system, the sphere detector algorithm is presented,
finally the efficient mapping of the sphere detector algorithm to
GP-GPU architecture is given.

I. INTRODUCTION

The challenges in wireless communications systems are:
increasing the link throughput (i.e., bit rate) and the network
capacity. The limiting factors of such systems are usually, the
equipment cost, the radio propagation and the frequency spec-
trum. However to fulfill the above goals, future systems should
be characterized by improved spectral efficiency. Research in
the information theory, has revealed that important improve-
ments in information rate can be achieved when multiple
antennas are applied at both the receiver and transmitter side.
The key feature of multiple-transmit multiple-receive antenna,
i.e. Multiple-Input Multiple-Output (MIMO), systems is the
ability to turn multipath propagation, traditionally a pitfall
of wireless transmission, into a benefit for the user. MIMO
effectively takes advantage of random fading and when avail-
able, multipath delay spread, for multiplying transfer rates.
The success of MIMO lies in the fact that the performance of
wireless systems are many orders of magnitude improved at no
cost of extra spectrum only complexity is added to the different
algorithms and hardware. The MIMO techniques can increases
the robustness of the wireless communication system by trans-
mitting different representations of the same data stream (by
means of coding) on the different transmit branches, or they
can achieve a higher throughput by transmitting independent
data streams on the different transmit branches simultaneously
and at the same carrier frequency. However the complexity
of the detector algorithms used in the receiver structures is
defined by many factors (coding, channel, antenna mapping)

Figure 1. MIMO system model

there are some cases, when the detection cannot be done by
simple hardware components, instead it’s worth using many-
core architectures such GP-GPUs, or field programmable gate
arrays (FPGAs).

II. SYSTEM MODEL

The block diagram of an n×m MIMO system is given in
Figure 1, where n denotes the number of transmit antennas,
and m denotes the number of receive antennas. The transmit
antennas are sending a complex signal vector of size n. The
complex signal vector s̃ is transmitted during one symbol
period. Assuming rich-scattering and flat-fading channel over
one symbol period the system model is given as follows:

ỹ = H̃s̃+ ṽ (1)

where s̃ = [s̃1, s̃2, .., s̃n]
T is the transmitted symbol vector,

having each component drawn from a complex constellation,
ỹ = [ỹ1, ỹ2, ..., ỹNr

] is the received complex symbol vector,
and ṽ = [ṽ1, ṽ2, ..., ṽNr

] is an independent and identically
distributed(i.i.d) CN(0,K) circular symmetric complex mul-
tivariate random variable, where the covariance matrix K =
σ2
nIn, and the entries h̃ij of the channel matrix H̃ are assumed

to be i.i.d zero-mean complex Gaussian variables with unit
variance. Without any loss of generality we assume that n = m
and the channel matrix has full rank. Furthermore we assume
perfect channel state information(CSI), i.e. the channel matrix
H̃ is known, at the receiver side.
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The optimal solution for the system model (1) is:

s̃ML = argmin
s̃εΩn

‖ỹ − H̃s̃‖2 (2)

where Ω is the set of the complex symbols.
Because the sphere detector algorithm is more efficient

using real values, we transform the original complex repre-
sentation of the system model (1) into a real valued system
model, at the cost of increasing dimension:

y = Hs+ v (3)

where y2×n,1 =

[
�(ỹ)
�(ỹ)

]
, s2×n,1 =

[
�(s̃)
�(s̃)

]
, v2×m,1 =

[
�(ṽ)
�(ṽ)

]
, and H2×m,2×n =

[
�(H̃) −�(H̃)

�(H̃) �(H̃)

]
.

For the real valued system the ML metric is:

sML = argmin
sεΩ2×n

‖y −Hs‖2 (4)

where y,H, s, ŝ are real valued. After the transformation
the symbol vector s will be real valued which implies that
the symbols in Ω are also real valued. From equation (4)
it can be seen that the maximum likelihood estimate of the
symbol vector is given by solving an integer least-squares(ILS)
problem, which is analogous [1] of finding the closest lattice
point of lattice Λ = {Hs : sεZn} to a given point y
[2]. In lattice theory this problem is often called the closest
lattice point search (CLPS) [3], [4]. The exhaustive search
implementation of ML decoding, or the enumeration of all
lattice points has a complexity that grows exponentially with
the size of Ω or with the number of the antennas, thus the
required computational performance will be unattainable. For
general lattices the problem was shown to be NP-hard( [5]).
However significant complexity reduction can be achieved
by exploiting the structure of the lattice (e.g., [6], [7]). In
the case of many wireless communication applications, i.e.
detection, the integer symbol vector is uniformly distributed
over a discrete and finite set C ⊂ Zn, which represents the
transmitter codebook.

III. SPHERE DECODING

A. Problem Statement

The fundamental aim of the sphere detector algorithm is to
reduce the search over only lattice points sεΩ2n that lie in
a certain sphere of radius d around a given vector. Reducing
the search space and the required computations will not affect
the performance of the detection, because the closest lattice
point inside the sphere will also be the closest lattice point for
the hole lattice. However, the reduction of the search space
is necessary in order to deal with the high computational
complexity required by the ML detection, there are several
questions that have to be taken into consideration.

Taking the unconstrained least-squares solution ŝ =
(HTH)−1H ∗ y of the real system shown in (3) and applying

the QR factorization to the real channel matrix H = QR, the
ML solution can be defined as follows:

sML = argmin
s

‖y −Hs‖2

= argmin
s

‖R(s− ŝ)‖2
(5)

where matrix Q is orthogonal and matrix R is upper triangular.
The constraint condition Hs ∈ S(y, d), where S(y, d) denotes
a hypersphere with center point y and radius d, can be
formulated as follows:

‖R(s− ŝ)‖2 � d2

|rmm(sm − ŝm)|2 + (6)

|rm−1m−1(sm−1 − ŝm−1) + rm−1m(sm − ŝm)|2 +
...

|r11(s1 − ŝ1) + r12(s2 − ŝ2) + · · ·+ r1m(sm − ŝm)| � d2

Instead of enumerating all the possible symbol combina-
tions, a recursion can be given based on the dependency
hierarchy of the terms. In every iteration one symbol si is
being selected based on the previous selections si+1, · · · , sm.
Let smi � (si, si+1, · · · , sm)T denote the last m − i + 1
components of the vector s. Considering vector smi+1 fixed,
an interval Ii(s

m
i+1) =

[
Ai(s

m
i+1), Bi(s

m
i+1)

]
can be defined,

where

Ai(s
m
i+1) = ŝi −

1

rii




√√√√√d2 −
m∑

j=i+1

∣∣∣∣∣∣
m∑

k=j

rjk(sk − ŝk)

∣∣∣∣∣∣

−
m∑

l=i+1

ril (sl − ŝl)

)

Bi(s
m
i+1) = ŝi +

1

rii




√√√√√d2 −
m∑

j=i+1

∣∣∣∣∣∣
m∑

k=j

rjk(sk − ŝk)

∣∣∣∣∣∣

−
m∑

l=i+1

ril (sl − ŝl)

)
. (7)

If Ai(s
m
i+1) > Bi(s

m
i+1) or Ii(s

m
i+1) ∩ Ω = {}, means that

there is no si that satisfies the inequality (6), thus the chosen
smi+1 is outside the sphere S(y, d).

The continuous change of vector smi is analogous of a depth-
first tree traversal process. Vector smi can be regarded as a path
at depth m− i+ 1 and by defining path metric as follows:

M(smi ) =

m∑
j=i

∣∣∣∣∣∣
m∑

k=j

rjk(sk − ŝk)

∣∣∣∣∣∣

2

(8)

then each node in the tree can have a weight, thus the sphere
decoding becomes a bounded tree search.
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IV. MAPPING THE SD ALGORITHM ON GP-GPU
ARCHITECTURE

A. Algorithm design principles

In Section III it has been shown, that sphere decoding can
be traced back to a branch and bound tree search. Due to
the decoding algorithm structure, the system specification and
the parallel architecture it is plausible to define several levels
of parallelization of the system. It is convenient to define the
system level paralellization as decoding multiple symbols at
the same time, namely each symbol will be assigned to a
thread block in the grid. In ([8]) Khairy et al. showed that
significant speed-ups can be achieved by executing multiple
sphere decoders at once with the conventional sequential algo-
rithm. However to achieve peak performance on the GP-GPU
it is mandatory to redesign the sequential algorithm, taking
into considerations the limitations imposed by the architecture
exploiting it by using several effective paralell design patterns.
In ([9]) presented a mapping of a soft MIMO detector on GPU,
but they used several important simplifications which comes
at the expense of the quality of the ML solution.

The complexity analysis of the SD algorithm has been
seriously investigated by the researchers ([10], [11], [12],
[13], etc.) because the exact solution of the decoding process
outperforms even the best heuristics. It has been shown that
the complexity of the sphere detector algorithm is directly pro-
portional to the number of explored points. The search space
is highly influenced by the chosen sphere radius. Choosing an
inappropriate sphere radius will lead to an increased complex-
ity, however finding the covering radius is NP hard. Defining
the complexity of the sphere decoding algorithm with radius
update analytically seems to be an open problem, however
updating the size of the sphere radius to d2 = ‖y − Hsin‖,
where sin is a lattice point inside the sphere, can lead to
significant complexity reduction.

The two fundamental tree search algorithms are the breadth-
first (BF) search and the depth-first (DF) search techniques.
The sphere decoding algorithm is based on a DFS strategy.
It is known that finding the least cost leaf in the case of a
large tree could take excessively long time, but at the same
time the DF search is the one trying to find a leaf node as
fast as possible. In the case of the BF search the result will
be the least cost node, but the memory requirements may be
to excessive and the criteria of finding a lattice point inside
the sphere as fast as possible are are not met. Lai et al. in
[14] have examined different hybrid tree search algorithms
and they could achieve significantly lower complexity with a
moderate increase in the memory requirement. The speed-up
was achieved because the decoding process started with a BF
search, and it was continued with a DF search based on the
extracted nodes branch metric, thus a leaf node can be found
more efficiently.

B. Algorithm building blocks

As discussed in the previous section one of the most
important motivating factors is to find a lattice point inside

the sphere as fast as possible because then it is possible to
adjust the sphere radius, thus the search space will become
much smaller. A good searching strategy seems to be the
combination of the BF search with the DF search in such
a way that, after the BF search the further path exploration
is based on the actual path metric. The challenge is to map
these strategies on the GP-GPU taking in consideration the
limits imposed by the hardware such as memory, throughput,
latency.

The system level parallelism is equal of mapping each
received symbol vector y to a thread block in the grid. Based
on the chosen communication standard the size of the grid
can be determined. Having a high number of thread blocks is
important, because it keeps the GP-GPU utilized, in addition
it can hide the latency appearing during the calculations.

The algorithm level parallelism is more difficult, but signif-
icant speed-up can be achieved by redesigning the sequential
algorithm. In order to describe the parallel implementation
of the sphere decoding (PSD) algorithm we introduce the
following parameter notation:

1) tt - total number of threads, used in a thread block,
decoding one received symbol vector (system parameter)

2) tkid - thread with identifier k in a given thread block
3) wtlvlx - the number of concurrently working threads on

level lvlx
4) lvlnr - PSD algorithm parameter specifying the number

of levels used for BF search strategy (i.e. 1,2,3,...)
5) lvlx - levels assigned for BF search
6) maxlvlx - the maximum number of paths on level lvlx
7) pathslvlx - the number of symbol vectors selected

on level lvlx for simultaneous process with DF search
strategy

8) explvlx - the number of simultaneously explored paths
on level lvlx

9) memlvlx - memory required for level lvlx
10) sN<j>

lvlx
- symbol vector on level lvlx, where < j > is

an optional parameter showing that the symbol vector is
placed in buffer buflvlx at index j

11) M(sN<j>
lvlx

) ≡ M<j>
lvlx

- the path metric of symbol vector
sN<j>
lvlx

, where < j > is an optional parameter showing
that the symbol vector’s path metric is placed in buffer
bufPMlvlx at index j

12) buflvlx - shared memory buffer containing the symbol
vectors sN<j>

lvlx
for level lvlx, where 0 ≤ j < explvlx

13) bufPMlvlx - shared memory buffer containing the path
metric of the symbol vectors M(sN<j>

lvlx
) for level lvlx,

where 0 ≤ j < explvlx
14) vti<j>

lvlx
- virtual thread identifier i on processing level

lvlx, where < j > is an optional parameter denoting
that the virtual thread identifier will form the symbol
vector sN<j>

lvlx
at index j in buflvlx

15) vbi<j>
lvlx

- virtual block identifier i on processing level
lvlx, where < j > is an optional parameter denoting that
the virtual block identifier will form the symbol vector
sN<j>
lvlx

at index j in buflvlx
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Figure 2. Parallel sphere detector explore and evaluate pipeline

Due to the high number of the working threads it is possible
to simultaneously explore, fully or partially, a given level of
the tree. During the decoding process only distinguished levels
will be expanded in such a way that N = lvl0 > lvl1 >
lvl2 > · · · > lvlnr, where N denotes the depth of the tree.
The number of total paths on lvlx is maxlvlx = |Ω|N−(lvlx−1),
however the number of simultaneously explored paths explvlx
is explvlx = pathslvlx−1

∗ |Ω|(lvlx−1−lvlx) determined by
the number of symbol vectors pathslvlx−1

selected on level
lvlx−1. In the case if pathslvlx−1 = maxlvlx−1 holds, then
explvlx = maxlvlx which means that a full BF search will
take place on lvlx.

The result of the path exploration has to be stored in
memory, thus the memory required for a specific level is
directly proportional with the number of explored paths
memlvlx ∼ K ∗ explvlx , where K is the size of the data
structure representing one symbol vector and the associated
path metric. This is really important because the memory
requirements for this algorithm are influenced by the number
of chosen paths at each level.

After considering the general conditions for the PSD algo-
rithm, it is possible to define the main building blocks of the
detection, which forms the explore and evaluate pipeline of the
algorithm. One iteration of the detection process is presented

in Figure 2., showing the main processing stages. A more
detailed explanation is given in the following:

1) By definition for every level lvlx the number of working
threads is given by wtlvlx . In order to form a symbol
vector sN<j>

lvlx
on level lvlx, i.e. one branch of the tree

starting from level lvl0 to level lvlx, parameters like
vti<j>

lvlx
and vbi<j>

lvlx
have to be defined. The amount of

work given to a thread depends whether the conditions
of the following inequality holds:

explvlx ≤ wtlvlx ≤ tt. (9)

In the case when the number of working threads wtlvlx
associated to level lvlx are higher or equal than the
number paths needed to be processed, then one thread
is responsible for exploring and evaluating a single
symbol vector, contrary one thread has to process at
most �explvlx/wtlvlx� symbol vectors. Assuming that
explvlx is divisible by wtlvlx , two sets are defined
for each thread with identifier tkid working on level
lvlx: V T k

lvlx
containing the virtual thread identifiers and

V Bk
lvlx

containing the set of the virtual block identifiers

V T k
lvlx = {vti<j>

lvlx
|i = (tkid + n ∗ wtlvlx)

mod |Ω|(lvlx−lvlx−1),

j = (tkid + n ∗ wtlvlx),
n = 0 : �explvlx/wtlvlx� − 1},

(10)

V Bk
lvlx = {vbi<j>

lvlx
|i = �(tkid + n ∗ wtlvlx)/|Ω|(lvlx−1−lvlx)�,
j = (tkid + n ∗ wtlvlx),
n = 0 : �explvlx/wtlvlx� − 1},

(11)

Each thread has to compute its own set of identifiers on
every level storing them in the thread’s registers. This
first stage, called the preparatory phase of the explore
and evaluate pipeline, is completed when each thread
computed the virtual identifiers.

2) In the second stage the task is to determine the symbol
vectors sN<j>

lvlx
for the buffer buflvlx , where 0 ≤ j <

explvlx . A selecting mapping and merging is required
in order to generate the symbol vector sN<j>

lvlx
. After se-

lecting a precomputed symbol vector sN<l>
lvlx−1

, the virtual
thread identifiers computed in the previous stage have to
be mapped to partial symbol vectors s

lvlx−1−1<j>
lvlx

and
finally the selected vector and the partial symbol vector
have to be merged.
In the selecting phase pathslvlx−1

number of previously
explored and evaluated symbol vectors sNlvlx−1

are se-
lected from lvlx−1. The selection is done by each thread
tkid based on the virtual block identifiers. Iterating over
the elements vbi<j>

lvlx
of the set V Bk

lvlx
a new set Sk

lvlx
is formed for each thread. The elements of this set will
be determined by the virtual block identifier vbi<j>

lvlx
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in such a way that the symbol vector sN<i>
lvlx−1

will be
selected from the buffer buflvlx−1

at index i and it will
be used to form the symbol vector sN<j>

lvlx
which will be

placed in buffer buflvlx at index j. In Figure 2. a special
scenario is presented, namely when every thread has a
one element set of virtual thread and block identifiers.
In the mapping stage we transform each element
vti<j>

lvlx
∈ V T k

lvlx
to a binary vector of size

s = log2 |Ω| ∗ (lvlx−1 − lvlx),

using the conversion function:

B : (N, s ∈ {0, · · · , N}) → Bs∗log2 |Ω| = {0, 1}s∗log2 |Ω|.

Having defined the binary vector bs = B(vtilvlx ∈
V T, lvlx−1 − lvlx) we can construct one element of
the symbol vector s

lvlx−1+1
lvlx

by grouping the binary
elements of vector bs in groups of log2 |Ω| and defining a
one to one mapping M : Blog2 |Ω| → Ω function between
the binary groups and the the symbol set Ω. The formula
below shows the grouping and the one to one mapping:

si = M(b(1+i∗log2 |Ω|):((1+i)∗log2 |Ω|)),

where 0 < i ≤ (lvlx−1 − lvlx).
In the merging process the result of the selection and
mapping is merged, namely each selected vector sNlvlx−1

and mapped symbol vector slvlx−1−1
lvlx

based on vtilvlx , is
merged, thus forming the symbol vector:

sNlvlx = (slvlx , · · · slvlx−1−1, slvlx−1
, · · · , sN ).

3) The advantage of the multi-threaded environment shows
up in the path metric evaluation stage. The metric
computation is one of the most time-consuming stages,
but the fact that each thread computes the metric of a
different path a significant speed-up can be achieved.
Having buffered the path metric M(sNlvlx−1

) of sNlvlx−1

in bufPMlvlx−1
only the metric M(s

lvlx−1−1
lvlx

) of the
mapped symbol vector has to be computed, thus the path
metric of the merged symbol vector can be computed as
follows:

M(sNlvlx) = M(sNlvlx−1
) +M(s

lvlx−1+1
lvlx

).

4) The sorting stage is one of the most important stages
during the detection. As discussed in Subsection IV-A
the complexity of the algorithm can be significantly
reduced after finding a leaf of the tree and adjusting
the radius of the sphere. In the PSD algorithm this is
achieved with the help of the sorting networks [15], [16].
Due to their data-independent structure, their operation
sequence is completely rigid, what makes this algorithm
parallelizable for the GP-GPU architecture. After the
path metric evaluation stage the candidate paths sN<k>

lvlx
will be sorted based on their path metric and the next
iteration continues with the selection of the pathslvlx

best number of them. This kind of greedy behavior and
the hybrid searching strategy makes it possible to find a
leaf node after several iterations. In the PSD algorithm
one thread block is responsible for decoding one symbol,
thus the data sets that have to be sorted are small enough
to fit in the shared memory, so we are not limited by
the global memory bandwidth.

The PSD algorithm kernel code is presented in IV-B.

Algorithm 1 The PSD algorithm GP-GPU kernel pseudo-code
Require: ŝ, R, d2,Ω, N, lvlnr

1: shared M(sML) ← ∞, shared sML ← {}
2: procedure INIT
3: for x = 0 → lvlnr do
4: Fetch from global memory to shared memory: lvlx,

pathsx, wtx
5: shared maxlvlx ← |Ω|N−(lvlx−1)

6: shared offlvlx ← 0 � Offset for lvlx
7: if x > 0 then
8: shared explvlx ← pathslvlx−1

∗|Ω|(lvlx−1−lvlx)

9: shared buflvlx [explvlx ]
10: shared bufPMlvlx [explvlx ]
11: else
12: shared buflvl0 ← Ω
13: shared bufPMlvl0 ← M(Ω)
14: end if
15: end for
16: PROCESS(lvl1,offlvl0 ← 0)
17: end procedure
18: procedure PROCESS(lvlx,offlvlx−1 )
19: if tkid ≥ wtlvlx then wait for next level
20: if offlvlx−1

< explvlx−1
then

21: EXPLORE AND EVALUATE
22: offlvlx−1 ← offlvlx−1 + pathslvlx−1

23: return PROCESS(lvlx+1, offlvlx ← 0)
24: else
25: if x > 1 then
26: offlvlx−1

← 0
27: return PROCESS(lvlx−1, offlvlx−2

)
28: else
29: if sML is empty then
30: Increase radius d2 ← 2 ∗ d2
31: PROCESS(lvl1,offlvl0 ← 0)
32: else
33: Transfer sML to global memory
34: return
35: end if
36: end if
37: end if
38: end procedure

V. EXPERIMENTS AND ANALYSIS

The PSD algorithm has a lot of parameters needed to be set.
Until now we have not discussed how to set these parameters,
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39: procedure EXPLORE AND EVALUATE
� The procedure was detailed in Subsection IV-B

40: Determine vti<j>
lvlx

for thread tkid as stated in eq. 10
41: Determine vbi<j>

lvlx
for thread tkid as stated in eq. 11

42: Select path sN<l>
lvlx−1

from buffer buflvlx−1
with the help

of vb
(i+offlvlx−1

)<j>

lvlx

43: Map vti<j>
lvlx

to a partial symbol vector slvlx−1−1<j>
lvlx

44: Merge selected path sN<l>
lvlx−1

with partial symbol vector
s
lvlx−1−1<j>
lvlx

resulting in sN<j>
lvlx

45: Store sN<j>
lvlx

in buflvlx at index j
46: Compute path metric for the merged symbol vector

M(sN<j>
lvlx

)

47: Store M(sN<j>
lvlx

) in bufPMlvlx at index j
48: syncthreads
49: if lvlx �= 1 then
50: Bitonic sort buflvlx based on the corresponding

path metric buffer bufPMlvlx

51: else
52: Find the best path metric M ′ in bufPMlvlx and

the associated symbol vector sN ′
1 with a parallel max scan

53: if M ′ < M(sML) then
54: sML = sN ′

1

55: Update radius d2 ← M(sML)
56: end if
57: end if
58: syncthreads
59: end procedure

but they value seriously influence the performance of the
PSD algorithm. In this article we are not focusing on how
to set the optimal values, however in order to present the top
performance of the PSD algorithm an exhaustive search of the
parameters was done. The simulated model was a 4x4 MIMO
system using 16−QAM modulation. The optimal parameters
are: tt = 64, lvlnr = 3, lvl0 = N = 8, lvl1 = 6, lvl2 = 4,
lvl3 = 1, paths0 = 4, paths1 = 2, paths2 = 2. Table I shows
the achieved throughput comparing to other solutions:

Table I
THROUGHPUT COMPARISON OF THE SD ALGORITHM

QPSK 16-QAM 64-QAM 64-QAM
ASIC[17] 19 Mbps 38 Mbps NA NA
ASIC[18] NA 53 Mbps NA NA
FPGA[19] NA NA 8.6 Mbps NA
GPU[9] 46 Mbps 74 Mbps 15 Mbps 1.3 Mbps
PSD NA 110 Mbps NA NA

The PSD algorithm has the highest throughput and it will
find the ML solution because the entire search space will be
analysed. The presented algorithms in Table I are truncating
the search space and they still can not reach the speed of the
PSD algorithm.

VI. CONCLUSION

In this paper we showed the importance of MIMO commu-
nication systems, presented the basic models, with the most
important detection algorithms, and proved that GPU’s can
significantly improve the computational time of digital signal
processing algorithms. Reaching high data rates while keeping
the bit error rate as low as possible is now possible with this
powerful devices.

REFERENCES

[1] M. Damen, H. El Gamal, and G. Caire, “On maximum-likelihood
detection and the search for the closest lattice point,” Information
Theory, IEEE Transactions on, vol. 49, no. 10, pp. 2389–2402, 2003.

[2] J. H. Conway, N. J. A. Sloane, and E. Bannai, Sphere-packings, lattices,
and groups. New York, NY, USA: Springer-Verlag New York, Inc., 1987.

[3] A. Murugan, H. El Gamal, M. Damen, and G. Caire, “A unified frame-
work for tree search decoding: rediscovering the sequential decoder,”
Information Theory, IEEE Transactions on, vol. 52, no. 3, pp. 933–953,
2006.

[4] E. Agrell, T. Eriksson, A. Vardy, and K. Zeger, “Closest point search
in lattices,” Information Theory, IEEE Transactions on, vol. 48, no. 8,
pp. 2201–2214, 2002.

[5] D. Micciancio and S. Goldwasser, Complexity of lattice problems: a
cryptographic perspective. The Kluwer international series in engineer-
ing and computer science, Kluwer Academic, 2002.

[6] U. Fincke and M. Pohst, “Improved methods for calculating vectors of
short length in a lattice, including a complexity analysis,” Mathematics
of Computation, vol. 44, no. 170, pp. pp. 463–471, 1985.

[7] C. P. Schnorr and M. Euchner, “Lattice basis reduction: Improved
practical algorithms and solving subset sum problems,” Mathematical
Programming, vol. 66, pp. 181–199, 1994. 10.1007/BF01581144.

[8] M. Khairy, C. Mehlfuhrer, and M. Rupp, “Boosting sphere decoding
speed through graphic processing units,” in Wireless Conference (EW),
2010 European, pp. 99–104, IEEE, 2010.

[9] M. Wu, Y. Sun, S. Gupta, and J. Cavallaro, “Implementation of a high
throughput soft mimo detector on gpu,” Journal of Signal Processing
Systems, pp. 1–14, 2010.

[10] H. Vikalo and B. Hassibi, “On the sphere-decoding algorithm ii. gener-
alizations, second-order statistics, and applications to communications,”
Signal Processing, IEEE Transactions on, vol. 53, no. 8, pp. 2819–2834,
2005.

[11] B. Hassibi and H. Vikalo, “On the sphere-decoding algorithm i. expected
complexity,” Signal Processing, IEEE Transactions on, vol. 53, no. 8,
pp. 2806–2818, 2005.

[12] J. Jalden and B. Ottersten, “On the complexity of sphere decoding
in digital communications,” Signal Processing, IEEE Transactions on,
vol. 53, pp. 1474 – 1484, april 2005.

[13] J. Fink, S. Roger, A. Gonzalez, V. Almenar, and V. Garciay, “Com-
plexity assessment of sphere decoding methods for mimo detection,”
in Signal Processing and Information Technology (ISSPIT), 2009 IEEE
International Symposium on, pp. 9 –14, dec. 2009.

[14] K. Lai, J. Jia, and L. Lin, “Hybrid tree search algorithms for detection in
spatial multiplexing systems,” Vehicular Technology, IEEE Transactions
on, no. 99, pp. 1–1, 2011.

[15] P. Kipfer and R. Westermann, “Gpu gems 2, chapter 46,” 2005.
[16] K. E. Batcher, “Sorting networks and their applications,” in AFIPS

Spring Joint Computing Conference, pp. 307–314, 1968.
[17] D. Garrett, L. Davis, S. ten Brink, B. Hochwald, and G. Knagge,

“Silicon complexity for maximum likelihood mimo detection using
spherical decoding,” Solid-State Circuits, IEEE Journal of, vol. 39, no. 9,
pp. 1544–1552, 2004.

[18] Z. Guo, “Algorithm and implementation of the K-best sphere decoding
for MIMO detection,” Areas in Communications, IEEE Journal on,
vol. 24, no. 3, pp. 491–503, 2006.

[19] S. Chen, T. Zhang, and Y. Xin, “Relaxed K -Best MIMO Signal Detector
Design and VLSI Implementation,” vol. 15, no. 3, pp. 328–337, 2007.



25

An Experimental Study
on Metastable Periodic Rotating Waves

Miklós Koller
(Supervisors: Luca Pancioni, Mauro Forti, Barnabás Garay, György Cserey)

kolmi@digitus.itk.ppke.hu

Abstract—In this paper, a one-dimensional ring of bidirection-
ally coupled, spatially-invariant Cellular Neural Network (CNN)
is considered. The cells have the standard piecewise linear output
function. Numerical simulations show long transient oscillations
in a wide range of parameters and initial conditions, before the
system converges toward an equilibrium point. The main goal of
this paper is the experimental verification of such long oscillations
in a circuit made of discrete-components.

Keywords-CNN (Cellular Neural Network); long transient os-
cillations

I. INTRODUCTION

The paper considers the dynamical behaviour of a one-
dimensional CNN-ring, with bidirectional coupling and piece-
wise linear (PL) activation function.

Our analysis dealt with the positive part of the coupling-
parameter space. In this case a CNN ring generates a monotone
semiflow, but due to the squashing effect of the PL activations
this semiflow is not eventually strongly monotone (ESM) [1].
Regardless of this fact, it has a Limit Set Dichotomy and
convergence properties analogous to those of ESM semiflows
[2], [3], [4], [5], [6], which results in convergence toward an
asymptotically stable equilibrium point.

Numerical simulations (both with MATLAB and C++ pro-
gram) show this convergence. However, if the number of
neurons greater than or equal to 6, with a wide range of
coupling parameters and with a wide set of initial conditions
we can observe long transient oscillatic behaviour, before the
system goes to the stable point.

The main result of this paper is to experimentally validate
this phenomenon by an electrical circuit realization of the
one-dimensional, bidirectionally coupled CNN-ring. The ex-
periments show, that this long transient oscillatic behaviour
is not a numerical artifact of the simulation, moreover, it is
physically robust (taking into consideration the imprecision of
the applied discrete components).

II. THE MODEL

Let us consider an autonomous one-dimensional standard
CNN array satisfying the following system of differential
equations

τ ẋi = −xi + αg(xi−1) + βg(xi+1) (1)

where τ > 0 is the neuron time constant, xi, i = 1, 2 . . . , n,
are the neuron state variables and g is the standard PL output

function

g(ρ) =
1

2
(|ρ+ 1| − |ρ− 1|).

Each neuron has two-sided interactions α, β with its nearest
neighboring neurons. We suppose periodic boundary condi-
tions.

Let us take into consideration the parameter space α, β > 0.
Also suppose for simplicity that α+β > 2. Consider the curve

C =
{
(α, β) : (α+ αβ − β2 − 1)(β + αβ − α2 − 1) = 0

}
,

the region within C given by

Rφ =

{
(α, β) : α >

β2 + 1

β + 1
;β >

α2 + 1

α+ 1

}

and the region outside C given by

Rσ = {(α, β) : α+ β > 2} \Rφ

.
Although the system (1) has only three equilibrium points

within Rσ , there are several additional equilibrium points
within Rφ. Within the region Rφ, the general solution of
(1) immediately converges to one of the equilibrium points,
however, within the region Rσ one can observe (with a wide
set of initial conditions) unexpectedly long transient oscillatic
behaviour before converging to one of the stable points.
Numerical simulations both with MATLAB and with C++
show the same behaviour.

The main results of this paper are to validate the existence of
this long transient oscillatic behaviour by an electrical circuit
as well as to inspect some of its salient features.
From theoretical considerations [7], this long transient oscil-
latic behaviour is due to the presence of metastable rotating
waves, whose instability exponentially decreases with the
increasing dimension of the CNN ring.

III. THE EXPERIMENTAL SETUP

The implemented circuit is built up of discrete components.
The base of this implementation was originally proposed by
Chua and Yang in [8]. We can divide the architecture of one
cell to four stages, which take place in the followings.

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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Fig. 1. First stage of the implemented circuit

A. First stage

In the first step (Fig. 1), we have an inverting adder
implementing the weighted sum of the inputs to the i-th
neuron. These are the output voltages of the neighbouring cells
V in alpha = g(xi−1) and V in beta = g(xi+1). Namely, we
have

V out = − Rc

R alfa
V in alpha− Rc

R beta
V in beta =

= −αg(xi−1)− βg(xi+1)

i.e., the dimensionless positive interaction parameters α, β are
obtained as

α =
Rc

R alfa
, β =

Rc

R beta
.

In the actual circuit we have chosen Rc = 560 Ω, so that the
design equations for R alfa,R beta are given as

R alfa =
Rc

α
=

560

α
Ω, R beta =

Rc

β
=

560

β
Ω.

B. Second stage

The second step (Fig. 2) implements a voltage controlled
current source (see Appendix of [8]), under the following
constraint

R2

R1
=

R4 +R5

R3
(2)

it can be shown that we have

Iout = − R2

R1R5
V in.

In the actual circuit we have chosen, in accordance with (2),
R1 = 1.8 kΩ, R2 = 2.7 kΩ, R3 = 1.8 kΩ, R4 = 1.2 kΩ and
R5=1.5 kΩ, resulting

Iout = − 1

1000
V in =

α

1000
g(xi−1) +

β

1000
g(xi+1).

Fig. 2. Second stage of the implemented circuit

Fig. 3. Third stage of the implemented circuit

C. Third stage

The third step (Fig. 3) realizes the state xi of the i-th neuron,
which can be measured at the capacitor Cx. The time constant
of the neuron is τ = RxCx. By the Kirchhoff current law we
obtain

Iin = I Cx+ I Rx = CxV̇ (t) +
V (t)

Rx
= Cxẋi +

xi

Rx
.

We have chosen Rx = 1 kΩ, Cx = 680 nF, hence we have

680× 10−9 ẋi = − xi

1000
+

α

1000
g(xi−1) +

β

1000
g(xi+1)

which coincides with the equation (1) describing the dynamics
of the i-th neuron with a time constant τ = 6.8 · 10−4 sec.

D. Fourth stage

The fourth step realizes the PL output-function g(xi) of the
i-th neuron. This stage contains an amplification-division pair.
Due to this overriding of the operational amplifier we are able
to get the desired saturation-regions of the PL output-function.
More precisely

R6 +R7

R6
.

and
1
R9

R8+R9
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Fig. 4. Fourth stage of the implemented circuit

should be equal. In this way V d = g(xi).
In the circuit, the parameter values are chosen as R6 = 1 kΩ,
R7 = 18 kΩ, R8 = 18 kΩ and R9 = 1 kΩ. Finally, the fourth
op amp implementing a voltage-follower with V out = V d =
g(xi) is used for decoupling the voltage divider from the input
stage of each connected neuron.

The initial condition is set by a switch at every cell, which
is connected to the third stage’s V (t) point. When the switch
is set in ’load’ position, it disconnects the third stage from the
second one, moreover, it connects the third stage to the voltage
generator providing initial condition. In ’run’ position it sets
the normal setup, what is depicted on Fig. 3. The implemented

Fig. 5. Half of the built circuit’s 16 cells.

circuit took place on a breadboard, the half of it can be seen
on Fig. 5.

IV. EXPERIMENTAL RESULTS

We have built an electrical circuit of the CNN ring (1),
with size N = 16. The interconnecting lines are configurable,
in this way we can modify the weights of the connections
as well as the size of the ring itself. The vast majority of
our experiments were made with the following sizes N =
4, 8, 16. The used resistors have 5% tolerances, the capacitors
have 10% tolerances; the type of the operational amplifiers is
TL084. The supply voltage for the operational amplifier was
set to ±20 V. We used the MAX333 IC as switch, which has
130Ω series internal resisistance.

In the case of N = 4, we were not able to observe
oscillation, however, with size N = 6 and above it, the
appearing oscillation got more and more longer in time (as
we saw earlier by numerical simulations, too). We tried more
points of the (α, β)-plane, especially with

(α, β) ∈ Rσ.

We tested also more initial conditions, in the following some
of these ”parameter – initial condition” pairs will be presented.
In all of the cases, 16 cells were applied. By every figure, we
made a comparison among three waveforms:

• the waveform of the differential-equation system’s (1)
pure solution;

• the waveform acquired from the PSpice circuit-simulator;
• the waveform measured by the oscilloscope on the ex-

perimental circuit.

Fig. 6. Simulation result with the following parameters: α = 3.5, β = 2.5,
initial-condition:x′

0. a.) depicts the state- and output-waveform of a MATLAB
simulation; b.) shows the signal levels of the state- and output-terminal, in
a circuit-simulator; c.) illustrates the signal levels on the state- and output-
terminal of the experimental circuit.

The first parameter pair is α = 3.5, β = 2.5, and the initial
condition is

x′
0 = 2.9·(1, 1, 1, 1, 1, 1, 1, 1,−1,−1,−1,−1,−1,−1,−1,−1)′.

We can see the obtained waveforms on Fig. 6. In this case, the
waveforms are very similar, however, we have to mention, the
real oscillation held much shorter time, than the simulation of
the ideal-model. The main reason is the imprecise value of the
discrete components in the experimental circuit.

The second parameter pair is α = 3.5, β = 2.5, and the
initial condition is

x′′
0 = 2.9·(1, 1, 1, 1,−1,−1,−1,−1, 1, 1, 1, 1,−1,−1,−1,−1)′.

We can see the obtained waveforms on Fig. 7. In this case, due
to the combinatorics of the initial condition, the waves have
shorter period. Both the waveform of the circuit simulator and
the real, oscilloscope-measurement have stronger instability.
Moreover, we can recognize the two different forms of the
death/dissolve of a metastable periodic waves over time: the
result of the PSpice simulation shows direct convergence to
the stable point; the waveform of the oscilloscope illustrates
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Fig. 7. Simulation result with the following parameters: α = 3.5, β = 2.5,
initial-condition:x′′

0 . a.) depicts the state- and output-waveform of a MATLAB
simulation; b.) shows the signal levels of the state- and output-terminal, in
a circuit-simulator; c.) illustrates the signal levels on the state- and output-
terminal of the experimental circuit.

the transformation/metamorphosis from one periodic orbit to
the other one.

Fig. 8. Simulation result with the following parameters: α = 1.7,
β = 1.2, initial-condition:x′′′

0 . a.) depicts the state- and output-waveform of
a MATLAB simulation; b.) shows the signal levels of the state- and output-
terminal, in a circuit-simulator; c.) illustrates the signal levels on the state-
and output-terminal of the experimental circuit.

The third parameter pair is α = 1.7, β = 1.2 , and the
initial condition is

x′′′
0 = 2.9 · (1, 1, 1, 1, 1, 1, 1, 1, 1, 1,−1,−1,−1,−1,−1,−1)′.

This is a highly asymmetric initial state, as it can be seen on
Fig. 8. This measurement had a shorter oscillatic-regime, than
the system with x′

0. The asymmetric initial state leads easier
to the death of the metastable periodic wave.

V. CONCLUSION

This paper considers a one-dimensional, autonomous Cel-
lular Neural Network with positive interconnections. With a
wide range of interconnection parameters and with a wide set
of initial conditions we can observe long-lasting oscillations.
Due to theoretical considerations and analysis in [7] we sus-
pect, that the main cause of these oscillations is the presence
of metastable periodic solutions.

The numerically observed oscillations occured through the
presented experimental results, moreover, we experienced
them quite robust taking into consideration the deviation of
the applied discrete components.
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Abstract—We demonstrate the use of graphical processing
units (GPUs) to carry out quantum chemical exchange integral
calculations for molecules, with utilizing a novel compiler archi-
tecture, and specialized mathematical formalism. This compiler
includes our specifically modified generalized braket, integral
solution rules, and also a special register allocation algorithm
which enables better GPU utilization. Speedups ranging from
4x to 150x are achieved as compared to a third-party quantum
chemistry integrator library (Libint) running on a traditional
CPU.

Index Terms—GPU, quantum chemistry, exchange integral,
register allocation, compiler

I. INTRODUCTION

Simulation techniques of quantum chemistry have been
developed since the rise of computer technology [1][2]. In the
course of the simulation of atoms and molecules, the molecular
orbitals are described by series of atomic functions. All atoms
has basis functions, their quantity and types are relevant be-
cause of accuracy. Simple basis functions can be characterized
by the angular momentum (s, p, d, f, ...) and the exponent,
while complex (called contracted) basis functions are featured
by linear coefficients (called contraction coefficients) as well.
One of the speed limitation of quantum chemistry calculations
is the calculation of integrals, especially the calculation of
exchange integrals, because in case of n basis function n4

exchange integrals have to be computed. This number can be
over millions even in case of a simple molecule. Integrals can
be calculated independently, therefore these calculations can
be parallelizable by their nature. Because of the huge compu-
tational demands, a more efficient computational architecture
is required with fully optimized implementation. Currently,
regarding computational performance, GPU has one of the
fastest evolving parallel architecture, therefore taking into
account technological advances, a GPU architecture optimized
integral calculation method should be developed.

The accuracy of quantum chemical calculations is dependent
on the number and the quality (angular momentum) of the
basis functions. For the general calculation of even simple
organic molecules at least f -type functions are needed, for
more accurate calculations g and h-type functions are required.
The problem is that increasing the angular momentum of
basis functions, integrals are more and more complicated and
their calculation is computationally expensive. The previous

GPU solutions hardly [3] or could not calculate the basis
functions over d. The reason of this that the calculation of
integrals usually needs recursion which has excessive memory
requirements, the lot of GPU memory access is not optimal.
Other possibility, which is not used normally, is the unrolling
of numerical integration formula. In this case calculation
of only one integral indicates calculations of millions of
multiplications and additions meanwhile the register allocation
is an NP difficult task. In this case another problem is that
the source code is very large (often over millions of lines)
and because of practical reasons such a huge source code
can not be compiled to GPU by traditional compilers. Despite
of these difficulties, we chose the way of unrolling of the
numerical formula and our solution takes advantage of the
memory hierarchy of GPUs for the high efficiency.

II. EXCHANGE INTEGRAL FORMULA

The two electron four center exchange integral can be seen
on equation 1. Where r12 is a distance function, usually
|r1 − r2|. The symbolic depiction of this is (ab|cd) which
is a quantum chemical braket, where the abcd letters identify
different basis functions, each with it’s own center, and angular
moment. For centers we will use ABCD.

(ab|cd) =∫∫∫

r1

∫∫∫

r2

Φa (r1) Φb (r1)
1

r12
Φc (r2) Φd (r2) dr1dr2 (1)

Each basis function has two distinct parts, one is the angular
polynom which is equation 3, and the gaussian functions on
equation 2. The basis function is computed from a linear
combination of gaussians multiplied by the angular polynom,
as showed on equation 4. The coefficients and the exponents
for gaussians are specific to basis functions. In the equations,
the angular moment 3D vector is depicted by bold a, later we
will use abcd to differentiate between the four functions.

g(r,R, α) = e−α|r−R|2 (2)
Apoly (r,R, a) = (rx −Rx)

ax(ry −Ry)
ay (rz −Rz)

az (3)

Φ (r) = Apoly(r,R, a)
∑
i

cig(r,R, αi) (4)
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III. CONTRACTION, GENERAL CONTRACTION

Because each basis function is made up from a linear
combination of gaussians which is called contraction, we can
move the linear combination out from the integral. This is
computationally still very expensive, that’s why basis functions
usually have “general contraction”, where more basis functions
share all their parameters, except ci coefficients, so we only
need to compute the integrals once for many basis functions.

IV. MAPPING INTEGRALS TO GPUS

GPUs are practical many core architectures, they can have
2048 cores or even more. Each core can do basic floating point
and integer arithmetic operations. It is established that com-
puting exchange integrals is computationally very expensive,
and it is mostly accomplished by floating point multiplications
and additions, so using GPUs for the task seems practical. On
the other hand it is very memory intensive too, because when
computing we need to traverse a deep arithmetic tree. At each
level we have to store temporaries, which translates to a huge
memory bandwidth need in the case when we have thousands
of cores running integral calculations. While the memory bus
bandwidth of the GPUs is very huge ( 200Gbyte/s), if we
divide it by the number of cores, we rarely got much bigger
than 100Mbyte/s per core. On the other hand, the arithmetic
throughput of a single core is around 1-3Gflop/s. Which means
that for every transferred byte we should compute 10-30 flop,
for single precision arithmetic (32bit float), it means 40-120
flop / value transferred. This is much more than what what
we can compute according to the conventional algorithms.
Depending on the integral solving rule set, we only do a few
flops in a single step, before we need to do memory transfers
again.

Our approach uses the well researched exchange integral
solving algorithms, in a more fitting way for the GPU. We
execute the integral solution formula symbolically to obtain the
entire arithmetic tree. We feed this arithmetic to our specially
designed compiler, to transform and optimize it. This way we
can do significant offline optimizations on the code, one of
such, is using GPU registers for storing temporary values, and
dynamically (per integral) balancing the computational tree
between the memory transfer and arithmetic trade-off. This is
quite unorthodox, because it generates very huge amounts of
code, and the compilation can last for days for higher integrals.
Unlike older CPUs, huge (500Mbyte) code sizes poses no
challenges, because optimally every core on the GPU executes
the same code instructions, but on different data, so we need
to fetch the code only once. The especially big compile times
pose no problems either because we only need to compile one
type of integral only once, we can refit it to use other basis
functions later.

A. Optimized contractions

Due to the unrolling of the whole algorithm, we can do a
significant optimization on contracted and often used integrals.
While the atomic centers in the basis functions is different
in every molecule, the gaussian exponents only depend on

the type of atom, and the basis set library. It means that we
can compile specific integral solvers for specific atom types,
which enables us to compute the gaussian exponent part of the
solution offline. Contraction is usually used on lower orbitals
(s, p), where the integral computation is much simpler, which
means that doing this offline optimization is computationally
cheap. The only drawback is that we generate much more
integral solvers. We can choose to optimize only the very often
used configurations, so we can keep the amount of compilation
work under control.

V. COMPILER ARCHITECTURE

A compiler generally has three main parts:
• The front-end which is input language specific and

handles translating the input language into the internal
representation of the compiler

• The middle-end where most of the code optimizations
passes are. The middle-end is mostly hardware and input
language independent

• The back-end where very machine specific optimizations
are. And it translates the internal representation into
machine code

We designed a compiler for converting the symbolic form
of exchange integrals to GPU optimized machine code. The
conventional solutions on CPU generally include similar but
less through approaches. For example Libint generates C code,
a different source file for every general step of the integral
computations, without recursions. This is very efficient on
CPUs because for most integrals the temporaries fit into the
L1 cache, and many compiler optimizations are possible, due
to the unrolled recursions.

In our case we go further, we execute it symbolically and
completely unroll the whole algorithm into a single arithmetic
tree, that serves as the front-end of our compiler. We can
also generate C code at this stage, for testing our system. But
it is impractical because no general purpose compilers exits
to out knowledge, which can compile the code of even mid
sized integrals in reasonable time (1 week), and also produce
reasonably optimal code.

The middle-end of our compiler contains various optimiza-
tion passes, most of the them are widely used in state of the
art compilers. These optimizations:

• Conversion to Load-Store format
• Conversion to SSA format
• Eliminating dead arithmetic
• Constant propagation
• Transforming simple cases of a · c+ b · c ⇒ (a · b) · c
• Arithmetic tree reordering by heuristics
• Hash based elimination of re-computation of values
The role of the back-end is to do GPU specific optimiza-

tions, and map the virtual registers to actual hardware registers
of the hardware.

• Recognize FMA (Fused Multiply Add) instructions from
basic arithmetic

• Constant value handling optimizations
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• Special handling of negative signs
• Generating memory indexing
• Ordering memory stores
• Mapping virtual registers
• Generating machine code

VI. COMPILER INTERNAL REPRESENTATION

Our compiler uses an optimized approach for storing and
transforming program code internally, because we usually
have to deal with huge amount of code. The internal format
is double sided, on one hand the instructions are stored
sequentially, on the other hand when we ensure it, the code
can be efficiently traversed like a data-flow tree along the
temporary values.

We use Static Single Assignment (SSA) representation,
like modern compilers (GCC 4.0 [4], HotSpot JVM [5] and
LLVM [6]). In this representation, one value can be given a
value only once, we call that value assignment, the definition
of the value. Later it can used any number of times. To achieve
this, we have to introduce new temporary values into the code,
the maximum amount is the number of the instructions, where
every instruction get assigned to a temporary value.

VII. MAPPING VIRTUAL REGISTERS

Register allocation happens in the back-end of our compiler,
it is the mapping of virtual registers to hardware registers. This
is a very important step, because it enables straightforward
generation of machine code. When the processed program
code does not use more registers than the number of registers
in the hardware, this algorithm is trivial. Usually we have
at 10x to 100x times more virtual registers, which make its
necessary to use other kinds of memories to store temporary
values.

It has been proved that SSA based register allocation
can be done in polynomial time [7][8][9], and even non-
SSA allocators in modern compilers have polynomial or near
linear [10][11] complexity. We have tested our system with
C language output, where the register allocation was done
with state of the art compilers. In our case, due to the
extreme amount of code, polynomial complexity proved to
be prohibitively expensive.

We implemented a our own greedy register allocator which
works with a linear scan, and takes into account the local
memory present in GPUs. The register allocator computes
local heuristics about where it should store the values.

VIII. GENERALIZED BRAKET FORMULA

The generalized braket formula is mathematical powerful
tool for describing exchange integral solving algorithms, it
was used to define the PRISM algorithm [12]. The basic idea
is to collect the exponents of various weights generated by the
integral solving recursions, into a simple form.

The exchange integral problem contains four gaussians,
each has a different center A,B,C,D, and an angular polyno-
mial. The angular polynomials can be described by 3D angular

moment vectors a,b, c,d. Due to gaussian identities we can
transform our integral according to equations 5 6.

g(r1,A, αi)g(r1,B, βj) ⇒ g(r1,P, ζij) (5)
g(r2,C, γk)g(r2,D, δl) ⇒ g(r2,Q, ζkl) (6)

For these P,Q virtual centers we can assign p,q angular
moments and angular polynomials. The conversion in this
case is not trivial, but this is the subject of exchange integral
transforming formulas. We can continue on this way, and
define an R virtual center and angular moment r, to substitute
the previous two gaussians.

While in the literature it was not favored, using the R virtual
center, and not just r in the general brakets, greatly simplifies
our method. With these mathematical aids the literature defines
transformation rules to move angular moment from a,b, c,d
to p,q to r, and from r we can actually eliminate angular
moments, thus reducing the integral problem of integrating a
single gaussian. The price of these transformations is that a
braket is reduced to a weighted sum of brakets. The weights
can be composed of the exponents of the gaussians, centers,
and the current integer value of the angular moment which we
are reducing. We can represent the powers of the exponents
and centers in a form, along with all virtual or actual angular
moments, which is called the generalized braket.

The simplest generalized braket can be seen on equation 7,
where all powers and angular moments are zero, and (m)
means derivation. In this form the braket is simple equal to a
four center simple gaussian exchange integral, which can be
very well approximated by special algorithms based on power
series. The meaning behind the non-angular moment parts of
the generalized braket is explained by equations 8 9.

We have also designed a novel way of computing F in
equation 7. Where we specially took in account the preferences
of GPUs. We have eliminated the control overhead, and
used only a forward series expansion. We used a Chebyshev
approximation to numerically stabilize the otherwise unstable
forward algorithm.

The algorithm of solving an exchange integral is composed
of eliminating angular moments, and solving the brakets
we get after the elimination. Our compiler front-end uses
this generalized braket representation to solve the exchange
integral symbolically and to convert these brakets into program
code, which can optimized later.
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(m)

=

∫∫∫

r1

∫∫∫

r2(
g(r,A, α)g(r,B, β)

1

r12
g(r,C, γ)g(r,D, δ)

)(m)

dr1dr2

≈ F(A,B,C,D, α, β, γ, δ,m)

(7)
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Shell quartet Speedup on the GPU
(ssss) 6
(sspp) 67

contracted (sspp) 107
contracted (ssps) 150
contracted (pspp) 125

(ssdd) 52
(dsds) 69
(pppp) 43
(ppdd) 30
(dddd) 49
(ppff) 13
(fsfd) 23
(fdfd) 17

Fig. 1. Few examples of the measured speedup for quartets. The average
speedup in this benchmark was 60x compared to the CPU implementation
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(m)
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(m)

(8)

Pprefactor(A,B,C,D, α, β, γ, δ) =

(B−A)a
∗
· (C−D)b

∗
· (D−B)c

∗
·

(C−A)e
∗
· (D−A)f

∗
· (C−B)g

∗
·

(R)r
∗
·

(2α)a
′
(2β)b

′

(2ζ)p′ · (2γ)
c′(2δ)d

′

(2η)q′
·

(9)

IX. RESULTS

We measured our GPU implementation speedup against a
state of the art quantum chemical integral computer library
Libint [13], which runs on CPU. In the benchmark we used
an Nvidia GTX580 graphics card for the GPU, and an AMD
Athlon(tm) II X4 635 processor. We added sufficient amount
of system memory, and run all tests several times to obtain
the average performance. All timing results had the statistical
deviation below 10% or their average.

We have measured shell quartets as can be seen on figure 1,
and not single integrals, because it is more efficient to compute
all integrals together which belong to the same shell quartet,
with the same molecular centers. The Libint software library
does the same optimization.

X. CONCLUSION

We have designed and implemented a novel compiler archi-
tecture for compiling quantum exchange integrals to the GPU.
This compiler includes our specifically modified generalized

braket, integral solution rules, and also a special register
allocation algorithm which enables better GPU utilization.
We have measured the performance of our system up to f
shells, and it have performed better than state of the art GPU
implementations.

With the GPUs being cheap commodity, using our compiler
as part of a quantum chemistry software is feasible, and should
result in significant performance gains compared to the CPU
based solutions. Especially because, the cost-performance ratio
in this case is far better than for traditional CPU systems.
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Abstract—This paper presents a design of an anthropomorphic
bio-mimetic joint, focusing on the design of a fingers and its bio-
inspired flexor-extensor like control. The kinematic description,
the detailed explanation and presentation of the 3D CAD design
are included. The description of the intend to use 3D tactile
sensors is also detailed in the article. Matlab simulation results
and also the first functional test of the hardware prototype gave
promising results and show that the approach can be an effective
solution for the need of a hand-like actuator in robotics or in
prosthesis.

Index Terms—artifacial hand, bio-mimetic, robotics, bionics

I. INTRODUCTION

In the last twenty years there was an extensive research
about robotic hands, which goal was to design and develop
an anthropomorphic dexterous hand [1], [2], [3], [4], [5], [6].
There are two main concept of designs, one with a local
control where the actuators are in the hand [1], [3], [4], its
reduces the amount of space which it requires, and the weight.
The small weight is always an important aspect but in many
cases this reduces the DOF. The second design is where the
actuated structure and the actuator mechanism are separated
and connected with artificial tendons, such a hand is capable
to do manipulation tasks like a human hand can do, here every
joint has an independent control, and there are no passively
controlled joints.

The commercially available prosthetics are similar to the
first type but are limited in their movement capability and they
have a lack of sensory information and a not so sophisticated
control.

In this paper a design of a bio-mimetic joint will be
presented. Primarily the aim of the research is to make a full
functional finger with a extensor-flexor control system.

The final goal is to have an artificial hand which can be
used in robotic applications and which could give a basis of
new prosthetics design too.

In Section II. a general descrption will be presented of
the human joints, Section III. the basic design concepts of
a bio-mimetic joint is presented, Section IV. shows a detailed
mechanical structure of a finger. Section V. discuss the type
of sensors in the human hand and our selections which
correspond to them. Finally, conclusions and future work are
discussed in Section VI. .

II. GENERAL DESCRIPTION OF HUMAN JOINTS

The bones in our sceleton are connected fixd and either par-
tially motile. Ther are so called interrupted bone connections

in our fingers. The connection between the opposite bone parts
are made via membranous arthritis case and fibers.

The components of the joint:

• Joint head(1. Figure (10)):
the connecton of the oposit bone faces, one of tham is
called convex joint head and the other is concave joint
head

• Joint case(1. Figure (7)):
it separatesthe articular from the enviremant, it is a bag
like connective tissue

• Articular fiber(1. Figure (5)):
dense collagen fibrous connective tissue bundle,it serve
to strenth the Joint case

Fig. 1: The tensor, felexor tendons of the fingers and its tendon
case.

The layers wich move on each other – wich can be two
muscles, tendon muscle, tendon bone, skin and muscle ban-
dage – the lubrication is achived by lymph, what is produced
by articular sheath. The forward move of a finger is called
flexio(Figure. 1. (1)), the opposite of it is backword move
waht is calld extensio(Figure. 1 (2)).

III. BIO-MIMETIC JOINT DESIGN [12]

In the last 30 years, robotics and prosthesis from the
moment of their presence use a basic concept which is nothing
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else that the joint which connect the links in the finger or
else where in the whole structure have fix and rigid rotatin
axis. This kind of mechanical structure is very vulnerable for
unplanned forces. When a Mechanical Engineer has a task
to build an articifial hand or chain of links he use the basic
concept. But is ther no other solution? Nature designed a
robust and flexible structure , we have the result of this design
and the only thing we need to do is to try to imitate it.

Figure 2. depict the kinematik structure of a joint. It can be
given two description of the joint, one before the transiton to
the q′i from qi which is described in the Table I. and one after
the transiton what the Tabel II shows.

Fig. 2: The kinematic plane design of the bio-mimetic joint,
li is the i. th link with fix size, di is the translation lenght
between the end of li and the begining of li+1,l′i, l

′
i+1 are the

distance of the two rotation joints, qi is the angle between the
l′i and l′i+1 link, is the angle between the li and li+1 link after
the axis of rotation are moved

In Table I and II the parameter qfix is the angle between li –
l′i and li+1 – l′i+1, and the parameter qd is the angle between
di and l′i.

Link ai αi di Θi

1 li+1 0 0 90
2 l′i+1 0 0 qfix
3 l′i 0 0 qi
4 li 0 0 qfix

TABLE I: The Denavit - Hartenberg parameters of the bio -
mimetic joint

Link ai αi di Θi

1 li+1 0 0 90
2 l′i+1 0 0 qfix
3 l′i 0 0 q′i
4 li 0 0 qfix
5 0 0 di qd

TABLE II: The Denavit - Hartenberg parameters of the bio -
mimetic joint

In Figure. 3 we can see the first realized prototipe of the bio-
mimetic joint and its CAD design. We can see the structural

elements of a those main part which were listed in Section
II. They are indicated on the CAD design, the part with label
(a) is the joint case, (b) is the the joint hesd and (c) is the
articular fiber.

The joint case was made from liquid latex after it becomes
dry it forms a coherent elastic surface. In the bio - mimetic
joint the components of the joint head are 3D printed concave
sockets and a glass ball, to reduce the friction between the
sufaces I greased them with sintetic fet. For the articular fiber
I used kevlar fibers, to mount the kevlar fibers I designed boros
on the end of the links.

Fig. 3: The first fabricated joint and its CAD design

IV. FINGER PROTOTYPE DESIGN

The finger prototype with the bio-mimetic joint is designed
by reproducing, as close as possibleto the size and kinematics
of the human finger.

Each finger has two interphalangeal joints (IP’s), distal
(DIP) and proximal (PIP). Between the proximal phalanges
and the metacarpals are the knuckles or metacarpophalangeal
(MCP) joints. The IP and MCP joints are capable of flexion
(bending) and extension (straightening). In addition, the MCP
joints are capable of abduction (spreading of the fingers) and
adduction (bringing the fingers together) [9] [10].

For the kinematic description of the finger I used a three
segment anthropomorphic model, showed in Fig. 4 (C).

Where qi is the angel between li−1 and li, li is the length
of the given phalanges, and di is the translation of the joint,
this translation represents the displace ment of thejoint centrs
what is caused by the straching of the elastic tissue. This is a
not controled DOF.

V. SENSORS

The human hand is not just a mechanical but a sensing tool
as well. The hand can distinguish between different grasped
objects based on tactile information (size, shape, material, and
surface properties). The five main tactile sensors in the hands
are: Meisner, Merkel, Ruffini, Vater-Pacini for actuali touch
sensing and free nerv endings for pain.
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Fig. 4: (A) The full finger prototype. (B) The guiding of
the flexor tendons(a)(b)(c), extensor (d), bio-mimetic joint(e),
knucklebones (h)(g)(f). (C) The kinematic description of the
finger, li is the length of the given phalanges, qi is the angle
between the i and i+ 1 phalanges and di is the translation in
the joint

Besides the sense of touch the other important sens is
proprioception. Proprioception is the sense of the relative
position of neighboring parts of the body. Proprioception
provides slow feedback on the status of the body internally.
It is the sense that indicates whether the body is moving with
the required effort, as well as where the various parts of the
body are located in relation to each other.

In order to achive such a big modality of sensing in the
bio-mimetic joint it would be needed a lot of different types
of sensors which would required more space, computation
power and draining. We selected the following sensors for the
different senses.

A. Touch sensing

1) 3D Force and Torsion sensor [13]: The sensor (Opto-
force, HUN) is a new and low-cost 3D optical comliant tactile
sonsor that is capable of measuring a three-axial directional
force component as well as an incipient slip. The sensor is
easily scalable(finger tip or palm sized) and it’s compliant
surface makes it prone to contact and will increase the contact
stability. It has a robust structure with a respectable overload
capability, high sensitivity, high dinamic range boath in time
and force domain at low noise operation. A picture of the
sensor can be seen on Figure 5.

2) Pressure sensor: A 44x44 pressure array (Model: 5051
, TekScan, USA), consists of two thin, flexible polyester
sheets. The electrically conductive electrodes, wThis sensor
is designed in to the palm.

VI. FUTURE WORKS & CONCLUSIONS

The functional test showed promising results, but there is
still room for improvement. First of all the investigation of

Fig. 5

the movement of the human hand to achieve “human-like”
behavior, the muscle structure of the forearm to improve a
better optimal strategy for the actuation system to reduce
the amount of them. A low-level control which works as
reflexes. A second important objective that we are pursuing
is to implement a global–control, based on the functional,
biological structure of the cerebellum. This very challenging
goal could ultimately lead to the development of a novel
biomechatronic hand.
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Abstract—This paper presents two fields that are motivated
by real medical imaging problems. The first is the generation
of Digitally Reconstructed Radiographs (DRRs) that is the most
time consuming step in intensity based X-ray to CT registration.
The second is the fast calculation of Level set dinamics that
is widely used in detection and segmentation. The first part
of this work presents optimized DRR rendering on graphical
processor units (GPUs) and compares performance achievable
on four devices. A ray-cast based DRR rendering was realized
for a 512×512×72 CT volume. The block size parameter was
analized for four different GPUs. Performance was statistically
evaluated and compared for the four GPUs. The method and the
block size dependence were validated on the latest GPU with a
public gold standard dataset (512×512×825 CT).The rendering
requires 0.3-5.2 ms. The presented results out-perform other
results from the literature, thus automatic 2D to 3D registration
can be performed quasi on-line, in less than a second. The
second part of this work presents modified initial conditions
for the level set framework. Their evolution can be calculated
on manycore architectures effectively. Results showed that on
manycore architecture the iteration number can be smaller than
4. Furthermore, new problems can be solved effectively. This is
demonstrated with a gray matter segmentation on a T1 weighted
MR image.

Keywords-registration; DRR; GPU; block size; level set; opti-
mal initial condition

I. INTRODUCTION

Digitally Reconstructed Radiographs (DRRs) are simulated
X-ray images generated by projecting 3D computed tomogra-
phy (CT) images or 3D reconstructed rotational X-ray images.
There are numerous papers presenting a wide spectrum of
results connected to acceleration of DRR generation or re-
ducing the required number of renderings. Table I presents a
condensed summary of the reported results in acceleration of
DRR rendering. In addition, it presents specific results in 2D
to 3D registration that are straightforward in the way of DRR
rendering, as well.

In many applications closed curves or (hyper)surfaces
around a region need to be foud or traced. This task is handled
with the level set framework [1]. In this paper a subset of
these tasks are considered, where the exact time evolution of
the model is out of our interest but the steady state solution
of the given PDE should be approximated. This subset has
especially great importance in medical imaging.

The paper is organized as follows. First the DRR rendering
material is presented in sections II,III. Than the level set
connected topics follow in sections IV,V. Section VI concludes
the paper.

II. METHODS – DRR
A. GPU overview

Recent GPU models are capable of non-graphics operations
and are programmable through general purpose application
programming interfaces (APIs) like C for CUDA [8] or
OpenCL [9]. In this paper, C for CUDA nomenclature is used.
The description below is brief overview of GPUs, and only
those notations are summarized that have an impact on the
performance of the DRR rendering.

A function that can be executed on the GPU is called
a kernel. Any call to a kernel must specify an execution
configuration for that call. This defines not just the number
of threads to be launched but the arrangement of groups of
threads to blocks and blocks to a grid. The dimensionality
of a block can be one, two or three while the grid is either
one or two dimensional. The number of threads in a block is
referred to as block size. For a given number of threads the
block size has a great impact on performance and there are no
explicit rules to find its optimal value so far. Threads of a block
are organized into warps. Threads in a warp are scheduled
physically together on the device. The warp size is 32 on
all GPUs that are employed in this work. As a consequence,
the vendor advises block sizes that are multiples of 32.
The parallel thread execution (PTX) [10] is an intermediate,
device independent GPU language above Assembly. During
the compilation, the kernel is translated first to PTX and then
compiled to device dependent code. The used devices: 8800
GT, 280 GTX, Tesla C2050 and 580 GTX.

B. Data and measurement
The ROI is sampled randomly: the locations of the pixels

are choosen by a 2D uniform distribution. Seven sampling
ratios and full sampling are investigated: 1024, 1536, 2048,
3072, 4096, 6144, 8192 and 90000 pixels (full sampling, 400×
225). This last case is referred to as full ROI DRR. Each
pixel intensity is calculated by one thread on the GPU. So the
number of pixels are equal to the number of threads launched
on the device. The block size parameter was optimized for
each number of pixels and GPU pair. This amounts to 32
cases (4 GPUs, 8 thread values). For each block size value,
more than 1000 kernel executions were measured. In this work
the dimensionality of the block size parameter is one so is the
grid size.

The pixel locations were resampled for each kernel execu-
tion. Similarly, for each kernel execution the initial reference
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Table I
SUMMARY OF PUBLISHED RESULTS CONNECTED TO FAST DRR RENDERING AND 2D TO 3D REGISTRATION.

Hardware Year ROI size Perf. DRR Perf. Reg. Comments Group
Intel Xeon (2.2 GHz) 2005 256×256 50 ms 100 s SW cache, 0.4-6 h preproc Russakoff [2]
Intel Pentium 4 (2.4 GHz) 2005 200×200 - 160-1100 s SW cache, no preproc [3]
Intel Xeon 2009 256×256 - 30-120 s ROI randomly sampled (5%) [4]
Intel Core (1.8 GHz octal) 2009 256×172 50 ms - multithreaded ray cast Dorgham [5]
GeForce 7600 GS (12 cores) 2007 512×512 54-74 ms - voxel based, (6 · 106 voxel) [6]
GeForce 7800 GS (16 cores) 2008 256×256 73 ms - X-ray postprocessing imitaiton [7]

Figure 1. DRR rendering geometry. Rays are determined by virtual X-ray
source and sampling locations on the virtual Image plane, inside the ROI.
Pixel intensities are approximated line integrals along the dashed line segments
(volume interior). ROI is resampled for each DRR rendering. Similarly, the
CT position and orientation are varied by uniform distribution.

pose of the CT volume was varied (perturbed) in the range
of ±20 mm and ±15 deg by uniform distribution. The per-
turbation of the volume pose and the resampling of the pixel
locations mimics the repetitive DRR rendering need of a 2D
to 3D registration process. It shall be noted, other results [4],
[11], [12] showed that 2D to 3D image registration algorithms
can robustly converge with good accuracy even if only a few
percent of the pixels are sampled randomly.

For the execution time measurements a CT scan (manufac-
tured by GE Healthcare, CT model Light Speed 16) of a radi-
ological torso phantom (madufactured by Radiology Support
Devices, Newport Beach, CA, model RS-330) was used. The
resolution of the reconstructed image was 512×512×72 with
data spacing (0.521 mm, 0.521 mm, 1.25 mm). For validation
purposes from the gold standard data set [13] a 512×512×825
CT with data spacing (0.566 mmm, 0.566 mm, 0.4 mm)
was used. Measurements were done on four Nvidia (Santa
Clara, CA) GPUs which were state of the art devices. GPU
driver and CUDA toolkit (compilation tools and libraries) were
developed by Nvidia, their version were 260.16.21 and 3.2
respectively. The hosting PC contained an Intel Core2 Quad
CPU (2.66GHz) and 4GB of system memory, running Linux
kernel 2.6.32-5-amd64.

III. RESULTS – DRR

Table II presents mean and standard deviation of optimized
execution times together with the optimal block size value. For
comparision, the mean of execution times with naive block size
value (256) are also presented. As an example, Fig 2 shows
the block size dependences of rendering 1024, 1536 and 2048
pixels on a 580 GTX GPU.

Computation time dependence on block size is in the range
of 10 − 60% on 8800 GT and 280 GTX GPUs in the case
of sampled DRRs if optimal execution time is considered as
100%. This variation is in the range of 23 − 145% on Tesla
C2050 and 580 GTX GPUs. If full ROI DRRs are considered,
the variation is in the range of 10 − 34% on all devices.
The mean of texture cache hit ratio is 15% in the case of
sampled DRRs on all devices. However, in the case of full
ROI DRRs the hit rate is nearly perfect, so the proportional
time to compute a pixel intensity is reduced by 90% in average.

Rendering times of full ROI DRRs are comparable with
other results from the literature (Table I). In this work ap-
proximately 6.3 · 106 voxels are visited in order to render a
full ROI DRR. This is a 7 fold speedup compared to the result
of [6] (Table I) with similar number of voxels rendered and
normalized by the ROI. Unfortunately, there are no explicit
results on sampled DRR rendering. The available ones are
implicit and based on 2D to 3D registration performance [4].

The results have been validated against a publicly available
gold standard data set for registration purposes [13] on a 580
GTX GPU. The characteristics of the method were nearly
identical on the two data set not counting the execution time
scaling. This is shown on figure 2 for the following thread
numbers: 1024, 1536 and 2048. This validation indicates that
our optimized method will behave similarly on bigger data set
with different spacing values.

IV. LEVEL SETS

The basic model for the level set evolution is a simple one:
∂φ
∂t + �F · ∇φ = 0 Where F can be any arbitrary function and
the underlying curve is the zero level set of φ that is going to
be denoted as the level set function (it is considered as negative
inside the zero level set and positive outside). According to
the considerations in [14] one might omit the exact solution
of the underlying PDE and use a rule based approach. Let us
assume that φ is defined over a domain D ∈ RK (K ≥ 2).
One can define two sets namely Lin, Lout as follows:

Lin = {x|φ(x) < 0 and ∃y ∈ N(x) that φ(y) > 0} (1)
Lout = {x|φ(x) > 0 and ∃y ∈ N(x) that φ(y) < 0} (2)

N(x) = {y ∈ D|
K∑

k=1

|yk − xk| = 1} ∀x ∈ D (3)

Having these two sets, the motion of the zero level set can
be obtained by investigating only the sign of the force field.
In this way replacing elements from one set to the other the
desired motion is received.
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Table II
OPTIMIZED EXECUTION CHARACTERISTICS. COLUMNS ‘to’ REPRESENT THE MEANS AND STANDARD DEVIATIONS OF OPTIMIZED EXECUTION TIMES OF
DRR COMPUTING KERNEL. COLUMNS ‘BS’ SHOW OPTIMIZED BLOCK SIZES FOR DEVICE AND THREAD NUMBER PAIRS. COLUMNS ‘tn’ PRESENT MEAN

OF EXECUTION TIMES WITH NAIVE BLOCK SIZE OF 256.

8800 GT 280 GTX Tesla c2050 580 GTX
# of pixels to (µs) bs tn (µs) to (µs) bs tn (µs) to (µs) bs tn (µs) to (µs) bs tn (µs)
1024 1257±122 160 1404 547±66 96 882 417±39 10 1020 297±22 8 727
1536 1588±137 10 1978 826±110 160 1080 510±21 14 1006 342±18 16 709
2048 2128±183 14 2923 1144±150 12 1258 690±11 32 1000 391±17 16 697
3072 3016±223 8 4056 1480±112 8 1934 886±46 32 1705 550±21 192 677
4096 3922±338 10 6126 1922±149 10 2536 1159±81 64 1818 700±37 128 702
6144 5815±488 16 9270 2641±188 10 3992 1508±96 64 2478 1006±56 192 1307
8192 7300±637 32 7972 3424±222 10 4667 2222±242 128 2907 1290±80 256 -
full ROI 5269±575 128 7060 4545±425 32 5963 3989±628 128 4382 2666±600 128 3131

Figure 2. Block size dependence of average execution time of rendering
1024, 1536 and 2048 pixels from the 400×225 ROI on 580 GTX GPU from
the 72 slice and the gold standard 825 slice CT respectively. The block size
dependence is nearly identical in the two cases.

(a) sequential (b) parallel, manycore

Figure 3. Initial conditions (a) optimized for sequential machine and (b) for
parallel machine. In the first case the size of the active front is relative small
compared to the whole image. On the parallel one the whole image is an
active front so the computing width of the parallel machine can be utilized.
The reason is the difference in the max(δ) value. On (a) it is proportional
with the size of the width of the picture, but on (b) it is one. This makes the
difference in the required number of iterations.

V. OPTIMAL INITIAL CONDITION

A. Theory

Definition 1. Inner distance index (dxi ) of a given pixel (x) is
a positive number denoting the distance of the closest positive
pixel according to the connectivity scheme.

Definition 2. Outer distance index (dxo ) of a given pixel (x) is
a natural number denoting the distance of the closest negative
pixel according to the conectivity scheme.

Definition 3. General distance index (dxg ) of a given pixel (x)
is a natural number denoting the distance of the closest pixel
of the opposite sign according to the connectivity scheme.

Definition 4. Distance index function, δ of a discretised region
D and a given configuration (φ) is as follows. δ : (x× φ) �→
dxg , where x ∈ D and φ is the level set function.

On manycore systems a greater area of active front can be
investigated simultaneously. So the classical initial condition
may be changed. This is illustrated in Fig. 3. A sequential
machine optimized initial condition has a small active front
relative to the image. On a parallel machine optimized one
the whole area is an active front so the computing width be
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Figure 4. Required number of iterations depending on the initial condition
on a 128×128 image.

(a) sequential (b) parallel, manycore

Figure 5. The first subfigure is the output if a sequential type initial condition
is used while the second subfigure is the output if a 16×16 array of circles
are used as initial front.

utilized.

B. Experiments

Figure 4 demonstrates on a 128×128 image how the re-
quired iteration decreases if the number of initial fronts are
increased. Furthermore, this new initial condition succesfully
finds disjoined parts of the same object. This can be seen
on fig. 5. The first subfigure is the output if a sequential
type initial condition is used while the second subfigure is
the output if a 16×16 array of circles are used as initial front.

VI. CONCLUSIONS

To automatically register the content of an X-ray projection
to a 3D CT, 20-50 iteration steps are required. For each itera-
tion, 10-20 DRRs are computed depending on the registration
procedure. On the whole this amounts to 200-700 DRRs to
be rendered for a registration to converge. DRR rendering is
the most time consuming part of the 2D to 3D registration.
Following our implementation rules, the time requirements
of a registration process can be decreased to 0.6-1 s if full-
ROI DRRs are applied. If random sampling is used the time
requirement of registration can be further reduced to 0.1-0.7
second resulting in quasi real time operability.
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Abstract— Visual detection based sense and avoid problem is 
more and more important nowadays as UAVs are getting closer 
to entering remotely piloted or autonomously into the airspace. It 
is critical to gain as much information as possible from the 
silhouettes of the distant aircrafts. In our paper, we investigate 
the reachable accuracy of the orientation information of remote 
planes under different geometrical condition, by identifying their 
wing lines from their detected wingtips. Under the assumption 
that the remote airplane is on a straight course, the error of the 
spatial discretization (pixelization), and the automatic detection 
error is calculated.

Keywords — UAV, See and Avoid, long range visual 
detection.

I. INTODUCTION
According  to many  aviation  experts, pilotless  aircrafts  are 

going  to  revolutionize  air  transport  in  the  near  future.  As 
written  in  the  cover  story  of  December  2011  issue  of  IEEE 
Spectrum Magazine: “A pilotless airliner is going to come; it's 
just a question of when,” said James Albaugh, the president and 
CEO of Boeing Commercial Airlines [1]. Surely, this final goal 
is expected to be achieved step-by-step.

One of the most important problems which has to be solved 
is  the  collision  avoidance  or  sense-and-avoid  capability. 
Provided  that  the  size  and  the  energy  consumption  of  the 
Unmanned Aerial Vehicle (UAV) are  limited, a camera based 
avoidance  system  would  provide  cost  and  weight  advantages 
against  radar  based  solutions [2], [3].  Furthermore  near 
airfields, because of a great density of aircrafts and the limited 
frequency resources of air  traffic controllers  the camera-based 
approach seems to be more feasible then others. Today’s kilo-
processor chips allow us  to  implement  complex  algorithms  in 
real time with low power consumption.

In  [4], [5], [6] and  [7] a  camera-based  autonomous  on-
board  collision  avoidance  system  and  its  implementation 
aspects  on  kilo-processor  architectures  are  introduced.  This 
sense-and-avoid system is capable of avoiding a single target as 
long  as  the  lighting  conditions  are  good,  or the  sky  is  nearly 
homogenous.  If  the  intruder  is  far  from  our  camera,  less 
information can be obtained with image processing, but from a 
given distance  the  shape of  the  intruder  is distinct,  thus  shape 
analysis can be used to get more information [8].

Provided  that  the  intruder  aircraft  is  close  enough  to  our 
UAV its wing can be seen, the relative angle of attack can be 
obtained and can be used to estimate its trajectory. In this paper 

the  automatic  estimation  process  is  introduced  and  the 
precision in miscellaneous situations are studied. The automatic 
solution is compared to the ground truth and to the theoretically 
computed  values  in  each  situation.  For  the  measurements 
realistic images rendered by FlightGear flight simulator is used 
[4].

II. GEOMETRICAL DESCRIPTION

In  this  section  the  geometrical  description  of  the  studied 
situation is introduced. Let us assume that we have one intruder 
aircraft  and  it  is  approaching  to our  UAV and  it  follows  a 
straight  trajectory.  In  this  case  the position of  the  intruder on 
the image plane changes slowly (given no self motion).

This situation is unobservable with our Kalman-filter based 
estimation  algorithm  [5],  which  estimates  the  3D  position  of 
the intruder from the change of the coordinates of the intruder 
in the image plane. Thus, additional information is required in 
order to determine the relative position of the intruder aircraft. 
For one thing, this information can be achieved with running an 
excitatory  manoeuvre  [9],  which  consumes  fuel,  which  is  a 
limited resource on a UAV.

On the other hand, if wingtips of the intruder aircraft can be 
distinguished on the image, the relative direction angle can be 
estimated.
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Fig. 1. Diagram of the relative direction angle (𝛼𝛼) calculation: 𝐶𝐶 is the camera 
centre; 𝑓𝑓 is the focal length; 𝑂𝑂 is the centre of the image plane (𝑦𝑦𝑦𝑦 plane) and 
the  origin; 𝑃𝑃1𝑃𝑃2�����. is  the model  of  the wing  of  the  intruder  aircraft  in  space; 
𝑝𝑝3𝑝𝑝4������ is  the wing  in  image plane; 𝑝𝑝𝑝𝑝3 is  the projection of 𝑝𝑝3 to  the horizontal 
line goes through 𝑝𝑝4

Provided that the intruder is coming towards us, it grows in 
the  image.  In  the  beginning  this  growth  is  slow  and  later  it 
accelerates.  The  relative  bank  angle of  the  intruder  in  the 
picture, namely the coordinates of the wingtips, is measurable. 
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As shown  in Fig. 1.  the wing of  the  intruder  in  the  image 
plane is projected to 𝑝𝑝3𝑝𝑝4������ and in space it is 𝑃𝑃1𝑃𝑃2������. It is assumed 
that  the wing of the intruder is horizontal, that is parallel with 
𝑥𝑥𝑦𝑦, assuming straight level flight. The centre of our coordinate 
system  is  the  central  point  of  the  recorded  image  and  the 𝑦𝑦𝑦𝑦
plane  is  the  image  plane.  It  is  assumed,  that  the  images  are 
transformed to the NED frame [10].

If the intruder isn’t in 𝑥𝑥𝑦𝑦 plane, therefore none of its image 
coordinates are 0 in the image coordinate system, the line going 
through the two wingtips includes an angle introduced by the 𝑦𝑦
axis offset. Assuming  𝑝𝑝4𝑝𝑝𝑝𝑝3 is  parallel  with  𝑦𝑦 ,  from  this 
𝑝𝑝3𝑝𝑝4𝑝𝑝𝑝𝑝3 angle we would like to estimate the intruder’s relative 
angle  in  3D  (𝛼𝛼)  that  is  its  direction,  which  can  be  used  to 
enhance the estimation. Consequently this 𝑝𝑝3𝑝𝑝4𝑝𝑝𝑝𝑝3 depends on 
the angle 𝛼𝛼 and the subtended angle in which is seen.

If  the  intruder  is  on  the  xy  horizontal  plane,  p_3  equals 
p_p3 and the α angle cannot be estimated with this algorithm. 
The  altitude  of  our  UAV  can  be  easily  changed  with 
acceleration or deceleration, which consumes less fuel than the 
complex excitatory manoeuvre mentioned before.

The angle α can be calculated as follows [11]:

cos𝛼𝛼 = 〈𝑝𝑝𝑝𝑝3−𝑝𝑝4;𝑃𝑃1−𝑃𝑃2〉

�𝑝𝑝𝑝𝑝3−𝑝𝑝4�‖𝑃𝑃1−𝑃𝑃2‖
. 

In  this model  the  instances  rotated  by  180°  are  equal  and 
the  𝛼𝛼 = cos−1 𝑋𝑋 function  gives  good  solution  in  𝛼𝛼 =
[0°; 180°] range.  The  relative  angle  𝛼𝛼 should  be  in  the 
[−90°; 90°] range,  so  it  is  transformed  according  to  the 
following  rules.  If 𝛼𝛼 > 90°,  then 𝛼𝛼 = 180° − 𝛼𝛼,  if 𝛼𝛼 < −90°,
then 𝛼𝛼 = −180° − 𝛼𝛼 .  With  these  calculations  the  expected 
results are obtained consistently.

III. MEASUREMENT SITUATIONS

The accuracy of the calculation is studied with given image 
resolution and position. Three kinds of situations are examined:

1) With pinhole camera model, the given centroid point of 
the  intruder  is  projected  back  from  image  plane  to  space  to 
several distances. The wingspan of the intruder is 11m (36 ft 1 
in),  which  is  the  wingspan  of  Cessna  172,  a  typical  light 
aircraft that shares the airspace with our UAV. Thus the wing 
is  represented  by  an  11m  line  segment  and  is  rotated  in  the 
previously  calculated  point.  The  field  of  view  and  resolution 
of the camera and the distance along 𝑥𝑥 axis is required for the 
calculation.  The  fuselage  of  the  aircraft  is  neglected,  which 
gives an initial error. With these calculations the lower bound 
of the error is approximated. Two kinds of points are used: a) 
calculated  points  without  rounding  to  determine  the  error 
induced  by  the  limited  numerical  precision;  b) calculated 
points  with  rounding  to  determine  the  error  induced  by  the 
discretization in space

2) With  the  calculated  centroid points  in  space  according 
to  section  1)  images are  taken  from  FlightGear  flight 
simulator.  The  wingtip  coordinates  are  taken  by  a  human 
expert  from  these  simulated  images  and  the  angle  values  are 
calculated from these coordinates.

3) Similarly to the above, the intruder points are extracted 
from  the  simulated  images  rendered  by  FlightGear  with  our 
image  segmentation  algorithm  [4].  After  that,  from  intruder 
pixel  coordinates  the wingtip  coordinates  are  calculated with 
the  following  simple  algorithm.  The  wingtip  coordinates  are 
determined by  the extremes of  the y and z coordinates  in  the 
appropriate order. In order to reduce the error induced by  the 
image  formation,  the  calculated  coordinates  are  refined 
according  to  the  image  pixel  values  with  the  following 
expression:

𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑦𝑦 =
∑ 𝑖𝑖 ∗ 𝑝𝑝𝑣𝑣𝑖𝑖
𝑝𝑝𝑦𝑦+𝑠𝑠
𝑖𝑖=𝑝𝑝𝑦𝑦−𝑠𝑠

∑ 𝑝𝑝𝑣𝑣𝑖𝑖
𝑝𝑝𝑦𝑦+𝑠𝑠
𝑖𝑖=𝑝𝑝𝑦𝑦−𝑠𝑠

 

where 𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑦𝑦 is the refined coordinate value, 𝑝𝑝𝑦𝑦 is the 
original  coordinate  value, 𝑠𝑠 is  the  radius, 𝑝𝑝𝑣𝑣𝑖𝑖 is  the  grayscale 
value of the ith point.

In this section the measurements are described in situations 
introduced in chapter III. The position dependence of the error 
and the effect of the discretization are shown.

B. Pinhole camera
First  the  pinhole  camera model  is used.  Provided  that  the 

points  are  calculated  without  rounding,  this  approach  should 
come close  to the  theoretical  limits and  the computation error 
has to be near zero.

Fig.  2. 𝛼𝛼 angles  calculated  from  pinhole  model  without  rounding  and  their 
error to ground truth; a) the original angles with black (covered by calculated 
angles)  and  the  calculated angles with blue;  on  the bottom of  the  figure  the 
error values for each calculated angle

The measurements are done with double precision and  the 
error  of  the  angles  is in  the  range  of  picodegree as  shown  in 
Fig.  2,  which  is  the  range  of  the  error  introduced  by  the 
numeric representation. Indeed this error can be seen as zero in 
the point of the computation part.

In  Fig.  2.  a) the  real  rotation  angles  versus  the  calculated 
angel values are shown, and the part b) depicts the error of the 
estimated  angle,  which  is  the  difference  between  the  two 
angles. The  distance  along  the 𝑥𝑥 axis  to  the  image  plane  is  2 
km  (1.24  miles)  and  the  intruder  is  seen  in  7°  azimuth  and 
elevation angle offset.
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Let  us  assume  that  a  typical HD camera  is  used  to  record 
the  scene. This camera  is calibrated and  the  recorded pictures 
are undistorted,  thus  the pinhole camera model can be a valid 
approximation.  The  difference  between  this  measurement 
scenario  and  the  one  stated  above  is  that  here  the  image 
coordinates  are discrete  integer  values  and  the  image plane  is 
finite.

According  to  the  measurements,  the  precision  of  the 
estimation with a given camera depends on the subtended angle
and the relative distance along the 𝑥𝑥 axis. Undoubtedly, it isn’t 
surprising  because  the  larger the  distance  the  smaller  the 
intruder in the image and the bigger the altitude difference the 
more you observe the wing of the intruder.

Fig. 3. 𝛼𝛼 angles calculated from pinhole model with rounding and their error 
to original rotation angles; a) the original angles with black and the calculated 
angles with cyan; b) the error values for each calculated angle (max ±6°); the 
intruder is seen in (24°, 14°) direction and the distance along 𝑥𝑥 axis is 1km

Fig. 4. 𝛼𝛼 angles calculated from pinhole model with rounding and their error 
to original rotation angles; same as before, the subtended angle is (24°, 3.5°)
and the maximum error is ±37°

The  two figures  (Fig. 3, Fig. 4) show examples where  the 
relative  distance  along  the 𝑥𝑥 axis  is  1  km  (0.62  miles),  the 
resolution  is 1920x1080 pixels,  the horizontal  field of view  is 
50° and the pixels are squares. The wingspan of the intruder is 
11m (36 ft 1 in), which is the wingspan of Cessna 172. The size 
of  intruder  in  the  image  plane  is  between  15  and  20  pixels, 

depending on the rotation angle and the position. The intruder 
is  seen  in  14° and  3.5°  elevation  successively,  and  it  is  seen 
constantly in 24° azimuth.

The  following  figure  (Fig.  5) shows the  maximum  error 
values  in  each  subtended  angle with  constant  azimuth  of  24° 
and with changing elevation from -14° to 14°. In each position 
the  intruder  is  rotated  with  angles  from  -90°  to  90°  and  the 
maximum  of  the  absolute  of  the  error  is  chosen.  This 
measurement shows  the position dependence of the calculated 
𝛼𝛼. Fig. 5. depicts that the initial error is ±6° and the closer the 
intruder is to the horizontal axis the bigger the error we get.

Fig.  5. Maximum  of  absolute  value  of  the  errors  of  the  rounded 𝛼𝛼 angles 
calculated with pinhole  camera model  in  different  relative  vertical  positions 
and from 1 km distance along the 𝑥𝑥 axis;  in the figure on the horizontal axis 
the vertical angle in which the intruder is seen; on the vertical axis the error in 
degree with logarithmic scale

C. Points by human expert on simulated images
In our simulation environment [6] pictures is taken and the 

wingtip pixel coordinates are selected by a human expert. The 
intruder  is  placed  in  space  according  to  section  III.  1)  and  in 
every position  it  is  rotated by  specific  angles  in  the 𝑥𝑥𝑥𝑥 plane. 
The resolution is 1920x1080 pixels and the horizontal field of 
view is 50° and the pixels are squares, such as in the previous 
case B.

Fig.  6. 𝛼𝛼 angles  calculated  from  coordinates  selected  by  a  human  expert  on 
images  generated  by  FlightGear  simulator;  a)  angles  in  different  vertical 
positions, on the vertical axis the angle values, on the horizontal axis the real 
rotation angles in 9 different positions; b) the error; original angles with black 
(covered), angles calculated from pinhole model with blue, angles calculated 
from  pinhole  model  with  rounding  with  cyan,  angles  calculated  from 
coordinates selected by hand with green

In  Fig.  6.  a)  the  ground  truth 𝛼𝛼 values  are  with  black
(covered).  The  angles  calculated  from  pinhole  camera  model 
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are  shown  with  blue;  the  values  calculated  from  rounded 
coordinates  are  shown  with  cyan  and  the  angles  calculated 
from points selected by hand are shown with green. On Fig. 6.
b)  the  error  values  are  shown  and  the  colours  are  similar  to 
previous. The figure depicts only the result of the measurement 
in one specific distance. The intruder was placed in 9 different 
positions  and  was  rotated  with  9  different  angles 
(-80°, 80°,  -40°, 40°,  -10°, 10°,  -5°, 5°, 0°). The other  results 
obtained  from  another  distances  are  similar  to  that  are 
described previously in section A, thus the altitude difference is 
in inverse ratio to the error.

The  measurements  above  shows  that  with  good  wingtip 
coordinates  in  realistic  situation  the  error  can  be  near  to 
theoretical minimum.

D. Points by automatic algorithm on simulated images
The  error  of  the  automatic  wingtip  detection  algorithm

running  on  simulated  images  has  been measured. The  simple 
algorithm  determines  the  wingtip  coordinates  from  the 
segmented  images.  The  extreme  of 𝑦𝑦 and 𝑧𝑧 coordinates  are 
used in appropriate order to get the coordinates

Fig.  7. 𝛼𝛼 angles  calculated  from  coordinates  calculated  by  the  automatic 
algorithm on images generated by FlightGear simulator; a) angles in different 
vertical positions, on the vertical axis the angle values, on the horizontal axis 
the  real  rotation  angles  in 9 different  positions;  b)  the  error;  original  angles 
with black (covered), angles calculated from pinhole model with blue, angles 
calculated  from  pinhole  model  with  rounding  with  cyan,  angles  calculated 
from coordinates selected by hand with green, angles calculated automatically 
with red and the corrected values with magenta

Fig. 7.  depicts  one  example, where  similarly  to  section B,
the intruder had been placed in a specific locations in space and 
then it was rotated with specific angles (same as before). In the 
figure the ground truth is with black (covered); the values from 
pinhole camera model are with cyan and blue; the values form 

points  selected  by  human  expert  are green;  the  values  from 
automatic  algorithm  are  with  red  and  the  values  calculated 
from corrected points are with magenta. In this case when  the 
intruder  had  been  rotated with  80°  and with  -80°  angles,  the 
error of the estimation is bigger, because the simple algorithm 
couldn’t  distinguish  between  the  pixels  of  the  wing  and  the 
pixels of the tail.

In contrast, in the mid-range the performance of this really 
simple algorithm is almost the same as the performance of the 
human expert.

IV. CONCLUSIONS

The  reachable accuracy  of  the  orientation  calculation  of 
visually detected remote airplanes was studied. The orientation 
calculation was  based  on  the  detection  of  the  wingtips.  As  it 
turned  out  the  relative  orientation  of  the  remote  aircraft 
(depicted by 𝛼𝛼)  can be  calculated  if  it  is on a  straight  course, 
and  its  level  differs  from  the  observer.  Naturally,  the 
orientation  measurement  is  more  accurate  when  the  level 
difference  is  higher,  and  the  airplane  is  closer.  The  exact 
reachable  accuracy  figures  are  shown  in  charts,  and  their 
calculation methods are given. The acquired measurements will 
be  used  to  enhance  the  estimation  accuracy  of  the  currently 
existing EKF based sense and avoid system.
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Retina inspired algorithms:
Looming direction detection
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Abstract— The direction of an approaching object is very 
important with navigation development or collision avoidance 
systems. The appropriate detection of the looming motion is a key 
initial step of an intelligent system, while the direction can add 
extra information for more precise decision strategy. The 
methods are built on the usual image processing chain, when the 
extraction of looming properties is the last step. We are 
proposing looming object detection methods, where these 
properties can be extracted in the first step. In this paper I intend 
to show the modified looming detection model, which helps to 
recognize the direction of an approaching motion.

Keywords-looming detection; bio-inspired algorithm; image 
processing; retina

I. INTRODUCTION
The detection of looming motion is important in Nature and

also in information technology. As a prey animal, for example 
a mouse,  can  survive  an  approaching  eagle  attack,  or  simply 
can  navigate  and  find  its  way.  The  detection  of  a  looming 
motion is not concerned about what is coming: it focuses on the 
fact  of  approaching.  Fast  looming  objects  are  usually 
dangerous, so the systems need to be capable of avoiding those 
situations.

Looming object detection is very important in robotics, and 
in  the  development  of intelligent  vehicles  too.  Similarly  to 
biological  systems,  it  also  needs  to  avoid  the  potential  risky
situations.  The  active  devices,  like  RADAR  or  LIDAR,  are 
capable of providing exact information about looming. Despite 
the precise detection of these devices, these are very expensive 
and limited to be used everywhere (law, range). Camera based 
intelligent  sensing  systems  cannot  be  used  in  all weather  and 
light conditions, but a CMOS chip is cheap.

Most of the image processing tasks need a large computing 
capacity.  The  running  cost  is  influenced  by  the  quality 
requirements. Some class of object detection has got  efficient 
methods (face, pedestrian, etc.), but usually these processes can 
run  only  in  one  system,  with  strong  constraints.  Efficient 
algorithms  are  therefore  needed  to  recognize  interesting 
situations with sufficiently low cost.

Animals are ready  to recognize and fast avoid many kinds 
of  situations,  like  approaching  objects.  Research  results  are 
available how this kind of detection works [1][2][3] and how to 
use  as  last  minute  warning  system[4][5]. The  architectural 
development of processors has led to the possibility of efficient 
biological model implementations.

II. LOOMING OBJECT DETECTION

Botond  Roska and  his  research  group  found  the  Pvlab-5
ganglion  cell  in mouse  retina. This  type of  cell  reacts only  to 
looming  motion  [1],  when  dendrite  of  a  cell  is  connected  to 
many  cones  in  the  retina.  These  collections  are  the  receptive 
field, where the ganglion cell is capable of sensing the signals 
of an approaching object.

The basis of this model is to observe the silhouette change 
on  the  receptive  field:  when  the  looming  motion  occurs,  the 
silhouette grows which causes a positive activity on the edge of 
the silhouette on the excitatory channels, while the inhibition is 
much lower. In a lateral motion, the excitation and inhibition is 
equal, which does not cause any reaction.

A. Improving on previous model
Referencing [6] discusses  the basic model. The Pvlab-5  in 

mammalian retina only recognizes the 10o of the whole space, 
so it is enough to recognize a small part of the space. To cover 
the whole retina needs many overlapped Pvlab-5 cells to detect 
where the looming motion takes place. The original model has 
got two strict limitations:

1. Only  reacts  to  OFF  direction  changes  (bright  to  dark 
changes)

2. Lateral motion is detected as sharp looming motion for 
a moment when object step in the receptive field

The OFF type reaction dependency causes a strict limitation 
of usage. The main question is that, how the OFF type reaction 
can  be  avoided.  The  second  problem  is  solvable  with  some 
time filters.

III. ELIMINATE LIMITATIONS

The  key  initial  step  is  how  to  eliminate  the  OFF-type 
dependency  of  the  original  algorithm, which  helps  to make  a
context-free algorithm. It comes from the mathematical model 
that  the  offsets  and  weights  of  inhibition  and  excitation 
parameters  are  changed  equally,  when  the  inhibit  channel  is 
working as an ON-type looming object detector. It follows that 
the absolute sum of two channel results is a change map. This 
change-map can also be produced as a simple frame difference, 
but  the  frame  differencing  cannot  be  as  parameterized  as  the 
modified looming algorithm (for example: noise tolerance).

The resulting change-maps can be used as a looming model 
input,  because  it  only  contains  the  various  layers,  so  the 
looming algorithm only needs  to  look to the change direction, 

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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which  is  more  reliable.  We  can  formalize  the  following 
equations. Equation (1) shows  the calculation of changes with 
simple  frame  differencing,  while  eq.  (2.1)-(2.4) show  an 
alternative  frame  differencing  solution which  is  based  on 
equations of the original looming model [6].

(notations: i: pixel in a picture (pic), timestamp in the lower 
index; w: weight vector of time window, s: time window length,  
t: timestamp, do/lo: dark/light offset of pixel channels, dw/lw: 
dark/light weight of a channel)

(1):

𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = |𝑝𝑝𝑝𝑝𝑝𝑝(𝑡𝑡) − 𝑝𝑝𝑝𝑝𝑝𝑝(𝑡𝑡 − 1)| 

(2.1): 

𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 = �𝑝𝑝𝑡𝑡−𝑗𝑗

𝑠𝑠−1

𝑗𝑗=0

𝑤𝑤𝑗𝑗       

(2.2):

𝑔𝑔(𝑝𝑝𝑝𝑝𝑝𝑝,𝑑𝑑𝑑𝑑,𝑑𝑑𝑤𝑤) = �(𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 + 𝑑𝑑𝑑𝑑)𝑑𝑑𝑤𝑤, 𝑝𝑝𝑖𝑖 (𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 + 𝑑𝑑𝑑𝑑) > 0
0

� 

(2.3):

ℎ(𝑝𝑝𝑝𝑝𝑝𝑝, 𝑝𝑝𝑑𝑑, 𝑝𝑝𝑤𝑤) = �(−𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 + 𝑙𝑙𝑑𝑑)𝑙𝑙𝑤𝑤, 𝑝𝑝𝑖𝑖 (−𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡 + 𝑙𝑙𝑑𝑑) > 0
0

� 

(2.4):

𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑡𝑡) = 𝑔𝑔(𝑝𝑝𝑝𝑝𝑝𝑝,𝑑𝑑𝑑𝑑,𝑑𝑑𝑤𝑤) + ℎ(𝑝𝑝𝑝𝑝𝑝𝑝, 𝑙𝑙𝑑𝑑, 𝑙𝑙𝑤𝑤) 

The absolute value  in eq.  (1) detects the absolute changes, 
while  steps  of  eq.  (2) show  the  sophisticated  way  to  detect 
changes. Eq. (2.1) shows  the weighted change of one pixel  in 
the  last  s frame.  Eq.  (2.2) is  capable  of  setting  up  the  noise 
tolerance of  dark  to  light  changes, while  eq.  (2.3) sets-up  the 
light  to  dark.  This  is  useful  when  sensors  of  cameras  do  not 
handle the direction of image changes in the two ways and the 
offset  settings  can  handle  the  noise  of  image  acquiring. 
Resulting  eq.  (2.4) gives  absolute  difference  of  changes  for 
each change direction.

The absolute difference of last frames can be used in eq. (3)
as image input. It contains only the changes with their values. 
As the result of eq. (2) the modified looming algorithm works 
as  a  silhouette  change  detector.  All  of  the  interesting 
movements like looming motion are being interpreted as OFF-
type changes and they can be an input of the original looming 
detector algorithm in eq. (3.1)-(3.5).

(notations: i: pixel in a picture (pic), timestamp in the lower 
index; w: weight vector of time window, s: time window length,  
t: timestamp, eo/ io: excitatory and inhibitory offset of a 
channel, ew/iw: excitatory and inhibitory weights of a channel)

(3.1):

𝑒𝑒𝑝𝑝𝑝𝑝𝑡𝑡 = �𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡−𝑗𝑗

𝑠𝑠−1

𝑗𝑗=0

𝑤𝑤𝑗𝑗      𝑝𝑝𝑖𝑖ℎ𝑡𝑡 = −�𝑝𝑝𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡−𝑗𝑗

𝑠𝑠−1

𝑗𝑗=0

𝑤𝑤𝑗𝑗  

(3.2):

𝑔𝑔(𝑒𝑒𝑝𝑝𝑝𝑝, 𝑒𝑒𝑑𝑑, 𝑒𝑒𝑤𝑤) = �(𝑒𝑒𝑝𝑝𝑝𝑝𝑡𝑡 + 𝑒𝑒𝑑𝑑)𝑒𝑒𝑤𝑤, 𝑝𝑝𝑖𝑖 (𝑒𝑒𝑝𝑝𝑝𝑝𝑡𝑡 + 𝑒𝑒𝑑𝑑) > 0
0

� 

(3.3):

ℎ(𝑝𝑝𝑖𝑖ℎ, 𝑝𝑝𝑑𝑑, 𝑝𝑝𝑤𝑤) = �(𝑝𝑝𝑖𝑖ℎ𝑡𝑡 + 𝑝𝑝𝑑𝑑)𝑝𝑝𝑤𝑤, 𝑝𝑝𝑖𝑖 (𝑝𝑝𝑖𝑖ℎ𝑡𝑡 + 𝑝𝑝𝑑𝑑) > 0
0

� 

(3.4):

𝑖𝑖(𝑒𝑒𝑝𝑝𝑝𝑝, 𝑒𝑒𝑑𝑑, 𝑒𝑒𝑤𝑤, 𝑝𝑝𝑖𝑖ℎ, 𝑝𝑝𝑑𝑑, 𝑝𝑝𝑤𝑤) = 𝑔𝑔(𝑒𝑒𝑝𝑝𝑝𝑝, 𝑒𝑒𝑑𝑑, 𝑒𝑒𝑤𝑤) − ℎ(𝑝𝑝𝑖𝑖ℎ, 𝑝𝑝𝑑𝑑, 𝑝𝑝𝑤𝑤) 

(3.5):

𝑟𝑟𝑒𝑒𝑟𝑟 = � 𝑖𝑖(𝑒𝑒𝑝𝑝𝑝𝑝, 𝑒𝑒𝑑𝑑, 𝑒𝑒𝑤𝑤, 𝑝𝑝𝑖𝑖ℎ, 𝑝𝑝𝑑𝑑, 𝑝𝑝𝑤𝑤)
𝑎𝑎𝑎𝑎𝑎𝑎 𝑝𝑝𝑑𝑑𝑝𝑝𝑝𝑝𝑎𝑎

 

As we described in [6] these equations can detect  looming 
motion in a receptive field. The res is the value of the change. 
The  problem  with this  result  is  that,  we  cannot  identify
immediately  the  nature of  the motion. The  type  identification 
needs at least two consecutive results. The relationship between 
the  two  results  can  describe  it  as  eq.  4  defines.  The  final 
decision  is  an  answer, where res(t)  is  the  result  of  the  3.5  in 
time.

(4):

𝑑𝑑𝑒𝑒𝑝𝑝𝑝𝑝𝑟𝑟𝑝𝑝𝑑𝑑𝑖𝑖 = �
"shrinking", 𝑝𝑝𝑖𝑖 𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡) < 𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡 − 1)

"lateral/nothing", 𝑝𝑝𝑖𝑖 𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡) = 𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡 − 1)
"looming", 𝑝𝑝𝑖𝑖 𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡) > 𝑟𝑟𝑒𝑒𝑟𝑟(𝑡𝑡 − 1)

� 

IV. DETERMINATION OF LOOMING DIRECTION

The  retina  has  got  many  Pvlab-5  cells.  These  cells  lie 
overlapped  on  the whole  retina  and  these  cells  have  different 
responses. We  have described  in  [6] what  happens, when  the 
looming  motion  is  activated  only  one  cell,  but  we  have  to 
investigate what happens when the looming and lateral motions 
exit the cell and enter another one.

A. Looming  case
When the projected silhouette of  looming motion exits the 

receptive field it causes the response of the ganglion cell to fall 
down  suddenly.  This  falling  down  is  the same  as  when  the 
looming  stops.  The  only  difference  is  the  response  of  some 
neighboring  cells. When  the  looming motion  stops,  all  of  the 
responses of  the  neighboring  receptive  field  fall  down. When 
the silhouette change of looming motion exits from a receptive 
field,  the  neighbor  fields’  response  are  change.  When  the 
silhouette change of the looming motion enters to the receptive 
field, it starts the response.
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B. Shrinking case
When changes of shrinking motion entering into a receptive 

field  they  cause  response,  same  as  at  shrink start.  When 
changes  of  shrinking  motion  exits  receptive  field,  it  causes 
decay answer.

C. Lateral case
We know that the lateral motion does not cause any effect 

in a cell, except two situations:

When the projected silhouette changes of an object motion 
enter  the  cell,  it  activates  only  the  excitatory  channels,  while 
exiting  activates  only  the  inhibitory  channels  of  the  original 
model.  When  the  whole  object  is  on  the  cell  it  is  being 
activated  both  channels,  which  equalizes  the  strength  of the 
answer.

Figure  1  shows,  what  happens  exactly  on  the  overlapped 
receptive  fields,  when  a  lateral  motion  occurs  (movement  is 
right  to  left).  The  black  disk  stays  in  first and  starts  to make 
discrete steps to the left. The silhouette of the disk activates the 
excitatory pathways.

2nd time  is  shown that  the  second  receptive  field  gets 
excitatory  stimulations  only, which  causes  positive  “+”  value 
of  response.  The  fourth  receptive  field  gets  only  inhibitory 
stimulations,  it  gives  negative  “-“  responses.  The  third 
receptive  field  gets  similar  excitatory  and  inhibitory  stimulus, 
so the value will be “0”.

A  potential  value  can  be  specified  from  inhibitory  and 
excitatory  pathway.  The  direction  can  be  calculated  from  the 
potential  value  difference  between  activations,  and  speed  can 
be also calculated, when the method knows the size or distance 
of object. The potential value difference can be written up from 
any receptive-fields, but we can use the locality and spreading 
of changes if we choose the neighboring cells for differencing.

Figure 1.  Lateral motion: Inhibitory and excitatory channels work. The sum 
of two channels make different activation patterns on receptive field in the 

different moments.

The Figure 2 shows the overlapped receptive-fields and the 
local  difference.  The  linear  combination  of  the  potential 
differences gives the vector which shows a theoretical direction 
of object motion. When receptive field is small, it shows local 
changes, like optical flow too.

The  relationships  between  receptive  fields  are  shown  in 
Figure 3. Analyzing the difference between opposite receptive 
fields and making an average of it shows a theoretical direction 
of motion. The eq. 5. is shown the equation.

When looming motion takes place, the vectors point to the 
center of  the  looming object, while  in  the case of  a  shrinking 
motion  they  points  outwards  from  the  center  of  the  object. 
When a  looming motions occur with  lateral motions,  they can 
also be calculated from the sum of two situations.

(5):

�
𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑦𝑦𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑐𝑐𝑠𝑠𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐

=  �
 (𝑟𝑟𝑟𝑟 − 𝑟𝑟𝑟𝑟) + �(𝑏𝑏𝑟𝑟 − 𝑏𝑏𝑟𝑟) + �(𝑔𝑔𝑟𝑟 − 𝑔𝑔𝑟𝑟)

�(𝑏𝑏𝑟𝑟 − 𝑏𝑏𝑟𝑟) + �(𝑔𝑔𝑟𝑟 − 𝑔𝑔𝑟𝑟)
�

The variables from Figure 3: bL:blueLeft, bR: blueRight, 
rL: redLeft, rR: redRight, gL: greenLeft, gR: greenRight, 
center is gray.

Figure 2.  Comparable overlapped receptive fields. Arrows show the 
corresponding fields.

V. RESULTS
The  result  shows  that  the  new  method  is  capable  of 

detecting  looming  motion  of  a  light  object  with  dark 
background  too.  The  environment  was  the  inverted  grayscale 
picture  from  [6]. The  concrete  results  in  context  free 
environment show in the following.

Validating  the  behavior  of  the  model  in  real  situations  is 
shows  that,  the  model  works.  The  receptive  fields  were 
changed to squares for faster calculation in MATLAB, because 
the  input picture  was  much  larger  than  Eye-RIS  picture 
1280×1024. The  square  receptive  field based model works as 
good as  the circle based model in MATLAB,  the results were 
compared.  The  new  setup  used  eight  plus  one  neighbor 
receptive fields.

As a  test  in  real environment, we made  recordings by car. 
The first results were disappointing, because every part of  the 
picture  gave  a  signal,  and  motion  direction.  The  reason  was 
simple,  the  car  chassis  bows  on  the move.  This  result  shows 
that  the algorithm is capable of detecting optical  flows  in real 
time with this algorithm.

Next,  the  algorithm  got  a  simple  image  stabilization 
algorithm. One interesting result of the model is that it does not 
react  to  a  faraway  optical-flow,  so  it  is  possibly  good  for 
Region  Of  Interest  detector  algorithm.  This  algorithm  is 
capable of detecting cars farther away 50m (moving cars, both 
of  them operate 70km/h), which comparable with  the most of 
the  RADARs  on  the  market.  The  sensitivity  of  detection 
depends on  the  background  and  the  foreground  objects,  but  a 
built-in  gain  can  help.  The  method  detected  the  local 
movement  direction  in  many  situations,  so  it  is  capable  to 
annotate the object motion direction.
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VI. SUMMARY

This  article  shows  the modification  of  the  looming  object 
detector  model,  which  is  capable  of  eliminating  the  type 
dependency  of  the  original model. The modification does not 
cause any processing time increase, and works properly in the 
calibrated environment.

The  new  algorithm  was  tested  in  real  environment  too, 
which  shows  encouraging  results  in  following.  The  new 
method is capable to be implemented in real time environment, 
and  in  sensor  processor  systems,  but  it  needs  robust  image 
stabilization.
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Figure 3.  The local motion vectors with blue. The yellow arrow shows the 
average of vectors in clearly lateral motion (10cm/s)

Figure 4.  The local motion vectors with red. The yellow arrow shows the 
average of vectors, as local motion direction. (looming with 10cm/s and a very 

small lateral motion)
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Abstract— Compressive sensing (aka compressed sensing or 
sampling) is a novel signal reconstruction or sampling model, 
which enables significantly less measurement than reconstructed 
data for a class of signals. It also offers algorithmic solutions via 
the linear inverse problem. We use these models and algorithms 
to solve the reconstruction problem of digital in-line hologram of 
sparse or otherwise redundant images.
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I. INTRODUCTION
Compressive  sensing  is  a  novel signal  reconstruction  or 

sensing  model  which  enables  significantly  less  measurement 
than reconstructed data. Not in general but for some wide class 
of signals. It applies the fact that most of the signals are sparse 
or redundant in some way. For example most of the images can 
be  represented  in  some  wavelet  basis  with only  a  few 
significant coefficients.

Compressive sensing grew up from questions raised up by 
medical imaging  techniques  (like  MRI [1]) and  after  some
theoretical  groundwork [2-4] it  produces  a  lot  of  practical 
(mainly  in different  imaging  techniques) or simply fun (single 
pixel camera, [5]) results.

In  the  second  section  we  introduce  compressive  sensing 
with  some  theoretical  foundations  and  the  linear  inverse 
problem which  is  essential  in  the practical  usage of  it.  In  the 
third section we take a fast look to digital in-line holography. In 
the  fourth  section we show how we can adopt  the philosophy 
and practice of compressive sensing to holography. 

II. COMPRESSIVE SENSING
There  is  lot  of  different  aspect  of  compressive  sensing.  It 

can  be  introduce  from  the  direction  of  signal  sampling 
theorems, denoising functions [3] or random matrixes [2]. Here 
we will use a linear algebraic approach [15].

A. Linear algebra aproach of compressive sensing
In  information  theory and  its related subjects almost every 

measuring  or  sensing  process  can  be  write  in  the  form  of  a
linear equation system:

 g = Φ f  (1) 

where f  is the subject of the sensing, Φ represents the sensing 
process and g  is  the outcome of  the sensing. Here f and g are 
real  (or  complex) valued  vectors  with  size  N and  M, 
respectively,  and   ϕ is  an  N  by  M  real  (or  complex)  valued 
matrix. M  is  the  number  of measures. We  know ϕ and  g  and 
we  are  interested  in  f. If  a  measuring  is  not  in  this  form, 
discretization,  linear  approximation  or  some  other  processes 
(tricks) usually can help.

Such a linear system is easily solvable if M≥N, i.e. we have 
at  least  as many  equations  as  variables. On  the other  hand,  if 
M<N, there is impossible to solve the equation, because there is 
infinitely many  solutions. Unless  we  have  some  additional 
information or constraints on the variables (f).

Compressive sensing is dealing with the case of M<N when 
some redundancy or sparsity on the subject of the sensing (f) is 
assumed or a priori known.

In the sparse case we can formalize the problem as

 f̂ = argmin
f
‖f‖0    subject to   g = Φ f  (2) 

where ‖f‖0 = |{i: fi ≠ 0}| is the number of nonzero element of 
f. ‖f‖0 is also known as the l0-norm of g (but in fact it is not a 
norm, because it is not scalable).  So we search for the sparsest 
solution.

Redundancy in f means there is some basis (Ψ) in what f is 
sparse. Let α be the representation of f in this basis:  f = Ψ 𝛼𝛼.
In this case we can formalize the problem as

 α� = argmin
α
‖α‖0    subject to   g = Φ Ψ 𝛼𝛼  (3) 

and then take  f̂  = Ψ 𝛼𝛼�.

The problem with the above mentioned l0-norm is that it is 
numerically  hard  to  handle and  extremely  sensible  to  noise.
Compressive  sensing  suggests  that  instead of  the l0-norm, we 
can recover f or 𝛼𝛼 by using of the l1-norm ‖α‖1 = ∑ |αi|N

i=1 . In 
this case we can formalize the problem as

 α�1 = argmin
α
‖α‖1    subject to   g = Φ Ψ 𝛼𝛼.  (4) 

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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Figure 1: In-line hologram model

Compressive  sensing  guarantees  that  the  solution  of 
problem  (2)  and  problem  (3) are  the  same  (i.  e. α�1 =  𝛼𝛼� ),  if 
there is incoherence (dissimilarity) between the sensing and the
sparsifying  matrix,  and  the  number  of  measures  is  not  too
small:

 M ≥ C ⋅ 𝜇𝜇2(Φ,Ψ) ⋅ K ⋅ log10 N   (5) 

where C is a small positive constant, K is the maximal number 
of  nonzero  elements  of  α� and  µ is  the  above  mentioned 
similarity of Φ and Ψ, called mutual coherence:

 µ(Φ,Ψ) = √𝑁𝑁 ⋅ max𝑖𝑖,𝑗𝑗�〈Φi,Ψj〉�    (6) 

where Φi and Ψj denote  the  i-th  and  j-th  column  vector  of Φ
and Ψ, respectively.

Notice that if μ(Φ,Ψ) and K are not too big (and in a lot of 
theoretically or practically  important cases  they  are not),  then 
M  is  enough  to  be  much  smaller  than  N,  unlike  in  the  well 
known  Nyquist-Shannon  sampling  theorem  or  in  the  linear 
algebraic considerations in the beginning of this section, where 
M≥N is required. It is not a contradiction since the redundancy 
or sparsity constraints.

B. The linear inverse problem
Compressive  sensing  states  that we  can  solve problem  (2) 

by solving problem (3). They can be reformulate as

 α� = argmin
α

(‖g −Φ Ψ 𝛼𝛼‖22 + ‖α‖0)   (7) 

 α�1 = argmin
α

(‖g −Φ Ψ 𝛼𝛼‖22 + ‖α‖1)   (8) 

Both  of  them can  be  considered  as  a  special  case  of  the 
linear inverse problem:

 x� = argmin
x

(‖y − K x‖22 + τ ϱ(x))   (9) 

where x and y are vectors, K is a matrix with proper size, τ is a 
nonnegative constant called the regularization parameter and ϱ
is  a  ℝN → [0,∞[ function  called  the  regularizer  function. 
Commonly used regularizer functions are for example:

• the l0-norm

• the l1-norm

• the Euclidean or l2-norm ‖x‖2 = �∑ |xi|2N
i=1 �

1
2 

• the general l𝑝𝑝-norm ‖x‖p = �∑ |xi|pN
i=1 �

1
p 

• if x represents an image the total variation norm ‖x‖TV
which we will introduce in the fourth section

One  of  the  advantages  of  this  reformulation  that  if  we 
choose λ carefully, the effects of noise can be reduced [6].

For  the  solution  of  the  linear  inverse  problem a  lot  of 
algorithms  were  developed  recently  thanks  to  the  general 
interest  for  the compressive  sensing. The best of  them are  the 
SpaRSA  (sparse  reconstruction  by  separable  approximation, 

[7]), the  IST  (iterative  shrinkage/thresholding  [8]) and  the 
TwIST (two-step IST, [9]). All of them are iterative algorithms 
usable  effectively  only  with a group  of  regularizer  functions, 
but with an important group.

III. DIGITAL IN-LINE HOLOGRAPHY

Holography is an imaging technique based on the capture of 
coherent  fields  scattered  from objects.  It  was  introduced  by 
Gabor  in  1947  [10]  and  it  became  common  after  the 
development  of  the  laser  by  Leith  and  Upatnieks  in  1962. 
Gabor earned the Nobel Prize in Physics in 1971.

In holography  [16] there  is always a  reference beam with 
complex  amplitude  UR(x, y) and  an object  beam scattered 
from  the  object US(x, y) , and  we  capture  the  interference 
U(x, y) =  UR(x, y) + US(x, y) of them in a photographic plate 
or  in  digital  photometric  sensor.  Both  of  these devices  can 
capture the intensity of the field:

I(x, y) = |U(x, y)| 2 =  𝑈𝑈(𝑥𝑥,𝑦𝑦) ⋅ 𝑈𝑈∗(x, y) = 
= |UR(x, y)| 2 + |US(x, y)| 2 + 
+UR

∗ (𝑥𝑥,𝑦𝑦) ⋅ US(x, y) + UR(𝑥𝑥,𝑦𝑦) ⋅ 𝑈𝑈𝑆𝑆∗(x, y)
(10)

If after the capture of I we light the photographic plate with 
the reference beam (or in the digital case simulate it), we get

UR(x, y)I(x, y) = UR(x, y)(|UR(x, y)| 2 + |US(x, y)| 2) + 
+|UR(x, y)|2 ⋅ US(x, y) + UR(𝑥𝑥,𝑦𝑦) ⋅ 𝑈𝑈𝑆𝑆∗(x, y)

(11)

The first term is the reference beam with slightly modified 
amplitude. The second  is the object beam, which forms a real
image  of  the  object.  Finally  the  third  term  is  called  the 
“conjugate  object  beam”  which  forms  an  artifact  called  the 
“twin image”.

There are plenty  of  holographic  processes,  but  we  can 
easily group them by the route of the reference beam compared 
to the scattered beam. In the off-axis holography the two beams 
are not parallel when  they  arrive  to  the  sensor.  In  the on-axis 
holography the two beams are parallel, but this is achieved by a 
beam splitter. Finally  in  the  in-line holography  the  two beams 
are  also  parallel and  the  reference  beam  arrives to the  sensor 
among  the scattering objects. The  last one works only  if  there 
are a  few  and  little  objects  in  a  transparent  volume.  It  also 
suffers  from  the  effect  of  the twin  image, but  it  is  easy  and 
cheap to realize it.
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Figure 2: (a) hologram, (b) hologram with missing pixels 
on the side, (c-d) classical reconstructions, (e-f)

compressed sensing reconstruction

In  in-line  holography  we  usually  use  a  plane  waves  with 
high  amplitude  as  reference beam,  so  it  can be  considered  as 
constant UR(x, y) = UR with  high  intensity  compare  to  the 
scattered beam:

 I(x, y) = |UR| 2 + UR
∗US(x, y) + UR𝑈𝑈𝑆𝑆∗(x, y)  (12) 

 I(x, y) = |UR| 2 + 2 𝑅𝑅𝑅𝑅�UR
∗US(x, y)�  (13) 

With  the  Born  approximation  the  scattered  beam  can  be 
considered as

 US(x, y) = ∭η(x′, y′, z′) ⋅ h(x − x′, y − y′, z − z′)dx′dy′dz′ 
  (14) 

where 𝜂𝜂 is  the scattering density of  the measured volume, z is
the  distance  of  the  sensor  and  h  is  the  point  spread  function 
(aka  impulse  response  function). After  discretization  and 
consider the finite aperture we get

 𝑈𝑈𝑆𝑆, 𝑛𝑛𝑥𝑥,𝑛𝑛𝑦𝑦 = US�nx ⋅ Δp, ny ⋅ Δp� =   
∑ ∑ ∑ 𝜂𝜂�mx ⋅ Δy, my ⋅ Δx, mz ⋅ Δz�𝑚𝑚𝑧𝑧𝑚𝑚𝑦𝑦𝑚𝑚𝑥𝑥 ⋅ h(𝑚𝑚𝑥𝑥 ⋅ Δx − nx ⋅
Δp, my ⋅ Δy − ny ⋅ Δp, z − mz ⋅ Δz) (15) 

where Δy, Δx and Δz are the size of a voxel (3D volume 
pixel) and Δp is the size of a pixel in the sensor [17]. We 
can rearrange (11) in the form of  

 𝑈𝑈𝑆𝑆 = 𝐻𝐻 ⋅ 𝜂𝜂  (16) 

with the vectors 𝑈𝑈𝑆𝑆 and 𝜂𝜂 and the matrix H.  With this we 
get 

 I = |UR| 2 + 2 𝑅𝑅𝑅𝑅(UR
∗ ⋅ 𝐻𝐻 ⋅ 𝜂𝜂)  (16) 

which is, if H and UR are real valued, 

 d = c ⋅ 1 + H ⋅ η  (17) 

where d is the measured intensity data, the 1 is a vector 
containing only ones and c is a constant. 

IV. COMPRESSIVE HOLOGRAPHY

In  the  previous  section  we  saw  that  holographic  imaging 
can be  representing as a  linear  system. This observation  clear 
the  way  for  the  compressive sensing.  In  this  section we 
introduce  two  case  studies  which  both  realize  a  compressive 
sensing  based  reconstruction  method  of  digital  in-line 
holography. One of them is a classical 2D reconstruction, while 
the  other  is  a  3D  tomographic  one,  and  they  use  different 
constraints.

A. Hologram reconstruction with sparsity constraints
In  [11] Denis  et  al.  used a  2D  reconstruction,  so  it 

reconstructs objects from a fixed z depth in one run. However 
they ran their algorithm for a series of depths, one after other, 
just like the classical holographic reconstruction methods.

Since the 2D reconstruction they used (15) without the last 
summation. They chose the Fresnel approximation as the point 
spread function:

 hz(x, y) = h(x, y, z) = 1
𝜆𝜆 𝑧𝑧

 sin 𝜋𝜋�𝑥𝑥2+𝑦𝑦2�
𝜆𝜆 𝑧𝑧

 (19) 

They assumed  that  the  objects  are  located  sparsely  in  the 
examined  volume,  so  their  regularizer function  was  the  l1 -
norm:

 η�1 = argmin
η,c

(‖c ⋅ 1 + H ⋅ η − d‖22 + τ‖η‖1)   (20) 

or after some modification of H and d:

 η�1 = argmin
η

(‖H ⋅ η − d‖22 + τ‖η‖1)   (21) 

They used a modified version of the IST [9] to solve it with 
changing τ in every step.

They  achieved  axial  resolution  of  60  𝜇𝜇𝑚𝑚 , and  their 
algorithm  worked well  with  objects  outside of  the  image. 
Results showed in Fig. 2.

B. Hologram reconstruction with smoothness constraints
In  [12] Brady  et  al.  used  the  approach  of  the  angular 

spectrum method  [13] to reformulate  the problem  in  the  form 
of 

 𝑑𝑑 =  𝐻𝐻 ⋅ 𝜂𝜂 (22) 
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Figure 3: Classical and sparse reconstruction from a hologram 
of two dandelions at distance 1.5 and 5.5

with H = G−1QG1 . Here 𝐺𝐺 = bd[F2D, F2D, … , F2D],  where  bd 
stands  for  blockdiagonal  and F2D represents  the  2D  discrete 
Fourier transformation.  G−1 means  the  same,  but  with  the 
inverse DFT. Finally 𝑄𝑄 = bd[H1, H2, … , HMz], with 

Hl,nx,ny = eiklΔzeilΔz
�k2−nx2Δkx

2−ny2Δky
2

(23)

with k = 2π
λ
wavenumber.

They handled the redundancy of the images not by finding a 
proper basis but by the minimalization of the total variation:

 η�TV = argmin
η
‖η‖TV    subject to   d = 𝐻𝐻 ⋅ 𝜂𝜂  (24) 

with ‖η‖TV = ∑ ∑ ∑ �∇�ηmz�mx,my
�mzmymx .

They  used the  TwIST  algorithm  [9] to  solve  the  problem 
numerically. See results in Fig.3.

They give a wider overview of the subject in [14].

V. CONCLUSION AND FUTURE PLANS

We  presented the  compressive sensing  and  its  application 
for digital  in-line holography, both  in a  theoretic way and via 
case studies. Our plan is to adapt and optimize these algorithms 
to  the water quality measuring digital holographic microscopy 
[18].  Further  plan  is  to  extend  these  models  to  use  multiple 
nonparallel detectors to reduce axial resolution.
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Abstract—By developing a self referenced digital holographic 
microscope (Selfref-DHM) it becomes possible to record 
holograms and numerically reconstruct volumetric images of low 
coherence fluorescent objects such as (auto)fluorescent biological 
samples (e.g. algae). Our goal was to develop and construct a 
simple, compact portable device. In contrast to the common 
holographic approaches where there is a conventional reference 
beam, a reference beam should be produced together with the 
object beam from the same fluorescent source via imaging it by 
two separate optical paths (with near zero path length 
differences) to get interferences fringes. These interference forms 
separate holograms of all the point sources. The waves coming 
from the separate sources are mutually incoherent but have an 
inherent short coherence length. Initially we have tested the 
Selfref-DHM setup with test objects illuminated by LED light 
source that has similar spectral bandwidth as the fluorescence 
sources like chlorophyll. Digital reconstructions of the measured 
holograms need considerable processing. To accelerate the 
hologram processing a parallel implementation seems essential. 
Using GPU-s we were able to enhance the algorithm speed 
considerably, without the loss of the reconstruction accuracy.

Keywords-digital holographic microscopy, fluorescent 
microscopy, self-referenced holography

I. INTRODUCTION
Digital  holographic  microscopies  have  recently  become 

fields  of  much  interest  because  of  the  ability  to  numerically 
reconstruct holograms, which are captured by digital detectors, 
creating  the  high  quality  images  with  high  lateral  and 
sometimes  extremely  high  axial  resolutions.  This  technique 
makes it possible for example to produce lensless microscopes 
[1]  or  also  to  alter  conventional  microscopes  to  measure 
volumetric sample with one exposure without scanning [2]. At 
the  field  of  material  science  and  biology  fluorescence
microscopic  applications were  needed  for  such  advantages  as 
selectivity and sensitivity. Because of the need of fluorescence 
and  volume  detection  many  3D  fluorescence  microscopic 
applications  have  already  been  used  based  on  Fluorescent 
Coherence  Tomography  [3],  Lens  Free  Fluorescent  Imaging 
[4], Fresnel Incoherent Correlation Holography [5] and Three-
Dimensional Holographic Microscopy [6]. In this article a Self-
referenced  Digital  Holographic Microscope  is  presented.  The 
final  purpose  of  this  setup  is  to  detect  freely  floating,  alive 
microbiological  organisms  and  to  create  their  fluorescent 
images within a volume. This solution is the combination of the 
FINCH method [5] and the modified Hariharan-Sen method [7] 
which means  that  after  the  objective  the  reference  and  object 
bands  are  created  on  an  asymmetric  triangular  optical  path, 
avoiding  the  need  of  any  spatial  light  modulator.  The  main 
advantage of this setup is that it uses only inexpensive passive 

optical elements. Design concepts,  the applied test  targets and 
the first measurement results are presented in this article.

II. THE OPTICAL SETUP

A. Self-referenced holographic setup
The key idea of any digital holographic system is to create 

an  interference  pattern  between  two  coherent  beams, 
traditionally  a  reference  beam  and  an  information  carrying 
object  beam,  and  to  capture  this  interference  pattern  with  an 
image  sensor.  Reconstruction  of  these  captured  interference 
patterns  are  done  numerically.  The  maximum  optical  path 
difference  of  an  interferometer  should  be smaller  than  the 
coherence  length  of  the  used  light  in  order  to  get  the 
interference pattern. At  self-referenced  holographic  setups  the 
light source of the reference and the corresponding target beam 
is  the  same;  and  all  the particles  of  the observed object  itself 
that emit or  reflect  light are  light  sources. The self-referenced 
holographic  setups divide  the  light  coming  from  every  object 
point  into  two  parts  to  modulate  them  separately:  generating 
the  reference  beam  and  focusing  the  target  beam.  The 
corresponding  beams  are  reunified  to  create  the  hologram. 
Because of  using  fluorescent  light, whose coherence  length  is 
usually only a few micrometers, the interferometer should have 
a nearly zero path length difference between the corresponding 
beams.

B. Optical parameters
The  light  originating  from  the  sample  is  collected  with  a 

triplet  lens  with  a  focal  length  of  40.3  mm  that  makes  an 
intermediate  image.  Because  of  this  long  focal  length  small 
object  distance  change makes  short  image distance  change  as 
well.  The entrance  of  the  asymmetric  triangular  is  a  pellicle 
beam splitter that directs 67% of the incoming light clockwise 
to  produce  the  reference  beam  and  33%  anticlockwise  to 
produce  the  target  beam.  The  triangular  path  contains  a  lens 
with focal length 150 mm moved from the symmetrical center 
plane by 10 mm. The reference and the target beams reach this 
different  sides  of  this  lens  after  taking  a  different  path,  and 
traveled  different  distances  from  the  entrance  of  the 
asymmetric triangular path. As a result of this the lens creates 
two  images  from  the  intermediate  image  with  different 
magnifications  and  image distances,  so  the  radii of  the wave-
front  curvature  of  the  reference  and  target  beams  will  be 
different. The pellicle beam splitter  reunites  these beams after 
they  take  the  same  length  path  in  different  directions  and 
creates  the  interference  pattern  that  is  captured  by  a 
monochrome Lucam detector. The self-referenced holographic 
optical setup can be seen in Fig. 1.
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Figure 1. The path of a target beam and a corresponding reference beam 
from one object point, where a) is one illuminating point of the object, b) 
triplet, c) beamsplitter pellicle, wich is the entrance and the exit of the 

triangular path, d) mirror, e) lens (f=150), f) mirror, gt) image by object beam, 
gr) image by reference beam, h) detector that saves the holograms

III. THE SAMPLE

There  are  many  fluorescent  objects  whose  measurement 
with  fluorescent  imaging  setups,  e.g.  fluorescently marked  or 
autofluorescens  living  cell samples,  is  useful.  Our  aim  is  to 
detect  and  make  images  of  algae.  These  usually  contain 
chlorophyll-A  or  chlorophyll-B.  Cyanobacteria, which  can  be 
toxic,  contain  Chlorophyll-A.  Below  in  Fig  2.  the  emission
curve of a cyanobacteria can be seen excited by 405 nm light. 
A maximum point of  the curve  is at wavelength 656 nm. The 
bandwidth is about 30 nm. Equation (1) shows the calculation 
of the coherent length (l) from the middle wavelength (λ0) and 
the bandwidth (∆λ).

 l=λ0^2/∆λ (1) 

The  calculated  coherence length  of  the  fluorescently 
emitted  light  of  the  Cyanobacteria  is  about  14  [µm].  This 
coherence  length  can  be  augmented  with  a  narrow  laser  line 
filter. This way we can increase the contrast of the interference 
pattern, but the available light is reduced.

We  applied  a  test  target  in  our  setup,  which  is  a  black  plate 
with  six  holes  of  30  m diameter. The distance between the 
holes is 0.36 mm. This is back-lighted with a LED light source 
that  emits  light  with  the  approximately  the  same  coherence 
length  as  the  chlorophyll-A,  but  its  color  was  amber.  This 
target tries to model the fluorescent objects.

Figure 2. Emitted light of a Cyanobacteria excited with 405[nm]

IV. RESULTS
The self-referenced holographic  setup was built and  tested 

with  the  target  that was placed  in different working distances. 
The  depth  of  the  measured  area  was  1mm.  The  distances 
between of the reference (Fig. 1. gr) and the target images (Fig. 
1. gt) changed between 112 and 117 [mm]. The magnifications 
of the target changed between 3 and 3.2 and the magnifications 
of the reference changed between 2.2 and 2.3. As in Fig. 3. can 
be seen, this self-referenced digital holographic setup is able to 
create self-referenced holograms with non-coherent light. This 
finding  corroborate  that  there  is  a  possibility  to measure  auto 
fluorescent  live  cells  with  this  kind  of  self-referenced 
holographic  setup.  To  implement  the  measurements  on 
fluorescent  samples  a  large  f-number  lens  should  be  applied 
because the auto fluorescent light provides much less light than
LED illumination.

Figure 3.  The self-referenced hologram of 6 pinholes back-lighted with LED 
light colored amber



55

REFERENCES

[1] O. Mudanyali,  D. Tseng,  C. Oh,  S.O.  Isikman,  I. Sencan,  W. Bishara, 
C. Oztoprak,  S. Seo,  B. Khademhosseini,  and  A. Ozcan.  “Compact, 
light-weight and cost-effective microscope based on lensless incoherent 
holography for telemedicine applications”, Lab Chip, 10(11):1417–1428, 
2010.

[2] Zoltán Göröcs, László Orzó, Márton Kiss, Veronika Tóth, and Szabolcs 
Tőkés.  “In-line  color  digital  holographic microscope  for  water  quality 
measurements” , Proc. SPIE Vol. 7376, 737614 (2010);

[3] Bilenca,  A.  and  Ozcan,  A.  and  Bouma,  B.  and  Tearney,  G.
“Fluorescence  coherence  tomography”, Optics Express,  Vol.14,  7134-
7143, 2006.

[4] Zhu, H.  and Yaglidere, O. and Su, T.W.  and Tseng, D. and Ozcan, A.
“Cost-effective  and  compact  wide-field  fluorescent  imaging  on  a  cell-
phone”, Lab Chip, Vol.11, 315-322, 2011.

[5] Brooker,  G.  and  Siegel,  N.  and  Wang,  V.  and  Rosen,  J. “Optimal 
resolution  in  Fresnel  incoherent  correlation  holographic  fluorescence 
microscopy” Optics Express, Vol. 19, 5047-5062, 2011.

[6] Bradley W.  Schilling  and  Ting-Chung  Poon  and Guy  Indebetouw  and 
Brian  Storrie  and  K.  Shinoda  and  Y.  Suzuki  and  Ming  Hsien  Wu,
“Three-dimensional  holographic  fluorescence  microscopy”, Optics 
Letter, Vol.22, 1506-1508. 1997.

[7] Hariharan,  P.  and  Sen,  D.,” Triangular  path  macro-interferometer”,
JOSA, Vol.49, 1105-1105. 1959.





57

Using Particle Filters for Parameter Estimation in
Quantized Gaussian Autoregressive Processes

András Horváth
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Abstract—I propose a method for the calculation of the
maximum likelihood estimator for the autoregression (AR) co-
efficient of a stable quantized Gaussian autoregressive process.
Our method uses particle filters with resampling, suits ideally
many-core architectures and can be implemented in a parallel
way, which yields fast processing speed. The extension to mul-
tidimensional autoregressive-moving-average (ARMA) systems is
straightforward.
This note is based on: ”Maximum Likelihood Estimation of
Quantized Gaussian Autoregressive Processes using Particle Fil-
ters with Resampling “ NOLTA 2012

I. INTRODUCTION

Quantization is one of the most commonly used nonlinear
operations in communication [1], hence parameter estimation
of quantized stochastic processes is often needed in practice.

Solutions based on statistical theory are computationally
expensive and in real life problems (e.g. speech recogni-
tion/speaker identification) only methods with relatively fast
(real-time) processing speed can be applied. I investigate a
scalable, parallelizable method that can estimate the parameter
of an AR(1) process in an efficient way. Our algorithm can
be executed quasi real-time on a virtual machine and it suits
ideally a multicore architecture (e.g FPGA), which would
result in real-time execution.

I have selected the Gaussian ARMA processes because
their versatility makes them a natural class for investigating
the effect of rounding off. An extension of our examples to
multidimensional (ARMA) systems is possible but it would
lead to minor complications which we prefer to avoid in the
scope of this article.

II. PROBLEM STATEMENT

I consider a stable Gaussian AR(1) process given by

Xn = α∗Xn−1 + εn, n ≥ 0,

where εn are i.i.d. random variables with law N(0, σ2
∗) and

X−1 ∈ R is a deterministic initial value. I assume that
X−1, σ∗ > 0 are known. The autoregression parameter α∗
is unknown but it lies in the interval of admissible parameters
(−1, 1).

Only the rounded-off, quantized values Yn = q(Xn), n ≥ 0
are observed, where the quantizer function q is defined by

q(x) = k, for x ∈ [k − 1/2, k + 1/2), k ∈ Z.

Our aim is to calculate the maximum likelihood (ML) esti-
mator: α̂n for α∗ based on the observation sequence Yn, n ≥ 0.
Similar problems have already been investigated and discussed
in [2], [3], [4] but these papers assumed independent Xn (i.e.
α∗ = 0). Following the footsteps of these authors I will apply
the expectation maximisation (EM) method. However, I will
combine it with suitably designed particle filters (see sections
III, IV) while in [2], [3], [4] a Markov chain Monte Carlo
(MCMC) approach was used instead. I analyse our simulation
results in section V. I do not know of any other papers dealing
with the calculation of maximum likelihood estimates in the
present AR(1) setting.

III. MOTIVATION FOR USING PARTICLE FILTERS

Particle filters (PFs) are used for state and probability
estimations in numerous applications. They work well with
difficult and non-linear Markovian models where the Kalman
filters can not be used. Particle filters without resampling
proved not to be efficient enough for complex, practical
problems. Particle filters with resampling have much bet-
ter performance. They lose, however, the property of being
suitable for estimating functionals depending on the entire
trajectory, because I alter the distribution of the particles
during resampling since this would require keeping alive all
the particles along the whole trajectory.

Nevertheless, in the following sections I would like to show
how particle filters with resampling can be used successfully as
part of the EM method for parameter estimation of quantized
AR processes. To have simple formulas, I assume X−1 = 0
and σ∗ = 1/2, but the conclusions hold for arbitrary values
of these parameters.

For the moment I fix n, the number of iterations and
concentrate on determining the maximum likelihood estimate
α̂n. Introducing the notation

p(α; y0, . . . , yn) =
1

π(n+1)/2
e−y2

0−
∑n

j=1(yj−αyj−1)
2

for the joint density of (X0, . . . , Xn) when the true parameter
is α, the estimate α̂n can be found by maximising

∫

Q(Y0,...,Yn)

p(α̂n; y0, . . . , yn)dy0 . . . dyn, (1)
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in α̂n which amounts, by taking the derivative, to solving

∫

Q(Y0,...,Yn)




n∑
j=1

−yj−1(yj − αyj−1)


 ·

p(α̂n; y0, . . . , yn)dy0 . . . dyn = 0, (2)

here Q(Y0, . . . , Yn) denotes the cube [Y0 − 1/2, Y0 + 1/2]×
. . .× [Yn − 1/2, Yn + 1/2].

Since (2) is a complicated nonlinear equation, following
[2], [3], [4], I apply the EM method when implementing the
calculation of the ML estimate. In the present context this
means setting an arbitrary value α̃0 and then determining α̃l

recursively as the root of

∫

Q(Y0,...,Yn)




n∑
j=1

−yj−1(yj − αyj−1)


 ·

p(α̃l−1; y0, . . . , yn)dy0 . . . dyn = 0 (3)

Based on empirical evidence and theoretical results in various
model classes [5] one expects that, after a suitable number of
iterations (i.e. l large enough), one can get close to α̂n. The
great advantage of equation (3) is that it is linear in α.

Calculating α̃l still poses a significant challenge as it
requires the estimate of a functional of a trajectory (the
integral in equation (3)). Unlike in [2], [3], [4], where an
MCMC approach is suggested, I apply particle filters for the
determination of the integrals (3). Note also that in [2], [3],
[4] test runs concentrated on the i.i.d. case (where α∗ = 0 is
known) and the (unknown) expectation of ε1 was estimated.
We took Eε1 = 0 for simplicity but α∗ is non-zero which
leads to far more difficult, non-i.i.d. dynamics for the processes
Xn, Yn and hence poses a much more complex problem.

Applying PFs without resampling seems hopeless, espe-
cially considering the fact that in the present case we have a
non-discrete, infinite state space where probability distribution
of the trajectories is continuous so even by discretization
without resampling we need an extremely large number of
particles to simulate these trajectories.

It turns out that, with a small alteration PFs with resampling
(i.e. the standard bootstrap filter) can be successfully used for
probability estimation. The changes in the algorithm require
some extra computation, but the number of particles can
be decreased drastically compared to the method without
resampling.

IV. ESTIMATION OF FUNCTIONALS OF A TRAJECTORY BY
PARTICLE FILTERS WITH RESAMPLING

We explain a method to evaluate the integral in equation (1)
(i.e. equation (4) below), calculation of the integral in (3) can
be carried out much in the same way.

In practical problems we usually have a given trajectory
yt, t = 0, 1, . . . , T generated by the previous model with T
iterations (I choose T = 100 or T = 500).

Our aim is to estimate the probability that from the given
model we will get the given trajectory of observations, i.e.:

P (Yt = yt, Yt−1 = yt−1...Y0 = y0). (4)

Sequential Monte Carlo methods such as particle filters
are routinely used in the case of such complex, non-linear,
stochastic models with non-linear observations. The present
system, however, has been revealed to be more challenging
than usual.

First we look at PFs without resampling. We start off with
an initial guess α̃0 for α.

At the initial step (t = 0) we generate N particles, ξ0k,
k = 1, . . . , N , i.i.d. with the same distribution N(X−1, σ

2
∗)

(i.e. with the law of X(α̃0)
0 ).

At step t we iterate the particles using the system dynamics,
i.e.

ξt+1
k := α̃0ξ

t
k + εkt+1

with εkt+1 i.i.d. Gaussian with mean 0 and variance σ∗.
Every particle represents one possible trajectory and after

the last (T th) iteration we can calculate how many particles
are identical with our observation. Based on this, our estimate
for the probability in (4) is by the relative frequency

∑N
i=1 I(ξ

0
i = y0, . . . , ξ

n
i = yn)

N
,

where the numerator represents the number of particles which
results the same observations for every time and the denom-
inator N is the total number of particles used. In theory this
fraction converges to the value (4) as N → ∞, however, in
practice, especially in case of long, multidimensional trajec-
tories we have to use an extremely large number of particles,
because after each step the number of matching trajectories
will always be decreased by the same ratio in average.

However, PFs with resampling (based on our current obser-
vation) are more promising, especially when combined with
importance sampling [6]. We can decrease the number of
useless (not identical with the observation) particles, and in-
crease the number of useful (matching the observations) ones.
The main point is that, in this way, the number of particles
required will not depend on the length of the trajectory. PFs
with resampling work well for estimating the density of XT

conditional to the observations Y0, . . . , YT . But during the
resampling procedure the ratio between the number of good
and bad particles gets lost and the estimation of the probability
for the whole observed trajectory does not work in the obvious
manner.

Here we briefly describe how one can calculate the proba-
bilities between state transitions: although at each step certain
particles do not match the observation and hence drop out from
the cohort (as they are resampled with probability 0). One
can ‘blow up’ the remaining cohort resampling M ‘matching
particles’ (respecting the overall distribution of particles) to
size N again. Getting more into the technicalities, this involves
a discretization of the state space [Yt − 1/2, Yt +1/2] using a
suitable mesh size; then one has to calculate how many of the
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matching particles fall into the respective intervals and from
this one can create a new cohort of N following the same
distribution as the previous M particles.

We can approximate the distribution of these particles by
dividing the set of the possible observations into Q intervals
J1, . . . , Jq and calculate the number of matching particles (ξ∗k)
in every interval.

f(q) =

∑
k I(ξ

∗
k ∈ Jq)

N
, q = 1, . . . , Q. (5)

The limit of f(q) is the distribution of the hidden states as the
number of particles and the number of subintervals approach
infinity.

Let us note the approximated distribution of the particles
after the resampling with g(i). There are no known theoretical
connection between f(i) and g(i). g(i) can be calculated easily
in the same way as in equation (5).

Our aim is now to preserve the distribution of the particles.
We can introduce the following operator, which is how the
resampling step alters the distribution of the cohort:

ν(f(q)) = g(q) (6)

That transform f(q) into g(q). It can be easily seen that ν is
always invertible and we can use ν−1 to restore f(q) from
g(q).

All we have to do is to set the weights in interval Jq to
ν−1(g(q)). After this step the weighted sum in interval Jq
will be equal to the probability that the hidden state will be
an element of interval Jq .

f(q) =
∑
k

wt
kξ

t
kI(ξ

∗
k ∈ Jq) (7)

where ξtk are particles after the resampling step and wt
k

represents the weight of the particle.
The mesh size (Q) is another parameter to be optimized for

concrete test runs. An optimal mesh size can be approximated
offline for every known model. We also have to note that when
the mesh size is Q = 1, we will have the simple method
with resampling, the regular bootstrap filter, where we do
not alter the weights of the cohort. We do not have to alter
bootstrap filters to expand the number of good particles after
a resampling (because this is what resampling does). If all the
weights are zero outside the given interval, only N particles
within the interval can be selected, however some particles will
be selected repeatedly and they will be overrepresented in the
current distribution (it is also possible that some particles will
not be selected. They will be underrepresented). We will not
alter the distribution of the particles, we will alter the weights
and with this the distribution that the particles are forming.
This way the distribution of the particles is the same as in
case of the regular boostrap filter, whose convergence has been
proved in [7].

In this way we can calculate probabilities of trajectories
as well as integrals of (3) using PFs with resampling, which
makes the number of particles to be used exponentially less.

From this point on we follow the EM method: having
calculated the integral in (3) using α̃0 as a parameter, one
may get α̃1 solving (3), then iterate the procedure to get better
and better approximations α̃l of α̂n, where l is the number of
iterations performed.

This way we can mix the advantages of probability calcula-
tions with the fast, parallel computation possibility of bootstrap
filters.

V. SIMULATIONS AND RESULTS

We have created a virtual machine to test the usability of our
method in practice. We have simulated different AR(1) pro-
cesses and we have tried to estimate the parameters according
to the previously described algorithm. We have repeated every
measurement 10000 times and calculated the absolute error as
an average to eliminate the noise of our measurements.

Our results can be seen in tables I and II. It can also be seen
that the use of importance-sampling leads to a much lower
error, especially in case of a large number of particles. These
low errors (we can approximate α with error ±0.001) may be
accurate enough to be used in case of real life problems.

With this type of calculation one iteration of α̃l with 1000
particles and over a 100 steps long trajectory could be calcu-
lated in 4.6 seconds on a single core architecture. On a four
core architecture the execution speed can be further decreased:
the same estimation can be calculated in 1.8 seconds on an
Intel Q9600 CPU.

The main advantage of our method is that almost every step
of the algorithm (including the time consuming resampling
step) is parallelizable, hence on a proper architecture such as
an FPGA, GPU or digital-CNN architecture the computation
speed could be further decreased, see [8].

In case of the method without resampling, α̃l can not be
estimated with 1000 particles at all, because in most of the
cases there are no trajectories that will match our observations.
For the current model and for a trajectory of length 100 the
PF with resampling could calculate the probability with 300
particles with the same accuracy as a PF without resampling
with 10000000 particles. This shows how drastically resam-
pling decreases the number of effectively used particles. While
we keep all of the particles and the computational power
efficient, for a longer trajectory the computation time will
increase linearly (instead of the exponential growth of the
normal method), because the number of the efficient particles
is not decreasing.

The biggest problem in case of this algorithm is that we
have no information about α. If the distance between the real
value and our initial value is too large there will not be any
particles matching the observation. To avoid this we can restart
our algorithm with another parameter, however this takes an
extra iteration. To avoid this extra calculation and further speed
up our algorithm we can extend our model and add α̃0 as a
parameter, this way we can start our algorithm with multiple
values of α̃ and the parameters not matching the observations
will be filtered out during the iterations by the resampling step.
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VI. CONCLUSION

This short note describes a method that performs probability
calculations using the fast, parallel computation possibility of
bootstrap filters. The processing speed of our method depends
linearly on the trajectory length and its accuracy increases with
it. In previous methods and solutions either the accuracy did
not change without the exponential increase of computational
costs or the running time depended exponentially on the
length of the trajectory. Our method fits ideally multicore
architectures such as an FPGA, GPU or digital-CNN hence
one could create a device that can solve this difficult problem
in real-time with low power consumption.
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VII. TABLES

NumP 1000 1000 1000 1000 2000
Div 10 20 50 50 20

TrajL 100 100 100 500 500
I1 0.1472 0.0682 0.0672 0.0103 0.0141
I2 0.1263 0.0680 0.0672 0.0085 0.0125
I3 0.1080 0.0678 0.0672 0.0054 0.0114
I4 0.0860 0.0675 0.0669 0.0031 0.0112
I5 0.0750 0.0673 0.0669 0.0027 0.0110
I6 0.0724 0.0672 0.0666 0.0025 0.0110
I7 0.0722 0.0666 0.0665 0.0025 0.0110
I8 0.0719 0.0666 0.0658 0.0025 0.0110

TABLE I
THE FIRST ROW CONTAINS THE NUMBER OF PARTICLES (N ), THE SECOND

ROW CONTAINS ’HOW FINE’ THE INTERVAL OF THE OBSERVATION WAS
DIVIDED (Q) FOR THE DISTRIBUTION ESTIMATION, THE THIRD ROW IS

THE LENGTH OF THE TRAJECTORY (n) AND THE ROWS BEHIND THIS ARE
THE ERRORS TO EVERY ITERATION OF THE EM METHOD (ITERATIONS

1–8). THESE EXPERIMENTS WERE DONE USING THE
IMPORTANCE-SAMPLING METHOD.

NumP 1000 1000 1000 1000 2000
Div 10 20 50 50 20

TrajL 100 100 100 500 500
I1 0.0847 0.1152 0.1661 0.1363 0.2127
I2 0.0826 0.0991 0.1524 0.1022 0.2056
I3 0.0801 0.0976 0.1471 0.0782 0.1948
I4 0.0790 0.0958 0.1439 0.0475 0.1866
I5 0.0782 0.0951 0.1393 0.0189 0.1820
I6 0.0771 0.0948 0.1373 0.0091 0.1748
I7 0.0762 0.0910 0.1274 0.0085 0.1647
I8 0.0750 0.0908 0.1268 0.0084 0.1629

TABLE II
THE FIRST ROW CONTAINS THE NUMBER OF PARTICLES (N ), THE SECOND

ROW CONTAINS ’HOW FINE’ THE INTERVAL OF THE OBSERVATION WAS
DIVIDED (Q) FOR THE DISTRIBUTION ESTIMATION, THE THIRD ROW IS

THE LENGTH OF THE TRAJECTORY (n) AND THE ROWS BEHIND THIS ARE
THE ERRORS TO EVERY ITERATION OF THE EM METHOD (ITERATIONS

1–8). THESE EXPERIMENTS WERE DONE WITHOUT USING THE
IMPORTANCE-SAMPLING METHOD.
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Abstract—In an interesting class of computationally intensive
problems, where a partial differential equation has to be solved
over the discretized points of a mesh, a dedicated arithmetic unit
can be implemented in FPGA to accelerate computations. The
overall performance of the accelerator highly depends on the
operating frequency of the arithmetic unit, which can be limited
by the long controlling signals. In the paper a data-flow graph
partitioning algorithm is presented to design a locally distributed
control to the arithmetic unit, which can be efficiently mapped
to the FPGA and operate at high frequency. Partitioning and
placement aspects of the design are investigated to obtain a
high-speed circuit. The algorithm is demonstrated during the
automatic circuit generation of a complex partial differential
equation.

Keywords-data-flow graph partitioning; FPGA; floorplan

I. INTRODUCTION

Computational problems defined on a mesh can be effi-
ciently accelerated by FPGAs. In this type of problems a
mathematical expression has to be evaluated continuously and
many times over different points of a mesh. The implemented
circuit can be decomposed to a memory interface and an
arithmetic unit. Our primary aim is to automatically map the
given mathematical expression to the FPGA by replacing every
mathematical operation with a standard Xilinx floating-point
IP core. A mathematical expression related to a Computational
Fluid Dynamics (CFD) [1] problem is used as a test case.

To reach high operating frequency the arithmetic unit shall
be partitioned and a local control unit should be assigned
to every cluster. Our approach significantly differs from low
level partitioning techniques as we partition the IP components
at system level to help the standard Xilinx synthesis and
place and route tools to exploit the local connectivity of the
floating-point execution units. In a previous work [2] it was
demonstrated that the ideal partitioning minimizes the number
of the cut nets and the number of I/O connections of the
clusters is less than roughly 10. The latter constraint will
guarantee that the signals of the control unit will have tolerable
fanout and will not decrease the operating frequency of the
rest of the circuit. In a previous work [3] a new placement
aware partitioning strategy was proposed and compared to
traditional algorithms. In this work an improved placement
algorithm is proposed which can inherently avoid deadlock
and handle more objectives.

II. CONSTRAINTS AND OBJECTIVES

A. Minimize the number of cut edges and constrain the
number of IO connections of each cluster

The number of cut edges can be minimized and the number
of the I/O connections of each cluster can be constrained by
common graph partitioning techniques [4] [3]. The number of
cut nets is minimized to reduce the extra area requirements of
the circuit while the number of I/O connections of each cluster
is constrained to limit the fanout of the control signals. If a
control has a small fanout, the desired operating frequency of
the given cluster can be reached.

B. Minimize the length of the longest interconnection between
the clusters

Usually the long or high fanout interconnections cannot
meet the timing requirements during routing procedure. Clus-
ters which are connected to each other via the synchronizing
FIFO buffers shall be placed close to each other to avoid long
interconnections. If long interconnections cannot be avoided
the only way to keep the timing requirements is to split up
the control signals by extra pipeline registers. Unfortunately,
splitting the control signals increases the latency of the control
and it has to be redesigned to operate on data bursts.

C. Deadlock

Naive partitioning techniques, which only minimize the
number of cut nets, can create clusters which mutually depend
on each other even if the original graph is acyclic. This
problem does not arise if the control logic has an enable
signal connected to every single floating point unit to halt
the operation, however the usage of the enable signal is not
favorable in high performance implementations due to its
high fanout. In our architecture there is no enable signal and
only the synchronizing FIFO buffers are monitored. A cluster
only starts to operate if all of its inputs (and outputs) are
ready, therefore the mutually dependent clusters will never
start (deadlock). Using traditional partitioning techniques the
deadlock-free partitions have to be manually selected from a
number of trials.

D. Pipeline length

The overall pipeline length of the arithmetic unit can be
computed by finding the longest directed path in the graph
depicting the connections between the clusters. The pipeline
length has effects on both performance and circuit area. In case
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of large CFD problems, where the arithmetic unit has to exe-
cute a lot of operations during even one time step the effects on
performance can be negligible. However effects on circuit area
cannot be neglected because longer pipeline length requires
longer FIFO buffers to guarantee continuous operation. Naive
partitioning strategies cannot minimize pipeline length while
in our framework this objective can be also considered.

III. FRAMEWORK AND ALGORITHM

The main idea of the algorithm is to combine the partition-
ing and the placement objectives in a two-step procedure. In
the first step an initial and simplified floorplan of the floating
point units is created with simulated annealing to minimize
the distance between the connected floating point units. In the
second step the floorplanned floating point units are partitioned
by another simulated annealing to minimize the previously
described partitioning objectives.

A. Preprocessing and layering

The mathematical expression to be implemented is de-
scribed in a text file, where inputs, outputs, and internal
variables are also defined. In the first step the input file is
parsed and a data-flow graph representation of the mathe-
matical expression is created. Every mathematical operator is
represented with a vertex and has an associated delay which
will be the pipeline length of the corresponding IP core in the
implemented circuit.

In the next step a layering [5] is performed, in which the
data-flow graph is converted to a special bipartite graph. In
this bipartite graph every vertex is associated with a vertical
level and each arcs in the graph directs immediately to the
next level.

Definition 1: L = {l1, l2, ...} layering is a partition of the
V vertices of the G(V,E) directed graph such that

∀(u, v) ∈ E and u ∈ li → v ∈ li+1.

A layering can be generated via a breadth-first-search in linear
time [5] by splitting up the arcs, which span more than one
level, with extra delay vertices. An example layering is shown
in Figure 1. The layering of the graph is an artificial restriction
on the placement and the partitioning of the graph. Vertices
can only be moved horizontally during the placement, and the
representation of the clusters also depends on the structure of
the layers. Evidently, this restriction can leave out the opti-
mal solution from the search space, however, it significantly
decreases the representation costs of the placement and the
partitioning and makes the application of simulated annealing
possible.

Fortunately, the layering has several other benefits beside
the simplification. First of all, it naturally comes from the
observation that it is good to cut the graph horizontally if the
vertices have nearly the same delay and the minimal pipeline
length can be preserved. The second benefit of the layering
is that a simple and sufficient criterion can be formulated
to check the existence of deadlocks during the simulated
annealing.

Fig. 1. A simple data-flow garph and its layered version

Finally, in physical implementation extra vertices are im-
plemented as shift registers (extra vertices inside one cluster
are joined) which hold the data for the proper number of
clock cycles. From the aspect of performance it is advanta-
geous because smaller interconnections help to keep timing
requirements.

B. Floorplan with simulated annealing

In our current experiments a simplified homogeneous floor-
plan was used where every vertex has a unit width and the
different types of resources are not distinguished. The blocks
in one layer are represented by their sequence which is the 1D
version of the famous sequence pair representation [5]. This
representation is appropriate for ASIC floorplanning, however
in case of FPGAs, where empty spaces inside the design
are favorable some extensions are required to handle extra
spaces. In our algorithm we introduce bubble vertices to hold
empty spaces inside the design. Additional vertices increase
the complexity of the problem, therefore the number of the
bubble vertices on each layer is limited.

During each move of the simulated annealing algorithm the
sequence of the vertices of one layer is perturbed. Layers
are selected with probability proportional to the number of
vertices(Nl) they contain. In the selected layer(l) one vertex
is selected with probability (1/Nl + 1) or a bubble is created
with probability (1/Nl + 1). If a normal vertex is selected, it
will be swapped with one of its neighbor or if a bubble vertex
is selected, it will be resized by one.

Initial sequences of the simulated annealing are computed
with the Barycentre heuristic [6] which tries to minimize the
edge crossing in a layered digraph.

During simulated annealing the linear combination of the
following three objective functions were used:

1) Total squared distance (TSD) of the connected vertices:
This objective minimizes the distance between the connected
vertices. This objective automatically avoids long interconnec-
tions between the clusters. Distance between two vertices are
determined according to their horizontal coordinates:

distance(A,B) :=

{
(xA − xB)

2 if A and B are connected
0 otherwise

where xA and xB are the horizontal coordinates of vertex A
and B respectively.
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Fig. 2. Partitioning and floorplan of a layered graph generated from a mathematical expression related to CFD

2) Maximum distance (MD) between vertices which have
a common input: This objective tries to place those vertices
close to each other which have a common input. These cases
are treated more carefully because the interconnecting signals
have larger fanout.

3) Maximum interconnection length(MIL): In practice the
length of the longest interconnection is more important than
the TSD because usually the longest interconnection has a
large delay explicitly limiting the operating frequency.

The result of the simulated annealing in case of a complex
mathematical expression related to CFD is shown in Figure 2.
In our experiments the following coefficients were used in the
global objective function: TSD=0.2, LLI=6, MIL=3.

C. Partitioning

To use simulated annealing for graph partitioning a good
representation is needed in which the cost of the partitioning
and the quality of the search space are balanced. In the
following, for simplicity, partitioning is represented by vertex
coloring.

Restrictions: In our approach the layers of the graph are
grouped to belts and each belt is colored separately; vertices
of the same color must be on the same belt. This restriction
significantly reduces the complexity of the problem and has
the same advantages and disadvantages as layering. In our
framework the height of the belts can be adapted by the user
to the given mathematical expression.

One of the main benefits of this restriction is that two
simple criteria can be formulated against deadlocks caused
by partitioning.

Theorem 1: If the graph is layered, clusters are separated
by the belt boundaries and the following two criteria hold, no
deadlock is possible in the partition:

• Inside the belt only the neighboring clusters are con-
nected.

• Inside the belt there is no mutual dependency between
the neighboring clusters.

For a proof it shall be observed that no directed cycles can
be present in the graph depicting the connections between the
clusters.

Representation: The main motivation of the partitioning is
to find a partition in which the clusters are locally connected
and can be efficiently mapped to the FPGA. Hereby, we
present a novel representation, which represents only valid
partitions, in which clusters can be covered by continuous
non-overlapping regions.

Validity of a partition can be guaranteed if every vertex
inherits its color from one of its neighbors or is painted with
a unique color. As the vertices have uniform sizes the direction
of the inheritance can be described with a spin associated to
every vertex. (See orange arrows and cluster 2 in Figure 2.)

The possible spins values are the following:
• LEFT : Vertex will inherit color from the left neighbor.
• DOWN : Vertex will inherit color from the bottom

neighbor.
• UP : Vertex will inherit color from the upper neighbor.
• RESET : Vertex will be painted with a unique color.
Coloring: Each belt is colored separately. The algorithm

starts from left and in every iteration one column of vertices
is colored. Columns are computed based on the horizontal
position of the vertices, therefore, in a worst-case scenario,
if all the vertices have different position, the algorithm needs
O(N) steps to complete.

Vertices in a column are colored according to their spins
from top to down. If no trivial coloring is possible, the color
of the lowest vertex is reseted and the rest of the vertices
in the column are revisited in a bottom-up order. With this
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bidirectional visiting order both DOWN and UP spins can take
effect. The results of the coloring is shown in Figure 2. Vertices
with negative ID denote bubble vertices.

In each iteration the spin of one vertex of one layer is
perturbed and the affected belt is re-colored. In our framework
the linear combination of the following objectives is used to
guide the simulated annealing.

• Number of cut arcs
• Maximum number of cut arcs which belong to the same

cluster (maximum cluster IO)
• Number of clusters
• Number of connection between non-neighboring clusters

which are on the same belt
• Number of mutual dependencies between neighboring

clusters which are on the same belt

IV. IMPLEMENTATION RESULTS

The circuits were implemented on a Xilinx Virtex-6 FPGA
(XC6VSX475T) with speed grade -1. FIFOs and floating-point
units were generated by the Xilinx Core Generator [7]. As a
reference an unpartitioned and a fully partitioned version of the
arithmetic unit were also implemented. In the latter case every
vertex formed a separate cluster. Partitioning results, resource
utilization and operating frequencies are compared on Table I.

Pipeline length is 100 clock cycles in the reference cases,
where the longest weighted path in the data-flow graph is
not perturbed by the partitioning. In the optimized case un-
favorable clustering of some of the vertices of the critical
path increased the latency of the pipeline, however, it is still
tolerable from the aspect of performance. The least FIFOs
are needed in the unpartitioned case because only inputs and
outputs have to be buffered. Despite the different pipeline
lengths, the FIFO requirements do not differ significantly in
the other two cases, which is favorable from the aspect of area
requirements.

Latency differences of the inputs of a cluster can be ab-
sorbed in the FIFO buffers, however, inside the clusters there
are no buffers and every data has to arrive precisely. During
VHDL generation every cluster is checked and extra delays
are added to equalize latency differences of the inputs of the
vertices. Naturally, in the fully partitioned case no extra delays
are needed because clusters contain only one vertex.

In Table I the cut arcs (outside) which connect operators
with IO and the ones (inside) which connect operators to
other operators are distinguished. In the unpartitioned case the
number of cut arcs trivially equals with the number of inputs
and outputs. Partitioning can cut input hyperarcs of the graph,
which increases the number of the cut arcs outside the graph.
The number of cut nets in the other two cases are roughly
the same. This can be explained by the added extra delays,
which significantly increased the size of the graph. According
to these measurements the extra area requirements caused by
the layering were compensated by the smart partitioning.

Finally, area requirements using the proposed algorithm are
in the range of the fully partitioned case but the operating
frequency is 15% higher.

TABLE I
PARTITIONING AND IMPLEMENTATION RESULTS OF THE CFD GRAPH.

Unpartitioned Fully-partitioned Optimized
Pipeline length 100 100 128

FIFO depth

32 23 68 60
64 0 18 27

128 4 6 3
TOTAL 27 92 90

Extra delay vertex 26 0 33
Num. of clusters 1 44 19
Max cluster cut 27 6 10

Cut arcs
Outside 27 46 38
Inside 0 46 52
Total 27 92 90

Area
FF 41,664 48,591 50,775

LUT 31,384 37,297 38,869
DSP 244

Frequency (MHz) 251,889 279,33 321,44

Improvement 100% 110,89% 127,61%
100% 115,08%

V. CONCLUSION

It has been demonstrated that to design an arithmetic unit
which consists of locally controlled groups of floating point
units both partitioning and placement aspects have to be
considered. To solve this problem a framework has been given,
in which the partitioning is based on an initial floorplan
of the vertices of the layered data-flow graph of the input
mathematical expression. In the partitioning step a novel graph
partitioning representation has been used to represent only
valid clusterings, in which clusters can be covered by continu-
ous and non-overlapping regions. Beside the valid clusters the
algorithm can minimize the number of cut nets and guarantee
deadlock-free partitions. The algorithm was tested by imple-
menting a complex CFD related mathematical expression and
15%-27% performance gain was achieved compared to the
non-partitioned or the fully partitioned versions.
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Abstract—The ventral occipito-temporal cortex plays a 
critical role in the perception of written words. Previous 
functional magnetic resonance imaging studies suggested that in 
the ventral occipito-temporal cortex (with a left hemisphere 
dominance), words are encoded through a posterior to anterior 
hierarchy of neurons tuned to increasingly more complex 
orthographic features, such as single letters, bigrams, and 
possibly whole words. In line with this, the results of 
neurophysiological research revealed that visually presented 
letters and words evoke a left hemisphere lateralized N1 
component, which part/component of orthographic feature 
processing is reflected in N1 is still an unresolved question. Here 
we investigated this issue by measuring how word rotation –
which is known to impair parallel letter processing and thus 
results in serial letter-by-letter reading – affects the N1 
component. Our stimuli consisted of: 1. horizontal words 
composed of vertical letters (HW-VL, the control condition); 2.
vertical words composed of horizontal letters (VW-HL); 3. 
horizontal words composed of horizontal letters (HW-HL). It was 
found that N1 amplitudes over the right hemisphere were 
strongly increased both in the HW-HL and VW-HL conditions. 
The latency of N1 was also affected by rotation: N1 peaks, 
especially over the right hemisphere, were delayed in the HW-HL 
condition compared to the other conditions. These results suggest 
that the left hemisphere N1 component of the ERP responses 
reflect both single letter as well as global, whole word 
orthographic processing, whereas the right N1 might be 
associated primarily with the visual processing demands at the 
stage of single letter processing.

Keywords-visual word perception, reading, event-related 
potentials, hemispheric lateralisation

I. INTRODUCTION
Reading requires the sophisticated coordination of different 

perceptual processes  with  cognitive  and  motor  control.  One 
basic  component of  reading is  the brain's capacity of  fast  and 
effective  recognition  of common visual  objects like  faces  or 
visual words.

What  enables  us  to  recognize  objects  is  a  hierarchical 
neural  circuitry  located  in  the occipital  and inferior  temporal 
cortex. For  example,  functional  magnetic  resonance  imaging 
studies  indicate  that  faces  elicit  a  distinct  pattern  of  neural 
activity in the so-called Fusiform Face Area (FFA) in the right 
hemisphere [1]. Regardless of the debated origin and nature of 
this specialisation,  it  is undoubtable  that  faces are subject  to a 
high degree of perceptual expertise  in humans. Given  that  the 
information  processing  capabilities of  the  visual  system is 

finite,  it  is obvious  to  suggest that  this  kind  of  perceptual 
expertise  must  be  more  pronounced  in  case  of  usual 
realizations  of  these  object  classes.  For  example,  it  has  been 
shown  that  inverting  faces  delay  and  impair  recognition [2].
This  inversion  also  alters  the  neural  signature  of  face 
processing, i.e. delays and increases the negativity of the N170
component [3].

Similarly,  words  are  also  important  and  frequently 
encountered visual stimuli. Therefore, the visual system of the 
adult reader is capable of fast and efficient recognition of visual 
words  of  usual  format.  As  clarified  by  imaging  studies, the 
neural  substrate  of  this  ability is a  posterior  to  anterior 
hierarchy  of  neurons  tuned  to  increasingly  more  complex 
orthographic  features,  such  as  single  letters,  bigrams,  and 
possibly whole words.  This  system  is  located  in  the  fusiform 
gyrus as well – more specifically, in the so-called Visual Word 
Form Area [4] – but  in  contrast  to  faces, word-related  neural 
activations tend to be left-lateralized [5]. The EEG correlate of 
orthographic processing  is  a  left-lateralized temporo-occipital 
negativity in the 150-170 ms time window[6].

As  in  the  case  of  faces,  studying  the  effects  of  format 
alteration can refine our knowledge about the mechanisms and 
neural  background  of  visual  word  recognition.  As  deviation 
from  the usual  format  increases  above a  critical degree, word 
length  effects  emerge  in  reaction  times  and  naming  latencies,
because the effective and fast neural mechanisms are disrupted
and  the  visual  system  shifts  towards  a  slower,  letter-by-letter 
approach [7].  This  study  aims  at  exploring  the 
electrophysiological signatures of  these  two processing modes 
by using rotated word stimuli.

II. MATERIALS AND METHODS

A. Subjects
17  healthy right  handed young  adults  participated  in  this 

study. All  of  them  had normal  or  corrected-to-normal  vision, 
none  of  them  had  any  history  of  neurological  or  psychiatric 
diseases. All participants gave informed consent.

B. Stimuli and Procedure
The stimuli were 4 and 5 letter Hungarian nouns from two 

semantic categories (living and non-living), presented centrally 
on a TFT screen using a monospace font (Courier New), so that 
they  subtended  about  2  degrees  of  visual  angle along  their 

Pázmány Péter Catholic University Ph.D. Proceedings 2012



66

longer dimension. A small blue fixation dot was always present 
in the center of the screen. The background was middle grey.

In  the  control experimental  condition,  the  stimuli  were 
presented in the usual format – horizontally, with upright letters 
(Horizontal Words with Vertical  Letters, HW-VL,  see  Figure 
1A). In  the second condition,  the words were rotated counter-
clockwise  by  90°  (Vertical  Words  with  Horizontal  Letters, 
VW-HL, see Figure 1B).  In the third condition, the words were 
presented horizontally  such that each  individual  letter  in them 
was rotated around its own centroid by 90° counter-clockwise 
(Horizontal  Words  with  Horizontal  Letters,  HW-HL,  see 
Figure 1C).

The  subjects  were  seated  in  a  dark  room,  their  head 
supported by  a  chin  rest  in a distance of 50  centimeters from 
the  screen.  The  experiments  were  conducted  in  5  runs,  each 
lasting cca. 8 minutes, with  some minutes of  rest in between. 
Within    runs,  the  orientation  of  the  words  was  constant. The 
first four were HW-VL and VW-HL runs; in the last run, HW-
VL and HW-HL trials alternated in a randomized way. In half 
of  the  trials  of  the  first  four  runs, words were presented with 
flanking text – these trials are not included in this report.

In  each trial,  a  word was  presented  for  800 milliseconds, 
and  after a pause of  500 milliseconds,  the  fixation dot briefly 
flashed  in  green.  This  was  a  cue  for  the  subjects  to  respond 
with a mouse button press, indicating which category the word 
they  had  seen  belonged  to. The  response  interval  was 
maximized  in  2  seconds. The length  of  the inter-trial-interval
(ITI, starting from the time of the response or from the end of 
the  response  interval) was  chosen  from  a  uniform probability 
distribution between 1250 and 1750 milliseconds. After every 
third trial  an  additional  650 ms  of  pause was  added with  the 
fixation dot  turning red, and  the  subjects were asked  to  try  to 
blink only during this period.

Stimulus presentation and subject response registration was 
implemented  in MATLAB using PsychToolbox version 3 [8], 
[9].

C. Electrophysiological and Behavioral Measurements
EEG  was  acquired  using  64  electrodes  (Brain  Products 

ActiCap; amplifier: BrainAmp MR) mounted on an elastic cap 
according to the extended 10/20 system. The sampling rate was 
500  Hz and the  signal  was  digitized  using an  external  D/A
converter supplied by Brain Products and recorded by the Brain 
Vision  Recorder  software.  Eye  movements  were  recorded 
using  IView  X  Hi-Speed  (SensoMotoric  Instruments)  at  a 
sampling rate of 240 Hz. 

D. Analysis
Task  performance  of  the  participants was  assessed with  a 

one-way repeated measures ANOVA.

Preprocessing of the EEG signal was done in Brain Vision 
Analyzer. The signal was bandpass filtered (Butterworth zero-
phase  filter,  0.1Hz-30Hz,  12  dB/octave)  and  segmented. 
Segments  containing  artefacts  were  marked using  amplitude, 

amplitude difference and voltage step thresholds and by visual 
inspection; these segments were not used in further analyses.

Data  were imported  to  Matlab,  and surface  Laplacian 
approximations  of  the  scalp  current  density  was  calculated 
using the CSD Toolbox[10] (spline flexibility m=4, smoothing 
λ=10-5,  maximal  degree  of  Lagrange  polynomials  =  10).
Artefact-free  segments  were  baseline-corrected  and  averages 
for  conditions  of  interest  were  computed  for  each  subject. 
Channels  P7,  P8,  PO9  and  PO10  were  used  in  the  ERP 
analysis. On the subject averages, P1 and N1 component peaks
were detected semi-automatically.

The amplitudes and latencies of the P1 and N1 component 
were entered  into a  repeated-measures ANOVA using within-
subject  factors CONDITION (3  levels: HW-VL, VW-HL and 
HW-HL), electrode SITE (2 levels: P7-P8 and PO9-PO10) and 
HEMISPHERE  (2  levels:  P7-PO9  for  Left  and  P8-PO10  for 
Right). The  Greenhouse-Geisser  correction  for  violation  of 
sphericity was applied where necessary. Post-hoc comparisons 
were conducted using Tukey's Honestly Significant Differences 
test. Simple lateralization indexes as differences of amplitudes 
between  pairs  of  electrodes  were  compared  in  the  same 
manner, excluding the HEMISPHERE factor.

III. RESULTS

A. Behavior
Error rates were very small for all subjects (<1%) and did not 
differ across conditions.

B. Electrophysiology
The  topography  and  lateralization  of  the  N1  component 

differed  significantly  across  conditions (CONDITION ×
HEMISPHERE × SITE: F(2,32)=7.74  ;  p=0.003).  Post-hoc 
comparisons  revealed  that  both  types  of  stimuli with  unusual 
formatting (VW-HL  and  HV-HL) elicited significantly  more 
negative N1 over the right hemisphere than normally formatted
HW-VL stimuli (p<0.001 for all comparisons). This difference 
was non-significant over left-hemisphere sites.

The  same  post-hoc  comparison  showed  significant 
lateralization effects, however, the site of lateralization was not 
entirely consistent.  In  the  HW-VL  condition,  the  N1  was 
significantly  left-lateralized  on  the  PO9-PO10  electrode  pair 
(p=0.001).  In contrast,  the  other  horizontal  word  condition 

Figure 1. Sample stimuli from the three conditions . A Horizontal Words 
with  Vertical  Letters  B Vertical  Words  with  Horizontal  Letters  C
Horizontal Words with Horizontal Letters
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(HW-HL),  evoked  right-lateralized N1  responses  (PO9-PO10, 
p=0.004). In case of vertical words (VW-HL), the N1 was also 
right-lateralized,  but  significant  differences  only  emerged  on 
the  P7-P8  electrode  pair. Comparing  lateralization  indices 
across  the  three  conditions  yielded  similar results,  i.e. both 
unusual-format  conditions  elicited significantly more  right-
lateralized  activity on  PO9-PO10 than  the  normal-format 
condition (CONDITION × SITE: F(2,32)=7.74; p=0.003, post 
hoc p≤0.003 for the comparisons implied above).

Regarding  the  timing  of  N1,  we  observed  significantly 
larger latency in the case of HW-HL stimuli compared to either 
of  the  two  other  conditions  (main  effect  of  CONDITION: 
F(2,32)=5.371; p=0.01, post hoc p<0.03). This difference was
more prominent on the right (n.s.).

The P1 component was significantly smaller over SITE P7-
P8 in the HW-HL condition compared to the VW-HL condition 
(CONDITION  ×  SITE:  F(2,32)=3.72;  p=0.04,  post  hoc 
p=0.03).  This  difference was mainly  evident  on P7,  still,  this
was  not  supported  by  a  three-way  interaction  involving  the 
HEMISPHERE factor.

IV. DISCUSSION

The results described above show that altering the format of 
visual  words  can  elicit  modulations  similar  to  the  face 
inversion effect. All format alterations caused an increase in N1 
response  amplitudes over  right  hemisphere  electrode  sites, 
which also resulted in right-lateralization of these responses, as 

opposed  to  left-lateralized  responses  in  the  normal-format 
condition (Fig. 2).

The right-lateralization of most of the effects may be due to 
several  factors.  First, some  authors  argue  that  the  fast  and 
efficient,  'parallel' mode of visual word processing might only 
be  available  in  the  left  hemisphere. In  contrast,  the  neural 
substrate  of  letter-by-letter  processing  is  present  in both [11].
This  asymmetry  might  be  due  to  more  direct  access  to 
phonological  and  semantic  representations  in  the  left 
hemisphere  [12]. Nevertheless, in the case  of  central 
presentation, despite the bilateral distribution of the response in
strictly  retinotopic, earlier  visual  areas,  the  processing  of 
visually  familiar  words can  benefit  from  asymmetric relay  to 
the left hemisphere [13]. This can account for the fact that only 
HW-VL stimuli evoked left-lateralized responses.

There  are also  more  general  theories of  hemispheric 
lateralization  that might  be  relevant. According  to  Dien [14],
higher-level sensory areas in the left hemisphere respond more
readily  to  predictable  stimuli whereas  the  right  hemisphere 
preferentially  responds  to  unpredictable (novel,  visually 
unfamiliar) stimuli. The results presented here are in line with 
this:  the  more  peculiar  the  stimuli  were,  the  more  right-
lateralized was the N1 in response to them.

The  latency  of  the N1  response only  differed  for HW-HL
stimuli, where,  as  opposed  to  the  other  two  conditions, letter 
axes were parallel with the direction of reading. This N1 delay 
is similar to that found in the case of face inversion, where the 
effect  is  attributed  to the disruption  of  first-order  relations 
between  constituent  features,  relations  according  to which we
are able to quickly distinguish faces from non-face stimuli [2].
By analogy, this could possibly mean that the relation between 
word  and  letter axis would be  an  important  cue of  'wordness' 
for  the visual system. This  is supported by  the non-significant 
but visible trend (Fig. 2) that N1 responses on the left are equal 
or smaller for HW-HL compared to normally formatted (HW-
VL) stimuli. However, clarifying  this  point  would  require 
further experiments.

V. CONCLUSION

These results support  the notion that altering the format of 
words disrupts the highly efficient word-level visual processing 
based on perceptual expertise, and causes the visual system to 
resort to a less efficient letter-by-letter mechanism. We suggest 
that  the  N1  component  of  the  ERP  responses in  the  left 
hemisphere reflects both  single  letter as well as global, whole 
word orthographic processing, whereas  the  right N1 might  be 
associated primarily with the visual processing demands at the 
stage of single letter processing.
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Abstract— It has been shown that face processing involves 
several regions of the medial and anterior temporal lobe, 
including the perirhinal cortex and the temporal pole. It was 
suggested that these face responsive temporal lobe regions -
located downstream from the well known fusiform face area -
represent the highest stage of face processing and are critical for 
face identity discrimination and memory. An unresolved question 
is whether and to what extent facial identity information in these 
higher-level temporal lobe regions is represented in an abstract, 
feature-invariant manner. Here we addressed this question by 
measuring fMRI responses to intact and noisy (phase 
randomized) face stimuli. It was found that fMRI responses to 
the noisy face images were strongly reduced as compared to the 
intact faces in both the medial and anterior temporal regions, 
even though identity categorization was easy both in the case of 
intact and noisy stimuli. In contrast to this, fMRI responses to 
noisy images in the occipital face area and in the fusiform face 
area (OFA and FFA, two cortical regions involved in the 
structural processing of faces) were not altered or only 
moderately reduced, respectively. This excludes the explanation 
of reduced medial and anterior temporal fMRI responses in the 
case of noisy images based on a diminished input from OFA and 
FFA. Our results revealed that face-specific responses in the 
medial and anterior temporal lobe are highly sensitive to the 
quality of structural/contour information of the face stimuli and 
thus provide evidence against an abstract, feature invariant 
representation of the facial identity information in these regions.

Keywords-face processing; fMRI; medial temporal lobe;
temporal pole; 

I. INTRODUCTION
Many  face responsive areas – including different  levels of 

face processing – have been already  identified  in humans and 
non-human  primates [1–5]. However,  we  have  no  evidence
whether and  to  what  extent these  face  specific regions  are 
sensitive to the quality of structural/contour information of face 
images. This  sensitivity  can  be  investigated  with  phase 
randomization  resulting  in  the  gradual  elimination  of  facial 
features [6],  [7]. Previous  electrophysiological  and 
neuroimaging  studies  revealed that  phase  randomization does
not modulate neural responses to visual objects  in the primary 
visual  cortex [7–10]. On  the  other  hand, noise  sensitivity 
increases along  the  ventral  pathway  from  V1  to  the  higher 
levels of visual hierarchy [9], [11], [12]. These results suggest 
that  strongest  sensitivity  to  phase  noise,  i.e. sensitivity  to
structural/contour  information  of  images  can  be  observed  in 
regions which  integrate information about  the global  structure 
of  the  stimulus [7],  [13],  [14]. A  further  study  related  to face 

processing  in  phase  noise  showed that the  presence of  phase 
manipulation does not  affect  the  fMRI  responses  in  face 
selective areas  in  inferior-occipital (OFA) and fusiform (FFA)
cortex involved  in  the  structural  processing  of  faces [15].
However, we do not have enough information about the noise-
induced modulation  of neural  activation  in  higher-order  face 
responsive regions.

It was suggested that face specific regions in the medial and 
anterior temporal lobe - including the perirhinal cortex and the 
temporal  pole - represent  the highest  stage of  face processing 
and are critical for face identity discrimination and memory [2–
5]. An unresolved question  is whether  these areas  tolerate the 
damage to structural/contour  information of  faces and to what 
extent facial identity information in these higher-level temporal 
lobe  regions  is  represented  in  an  abstract,  feature-invariant 
manner. Here we  addressed  this  question by measuring  fMRI 
responses to intact and noisy (phase randomized) face stimuli.

II. EXPERIMENTAL PROCEDURES

A. Subjects
Altogether  20  (one left-handed,  nine females, mean ±  SD 

age:  24  ±  4 years)  subjects  gave  their  informed  and  written 
consent to participate in the study, which was approved by the 
ethics committee of Semmelweis University. None of them had 
any history of neurological or psychiatric diseases, and all had 
normal or corrected-to-normal visual acuity.

B. Stimuli
In  the  fMRI session participants  viewed  images of  human 

faces and household objects and performed a one-back memory 
task. Face  stimuli  consisted  of  front-view  grayscale 
photographs of four male faces with neutral, happy and fearful 
expressions that were cropped to eliminate the external features 
(hair, etc.) (see Fig. 1). In their manipulated versions noise was 
added  to  the  original images  by  decreasing  their  phase 
coherence to 45% (55% noise) using the weighted mean phase 
technique [6], which resulted in the gradual elimination of the 
facial  cues  important  for  accurate  identity judgment.  Object 
stimuli consisted of grayscale images of three different objects
from four categories (cars, mugs, jugs, and fruits) chosen from 
the  Amsterdam  Library  of  Objects  Images  (ALOI)  database
[16]. All images were equated for luminance and contrast.
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Figure 1. The four male identities with neutral expression used in the fMRI 
and psychophysics experiments.

In  the  psychophysics  experiment these  control  and  noisy 
faces  were  presented  upright  and  upside-down  (inverted)  and
participants  performed  an  identity  categorization  task.  To 
equate task difficulty between the control and noise conditions 
we decreased  the  identity difference between  the four original
faces  in  the  control  condition  using  a  morphing  algorithm 
(Winmorph 3.01). First we generated an average face from the 
four  individual faces,  into  which  each  of  them was warped 
along  the  identity  axis to  create  intermediate  images. Morph 
level  and  phase  coherence  were adjusted  to  achieve  65% 
accuracy  and  were based  on  pilot  sensitivity  measures.
Morphed  faces  contained 75%  of the  average  face, while  the
noise level was fixed at 55% (45% phase coherence).

In  both  experiments stimuli were  presented  centrally  on  a 
uniform  gray  background  and  subtended 3×4  visual  degrees.
Stimulus  presentation was  controlled  by MATLAB  7.1.  (The 
MathWorks Inc.)  using  the Psychophysics Toolbox Version 3 
(PTB-3) [17],  [18].  In  the  psychophysics experiment,  visual 
stimuli were presented on a 26” LG LCD monitor at a refresh 
rate of 60 Hz and were viewed from 50 cm. In the case of the 
fMRI  experiment,  stimuli  were  projected  onto  a  translucent 
screen  located  at  the  back  of  the  scanner  bore  using  a 
Panasonic  PT-D3500E  DLP  projector  (Matsushita  Electric 
Industrial)  at  a  refresh  rate  of  60 Hz.  Stimuli  were  viewed 
through a mirror attached to the head coil at a viewing distance 
of 58 cm. Head motion was minimized using foam padding.

C. Procedure
The  fMRI  session included  two  block-design  scans,  each 

lasting 10 min. In  each  run 16-s-long  epochs of  control  faces
(CF),  noisy  faces  (NF)  and objects (O) were  interleaved with 
baseline  epochs, which  contained only  a fixation dot. Stimuli 
were presented with 0.5 Hz for 500 ms each. Blocks consisted 
of 6 control face, 6 noisy face, 6 object, and 19 baseline blocks,
making a total number of 37 blocks per run. During the fMRI 
experimental  session  subjects  performed  a  one-back  task  and 
reported the total number of one-back repetitions at the end of
the run (see Fig. 2).

Figure 2. Experimental  design  in  the  fMRI  session. 16-s-long  epochs  of 
control  faces,  noisy  faces  and  objects  followed  each other  in  random  order 
separated by baseline blocks.

In  the  psychophysics  session  subjects  performed  identity 
categorization in a four-alternative forced choice (4AFC) task: 
they were required  to  judge  the  identity of  the  face  images as 
accurately and fast as possible, indicating their choice with one 
of  the  keyboard  buttons. Before  the  experiment,  each  subject
was given a practice session to get familiar with the task. Each
trial began with a cue (1 deg) appearing just above fixation for 
100  ms  indicating  the  orientation  of  the  upcoming  stimulus 
(upright  or  inverted) and  was  followed  by  a  400-ms 
presentation  of the  face  with  a  stimulus  onset  asynchrony 
(SOA) of 500 ms. The response window was a maximum of 2 s 
but  was  terminated  when  subjects  responded.  Trials  were 
separated by an intertrial interval (ITI), which was randomized 
in  the  range  of  1800–2200 ms.  The  fixation  dot was  present 
throughout  the  trial.  Within  a  single  run,  the  2×2 conditions 
(control/noise  and  upright/inverted)  were  intermixed  and 
presented  in  random  order.  Each  participant  completed  two
runs, yielding 72 trials altogether for each condition.

III. DATA ANALYSIS

A. Behavioral Data Analysis
Responses and  reaction  times  (RTs) were collected during 

the  experiments. Accuracy  and RTs were  analyzed with  two-
way  repeated-measures  ANOVA with  condition  (CF  vs NF)
and orientation (Up vs. Inv) as within-subject factors. Post hoc 
t-tests  were  computed  using  Tukey  honestly  significant 
difference (HSD) tests.

B. fMRI imaging and analysis
Data  were  collected  at  the  MR  Research  Center  of 

Szentágothai  Knowledge  Center  (Semmelweis  University, 
Budapest,  Hungary)  on  a  3.0  tesla  Philips  Achieva  scanner 
equipped  with  an  eight-channel  SENSE  head  coil.  High-
resolution  anatomical  images  were  acquired  for  each  subject 
using a T1-weighted 3D TFE sequence yielding images with a 
1×1×1 mm resolution. Functional images were collected using
31 transversal slices (4 mm slice thickness with 3.5 mm × 3.5 
mm  in-plane  resolution)  with  a  non-interleaved  acquisition 
order  covering  the  whole  brain  with  a  BOLD-sensitive  T2*-
weighted  echo-planar  imaging  sequence  (TR=2  s, TE=30 ms, 
FA=75°, FOV=220 mm, 64×64 image matrix, 2 runs, duration 
of each run = 610 s).

Preprocessing  and  analysis  of  the  imaging  data  were 
performed  using SPM8  (Wellcome  Department  of  Imaging 
Neuroscience). The  functional images  were  realigned  to  the 
first  image  within  a  session  for  motion  correction  and then 
spatially  smoothed  using  an 8-mm  full-width  half-maximum 
Gaussian  filter  and  normalized  into  standard MNI-152  space.
The  anatomical  images  were  coregistered  to the  mean 
functional  T2*  images  followed  by  segmentation  and 
normalization to the MNI-152 space using SPM's segmentation 
toolbox. The  resulting  gray  matter  mask  was  used  to  restrict 
statistical  analysis  on  the  functional  files. To  define  the 
regressors  for  the general  linear model analysis  of  the data,  a 
reference  canonical  hemodynamic  response  function  was 
convolved with boxcar functions, representing the onsets of the 
experimental  conditions.  Low-frequency  components  were 
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excluded  from  the  model  using  a  high-pass  filter  with  128  s 
cutoff.  Movement-related  variance  was  accounted  for  by  the 
spatial  parameters  resulting  from  the  motion  correction 
procedure. The resulting regressors were fitted to the observed 
functional  time  series within  the  cortical  areas defined by  the 
gray  matter  mask.  Individual  statistical  maps  were  then
transformed  to  the  MNI-152  space  using  the  transformation 
matrices generated during  the normalization of  the anatomical 
images. The  resulting  β weights  of  each  current  regressor
served  as  input  for  the  second-level  whole-brain  random-
effects  analysis,  treating  subjects  as  random  factors. For 
visualization  purposes,  the  contrast (CF  > NF)  (see  Fig.  4A)
was superimposed  with  punc<3×10−3 threshold  onto  the 
population  average  landmark  and  surface  based  (PALS-B12) 
standard  brain  [19] using  Caret  5.62  [20]. Stereotaxic 
coordinates are reported in MNI space.

For  the region of  interest  (ROI) analysis  the  face-selective 
areas were defined  individually based on one of  the two  runs
(subjects were randomly assigned  to either of  the  runs, which 
was  counterbalanced across  subjects).  Areas  matching  our 
anatomical  criteria  and  lying  closest  to  the  corresponding 
reference  cluster  (i.e.,  clusters  from  the  random-effects  group 
analysis,  t(19)>3.9;  punc<5×10−4)  were  considered  to  be  their 
appropriate  equivalents  on  the  single-subject  level.  The 
location of the fusiform face area (FFA) and the occipital face 
area (OFA) were determined as areas responding more strongly 
to  control  faces  than  to  objects  (t(280)>3.9;  punc<5×10−4) or 
baseline (fixation dot) (t(280)>6.8; pFDR<10−4). It was possible to 
define  bilateral FFA (average  MNI  coordinates  ±  SD:  41±3, 
−50±5, −22±3 and −38±3, −49±5, −21±3 for  right  and  left 
hemispheres,  respectively) and  bilateral  OFA (42±3, −71±7,
−13±3 and −40±5, −74±6, −13±3) in  all  20  subjects. The 
superior temporal sulcus (STS) (61±7, −41±7, 7±4 and −58±5,
−49±6, 5±5),  the  medial  temporal  lobe  (MTL) (25±3, −8±3, 
−19±4 and  -22±3, −10±5, −16±3)  and  the  anterior  temporal 
pole  (ATP) (54±3,  5±5, −20±5 and  -54±3,  2±5, −20±5) were 
defined  as  the  areas  that  showed  significantly  stronger 
activation to  control  faces  than  to  noisy  faces  (t(280)>3.9; 
punc<5×10−4) and they  could  be  identified in  18  subjects. For 
the  remaining  two  subjects,  the  group-average  coordinates 
were taken from the random-effects group statistics (see Table
1 for coordinates). A time series of the mean voxel value within 
a  7-mm-radius  sphere  around  the  local  peak  of  the  areas  of 
interest was calculated and extracted (MarsBaR 0.38) [21] from 
the other  run  to  insure  independence and  the  same GLM was 
applied  to  the  data  as  used  in  the  whole-brain  analysis.  Beta 
values  were  estimated  for  each  ROI  and observer  to 
characterize the magnitude of the signal change. We performed 
a two-way  repeated-measures  ANOVA  for  each  area  with 
hemisphere  (R  vs. L)  and  condition  (CF  vs. NF)  as  within-
subject  factors.  In  case  the assumption  for  homogeneity  of 
variances  was  not  met,  values  were  first  rank  transformed
before being entered into the statistical  test, which is noted by
rANOVA  (rank  ANOVA)  when  detailing  statistical  results.
Post hoc t-tests  were  computed  using  Tukey  honestly 
significant difference (HSD) tests.

IV. RESULTS

A. Behavioral Results
Accuracy rate in the one-back task was 84.5 ± 11.5% (mean

± SD),  which  indicated  that the  participants  attended  to the 
stimuli during the scanning session as instructed.

In  the  psychophysics  session  face  identity  discrimination 
performance  did  not  differ  significantly  between the  control 
and noise conditions (no main effect of condition: F(1,19)=0.17;
p=0.68),  showing  that  task  difficulty  was  similar  in  the  two 
conditions. Moreover,  the  amount  of  face-inversion  effect 
(main  effect  of  orientation:  F(1,19)=92.4; p<10−8) - a  reliable 
marker  for  face-specific processing  - was also comparable  for 
the  two  stimulus  types,  indicating  that  noisy  faces  were  also 
discriminated  and  processed  face-like as  opposed  to 
discrimination  based  on  low-level  stimulus  features. Reaction 
times did not differ significantly in either of the cases (see Fig.
3).

Figure 3. Behavioral  results of  a  4AFC  identity  discrimination  experiment 
involving upright and inverted control (CF Up, CF Inv) and noisy faces (NF 
Up, NF Inv). The accuracy rate did not differ significantly between the control  
and  noise  conditions, indicating  that task  difficulty  was  equal  in  the  two 
conditions. The robust face-inversion effect was also comparable for  the two 
stimulus  types,  showing  that  noisy  faces  were  also  discriminated  and 
processed face-like. Reaction times were similar in all conditions and did not 
differ statistically. Error bars indicate ± SEM (N=20, ***p<0.0001).

B. Results of the fMRI experiment
Whole-brain  random-effects  analysis  of  the  fMRI  data 

revealed that  the  presence  of  phase  noise  did  not  affect  the 
fMRI  responses  in  the  inferior-occipital  (OFA)  and  the 
fusiform  (FFA)  cortex.  However, face-specific  areas  in  the 
temporal  lobe: bilateral  superior  temporal  sulcus  (STS),
bilateral  medial  temporal  lobe  (MTL),  and  identity-sensitive 
patches  in  the  right  anterior  temporal  pole  (ATP) showed
markedly  reduced  fMRI  activations in  the  noise compared  to
the  control condition  (t(19)>3.9; punc<5×10−4) (see Fig. 4A and 
Table 1 for more details).

TABLE 1. SIGNIFICANT FMRICLUSTERS

MNI 
Coordinates t(19) Value Cluster Size Area Label

26, -8, -18 5.85 156 Right MTL

-56, -48, 2 5.18 187 Left STS

-24, -8, -14 4.98 189 Left MTL

56, 2, -18 4.16 8 Right ATP

58, -36, 6 4.11 15 Right STS
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Figure 4. Results  of  the  whole-brain  and  ROI  analyses.  (A)  Areas  which 
showed stronger fMRI responses to the control relative to the noise condition 
in the right temporal lobe. Maps are displayed with punc<3×10−3 on the PALS-
B12 partially  inflated brain [19]. (B) Based on an independent measurement,
the  ROI  analysis, in  agreement  with  the  whole-brain  analysis, showed
significantly  higher  bilateral  MTL, STS  and  ATP  activation  for  control 
relative  to noisy  faces,  while  FFA  and  OFA  did not  show  any  significant
modulation (***p<10−4, **p<10−3,  *p<10−2; R, right; L, left).

As previous individual brain analyses highlighted the large 
amount of interindividual variability in the location of the face-
responsive areas in the ventral occipito-temporal cortex [1], we 
also performed an ROI-based analysis of the fMRI data in the 
face-selective regions (OFA, FFA, STS, MTL, and ATP) of the
occipital  and  temporal  lobes (for  ROI  definition,  see Section 
III). In agreement with  the results of the whole-brain random-
effects analysis,  the ROI analysis  (Fig. 4B) suggested that the 
noise-induced modulation manifested itself only in the highest 
stage of face processing located downstream from the fusiform 
face area, namely in  the perirhinal  cortex  and  in  the  temporal 
pole. We found significantly higher activations in bilateral STS
and bilateral MTL in the control relative to the noise condition 
(main  effect  of  condition:  F(1,19)=14.64;  p<10−3  and 
F(1,19)=12.78; p<2×10−3 for STS and MTL, respectively). In the 
case  of ATP the  effect  of  noise was more  pronounced  in  the 
right  hemisphere  (condition×side interaction was  marginally 
significant: F(1,19)=3.48; p<8×10−2). However,  the  fMRI 
responses in the presence of phase noise were either not altered 
or only moderately  reduced  for  face-specific areas  in  inferior-
occipital (OFA) and fusiform (FFA) cortex, respectively (main 
effect  of  condition:  F(1,19)=0.001;  p=0.93  and  F(1,19)=1.02; 
p=0.32 for OFA and FFA, respectively), which is in agreement 
with previous  findings [15]. It  was  also  found  that  the  fMRI 

response was significantly higher in  the right compared  to the 
left  hemisphere  in  the  case  of  FFA,  STS, and  ATP,
demonstrating the right-lateralization of face-processing (main 
effect of side: F(1,19)=1.96; p<2×10−2, F(1,19)=14.70; p<10−3, and 
F(1,19)=6.33; p<2×10−2 for FFA, STS, and ATP, respectively).

V. CONCLUSIONS

Our  results  revealed  that  face-specific  responses  in  the 
medial  and  anterior  temporal  lobe  are  highly  sensitive  to  the 
quality of structural/contour information of the face stimuli and 
thus  provide  evidence  against  an  abstract,  feature  invariant 
representation  of  the  facial  identity  information  in  these 
regions.

In  contrast  to  this,  fMRI  responses  to noisy  images  in  the 
occipital  face  area  and  in  the  fusiform  face  area  (OFA  and 
FFA, two cortical regions involved in the structural processing 
of  faces)  were  not  altered  or  only  moderately  reduced, 
respectively. This  excludes  the explanation of  reduced medial 
and  anterior  temporal  fMRI  responses  in  the  case  of noisy 
images based on a diminished input from OFA and FFA.

These  findings  also  suggest  that  investigation  of  the 
perceptual deficits in the case of noisy (phase randomized) face 
stimuli  might  provide  a  unique  opportunity  to  identify  the 
specific  role  of  medial  and  anterior  temporal  lobe  in  face 
processing.
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Abstract—A cross-flow microseparator device had been de-
signed and fabricated to filtrate larvae of Dirofilaria species from
intravenous blood samples applying monolithic polydimethyl-
siloxane (PDMS) microfluidic structures. The fabrication of
our microfluidic device is based on soft-lithography techniques
applying SU-8 epoxy based photoresist as molding replica. Since
the optical refractive index of PDMS is close to that of glass a
fast camera system, which is called Cellular Nonlinear Network
(CNN) based camera, can be integrated into the device to count
the number of nematodes population within liquid flow [1], [2].

I. INTRODUCTION

A cross-flow microseparator device had been designed
and fabricated to filtrate larvae of Dirofilaria species from
intravenous blood samples applying monolithic polydimethyl-
siloxane (PDMS) microfluidic structures. Number of veterinar-
ian dirofilariasis, which is caused by Dirofilaria (Nochtiella)
repens and Dirofilaria immitis, increases significantly also
in Europe. Every fifth pet contracts dirofilariasis in the
Mediterranean region, Southern and Eastern Europe, North
Africa and Asia. The vast majority of zoonotic filariae, which
are commonly found in the subcutaneous tissues, pulmonary
arteries and also within heart, can infect also humans. The
advantage of a nematode-filtering device can be reached with
collecting larvae from blood-stream without using parasiticides
or anthelmintics. Additionally, due to the biocompatibility of
the chosen materials and the shear-stress based separation a
significant percent of blood sample can be recyclable without
any kind of biological modification. Several diagnostic meth-
ods have been developed to explore the existence of nematodes
or to determine the number of volumetric parasitic population
from serological samples.

II. TYPES OF MICROFLUIDIC FILTRATION

Our main goal of device construction was to design an
effective microfilter that separates nematodes from the blood
stream. The microfluidic separation and filtration is a common
module of the Lab-On-a-Chip (LOC) devices. Due to the low
Reynolds number within microchannels the blood stream is
mostly laminar consequently an internal or external force is
mandatory for particle filtration. First of all I would like clas-
sify the main filtration techniques with the applied force. The
most common used separations are based on the application
of shear-stress flows via hydrodynamic [3]–[5], electrokinetic

[6], [7], magnetic [8], [9], acoustic [10], [11] or optical forces
[12].

In our application the nematodes separation from the blood
stream was solved by passive filtration that does not requires
external forces. Form this point of view our decision was to use
the shear-stress based filtration. Four main types can be clas-
sified by the following way: using membrane filters [13]–[16],
weir-type [17], pillar-type [18], or cross-flow microstructures
[19]–[21].

The following part shorty introduces the nowadays research
on the field of microfiltration. The work of D. Choudhury et.
al. represent a design and fabrication of a robust and scalable
device capable of separating a heterogeneous population of
cells with variable degree of deformability into enriched
populations with deformability above a certain threshold. Their
method is based on the dissimilar cytoskeletal architecture in
diverse cell types induces a difference in their deformability
that presents a viable approach to separate cells in a non-
invasive manner. Using flow rates as large as 167µL/min,
throughputs of up to 2800cells/min were achieved at the
device output. A fluorescence-activated cell sorting (FACS)
viability analysis on the cells revealed 81% of the population
maintain cellular integrity after passage through the device.
[22]

The research work of A. D. Browne et al. represents a new
lab-on-a-chip for rapid analysis of low volume blood samples
was designed, fabricated and demonstrated for integration of
serum separation, hematocrit evaluation, and protein quantita-
tion. Blood separation was achieved using microchannel flow-
based separation. A novel method for evaluating hematocrit
from microfluidic flow-separated blood samples was developed
using gray scale analysis of a point-and-shoot digital photo-
graph of separated blood in a microchannel. Protein quan-
titation was subsequently performed in a high surface area-
to-volume ratio microfluidic chemiluminescent immunoassay
using cell depleted serum produced by microfluidic flow-
based separation of whole blood samples. All three steps were
achieved in a single microchannel with separation of blood
samples and hematocrit evaluation in less than 1 min, and
protein quantitation in 5 min. [5]

Stefan H. Holm et. al represented a device that separates
parasites from human blood using Deterministic Lateral Dis-
placement (DLD). DLD-based particle separation technique,
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Fig. 1. Finite element simulations from the designed channel by Comsol
Multiphysics. On the left side the flow velocity profile is represented inside a
section of our microchannel in the range of 0m/s to 0.016m/s, meanwhile
on the right side the pressure profile is shown in the range of 16Pa to
1286Pa.

which is easy to implement in cheap disposable plastic chips,
was used to remove parasites from blood cells. The interaction
of particles suspended, which is our case the whole blood
consisting parasites, in a fluid with an ordered array of
micropillars that the fluid is forced to flow through under
low Reynolds number conditions. The array of circular posts
divides the fluid into many narrow streams, the widths of
which correspond to the cell diameter. If the particles are
smaller than the critical size they are able to follow one
such stream through the array whereas larger particles are
forced. If the particles are not able to enter the collum system
these particles change streams many times, always in the same
direction, becoming laterally displaced [23].

After the comparison between the different methods we
decided to create a cross-flow microfluidic filter to separates
nematodes from the blood stream continuously. From the
cental inlet channel the microcapillaries filter laterally to the
collector channels that is described and represented in the
following sections.

III. FINITE ELEMENT SIMULATIONS

The Computational Fluid Dynamics (CFD) simulators cal-
culate the flow models with solving the Navier-Stokes equa-
tions numerically. Generally the CFD solvers contain three
logical steps starting with the refinement of mesh to the actual
geometrical problem, continue with numerical solving and
ends with postprocessing for the geometrical representation.
The importance of the initial parameters are significant due to
the computational stability and the computational time. The
precision of the solution is meanly depends on the initial
parameters and the boundary conditions.

In the first step the dimensions and the initial parame-
ters have to be fixed such as the blood viscosity, which is
3.53 · 10−3Pa s, the density of blood, which is 1060kg/m3,

Fig. 2. Comparison between the finite element simulation and the validation
test. On the left side the microfluidic nematodes filter is tested with hemolyzed
intravenous blood that contains parasitic larvae. The membrane of RBCs
could enter into the OUT2, but nematodes. On the right side finite element
simulation represents the RBCs flow thought the lateral microcapillaries that
was validated with experimental measurements.

the velocity of the inlet flow, which is 0.01m/s, the pressure
difference from the inlet on the outlets, which is 0Pa and also
the cell diameter that is 5µm.

The mesh size and the resolution of mesh is important in
solving the partiality differential equations due the stability
criterions and the computational time. The minimum width of
our microchannels are just 10µm, thus the maximum element
size has to be around few microns. In our simulations a free
tetrahedral mesh was built that was generated by the integrated
mesh module.

Previous the construction finite element simulations had
been made to rise the efficiency of the hydrodynamic sep-
arator. The central inlet (IN) of our cross-flow microfluidic
separator is a rectangular cross-section microchannel, which
tapers from 300µm width end to 20µm (OUT1) with the
same 20µm depth. During the geometrical thinning of central
inlet channel the hydrodynamic pressure rises that helps the
biological sample entering and flowing through the 10µm
wide and 20µm deep lateral microcapillaries into the collector
outlet (OUT2). The efficiency of filtration is doubled by the
symmetrical arrangement, thus in this case from the central
inlet channel the biological sample can be filtered into the
right (OUT2a) and the left (OUT2b) side collector outlets by
perpendicular lateral microcapillaries. During the geometrical
optimization the efficiency of microfluidic filter is the most
important parameter that mainly depends on the width and
the length of the perpendicular lateral microcapillaries and the
width of the central outlet channel (OUT1) of our device.

Due to decrease the numerical calculation of CFD simu-
lator the geometric symmetries were used thus the figure 1
demonstrates only the half part of the flow velocity profile
and the pressure profile of blood stream. The calculated flow
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Fig. 3. A part of our chrome mask design, which is the terminating part
of our microfluidic filter, is represented. IN is the continuation of central
inlet channel, OUT2a is the output of the right collector channel, meanwhile
OUT1b is the left one. OUT1 is the central outlet that contains the filtered
parasites.

velocity profile is in the range of 0m/s to 0.016m/s that was
acceptable also for the experimental measurements. After the
20µm thin output channel the optical detection was executed
in a 100µm wide channel where the flow velocity was around
0.003m/s that was close to the approximated values. On figure
1 the pressure profile is also represented in the range of 16Pa
to 1286Pa.

Our devices was also tested by particle tracing module
of Comsol Multiphysics that requires time-dependent solver.
During the simulations the particle trajectories were calculated
in the time range of 0s to 0.3s with time step of 0.001s. The
result is represented on figure 2 that also gives a comparison
with the experimental test. The microfluidic filter was tested
by hemolyzed blood sample containing nematodes. The mem-
brane of the red blood cells (RBC) can flow thought the lateral
capillaries, meanwhile the larvae remain inside the central
channel. The efficiency of the filter has not been measured
jet, and also the tests without hemolysis have not been done
jet.

IV. DEVICE FABRICATION

A low-cost, transparent, formable, bio-compatible organic
elastomer, which is called polydimethylsiloxane (PDMS), was
chosen to construct our system that is a common used
material for Biomedical Micro-Electro-Mechanical Systems
(BioMEMS) applications. Another propriety of PDMS, which
lets the elastomer bind to glass surface, is significant due
to corona discharge treatment ruptures the ligaments on the
surface of the PDMS while PDMS changes from hydrophobic
to hydrophilic. The following enumeration summarizes the
main soft lithography steps that were used to construct our
device.

Chrome mask design and fabrication: First of all the
master mask, which is a fabricated chrome-covered glass slide,
is required to make low cost replica. The precision of our
microfluidic devices mainly depends on the resolution of this

Fig. 4. PDMS layer preparation. A) Microfluidic mold was covered by
prepared liquid PDMS layer with a thickness of 15mm. B) Microfluidic
device is lifted off and punched through in the inlet and outlet positions.

chrome master mask, the used wavelength of lithography and
the type of applied photoresist. Figure 3 represents a segment
of the designed chrome mask that has a resolution in space of
5µm.

Fabrication of soft lithography molds: The PDMS layer
was fabricated using a specific mold, which was produced on
silicon wafer, via standard photolithography techniques in the
MEMS Laboratory at Research Center for Natural Sciences of
Budapest. To fabricate the microfluidic mold, SU8 photoresist
was spincoated on a silicon wafer at a thickness of 20µm and
baked at 95 ◦C for 5 min. The photoresist on the silicon wafer
was exposed under UV light through the designed chrome
mask after washed the non-polymerized part.

Fabrication of PDMS layer: The PDMS, which belongs
to a group of polymeric organosilicon compounds that are
commonly referred to as silicones, samples were prepared
by mixing the liquid pre-polymer and the curing agent in a
ratio of 10:1. After mixing the two components the material
is treated by 20 minutes of vacuum at 0.01 MPa. In the next
step as it is shown in figure 4, the microfluidic mold was
covered by this prepared liquid PDMS layer with a thickness
of 15mm. The polymerization time of the PDMS material at
room temperature is around 48 h. Heating the wafer with the
covering PDMS decreases the polymerization time but also
can cause diameter variances. In order to avoid this effect the
PDMS was polymerized at room temperature.

Corona discharge-treatment: When the polymerization is
terminated as it is shown in figure 4, the microfluidic device
is lifted off and punched through in the positions of inlet and
outlets. The surface of PDMS was cleaned by alcohol and
treated by 10 minutes of oxygen plasma. The covering glass
slide is also treated by 10 minutes of oxygen plasma and the
PDMS layer is aligned above the glass slide.

The fabricated microfluidic separator, which is shown in
figure 5, is fabricated by PDMS-glass technique, thus the
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Fig. 5. The developed system. A) The fabricated microfilter during in-
travenous blood test. B) Components of developed system: syringe pump,
microfluidic device with tubing, microscope and the workstation.

developed microfluidic chip is biocompatible, low cost and
transparent. Since the optical refractive index of PDMS is
close to that of the glass, a fast camera system, called Cellular
Nonlinear Network (CNN)-based camera, can be integrated
and used for example to count the number of nematodes inside
the liquid flow.

V. CONCLUSION

A cross-flow microseparator device had been designed and
fabricated to filtrate larvae of Dirofilaria species. Previously
finite element simulations were calculate to increase the ef-
ficiency of microfilter by a Computational Fluid Dynamics
(CFD) simulator. After the result of the optimization of
flow velocity profile and the pressure gradient profile particle
tracing simulation were calculated that were tested by exper-
imental way.
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Fürjes and Zoltán Fekete for the fabrication of our devices and
their kind help. I would like to kindly acknowledge Gergő
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Abstract—Proteins can undergo a remarkable conformational
change when they bind to a partner. We investigated this
conformational rearrangement upon binding by analyzing a
Markov chain based on the 2D HP (hydrophobic-polar) lattice
model of proteins and an advanced variant of the set of pull
moves. A two-layer Markov model is developed to allow us to
investigate dimers of chains of up to 8 beads. We show that the
folding and binding of many sequences occurs asymmetrically,
involving an asymmetric complex with one chain in the native
conformation and the other in a different conformation.

Index Terms—protein, folding, binding, HP model, Markov
chain

I. INTRODUCTION

Proteins often carry out their function as a part of a complex.
They can bind other macromolecules such as proteins or
nucleic acids. Smaller species can also bind to proteins, such as
metal ions or small organic molecules, e. g. hormones. Binding
is often accompanied by a conformational change of proteins
ranging from side chain fluctuations through backbone mo-
tions to the partial or total folding/refolding of the molecule.
This coupled folding and binding process is described by two
different models in the literature. According to the induced fit
model [2], the non-specific binding of the ligand can trigger
a conformational change in protein, leading to the eventual
formation of the bound conformation. The conformational
selection model [3] predicts that a pre-existing conformational
ensemble containing the bound conformation is present even
in the unbound form.

In recent years, a group of proteins called intrinsically
disordered proteins (IDPs, also called intrinsically unstruc-
tured, natively unstructured proteins etc.) has been intensively
studied [4], [5]. IDPs, as free monomers, lack a well-defined
spatial structure. However, when they bind to some target
molecule or ion, a disorder-to-order transition can be observed
[6], [7]. When the binding partner is relatively rigid, the
binding process can be easily described by one of the above-
mentioned models because the protein does not trigger a
significant conformational change in the target. There is some
difficulty, however, when the target also has a remarkable
flexibility.

Our reseach focuses on homodimers, dimers of chains hav-
ing the same sequence. This implies that there is an intrinsic
symmetry in the system. The aim of our research is to reveal
the mechanism of dimerization of homodimers, particularly
to find out whether the symmetry in the sequences manifests

Fig. 1. The ground state conformation of the sequence HHPHPPHPPH.

itself in the dimerization mechanism, or the dimerization
occurs asymmetrically. We also investigated the effect of the
stability of the native conformation on the dimerization the
mechanism.

II. METHODS

A. 2D HP lattice model

In a 2D lattice model, proteins are modeled as self-avoiding
walks on a square lattice (Figure 1), with beads on the lattice
points. To be able to study the effect of the sequence on
the folding and binding process in a simple way, we define
two kinds of beads: a hydrophobic one – denoted as H –
and a hydrophilic or polar one – denoted as P [8]. The
systems we investigated consist of two chains in a square box
where a periodic boundary condition is applied. A state of
the system is defined by the conformations of the two chains
and their relative positions and orientations. The energy of
any state is calculated using an energy function. Two different
energy functions were used. In the distance based energy
function, each pair of hydrophobic beads not adjacent along
the sequence contributes to the energy by a negative term
proportional to the inverse square of the distance between
the beads. In the adjacency based energy function, only the
pairs of hydophobic beads not adjacent along the sequence but
adjacent in space contribute to the energy by a non-zero term.

B. Pull moves

Proteins are dynamic systems so it is plausible to model
them by a dynamic model. Dynamics is introduced by ap-
plying some moves from a predefined pool, called move set.
Several move sets have been described in the literature. A
good move set must fulfill three criteria: locality, ergodicity
and reversibility. Locality means that a move only influences
few beads and only causes a small displacement. Ergocity
means that every conformation is reachable from any other by
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a sequence of moves from the move set. In reversible move
sets, if one conformation can be reached from another by one
move then the other also can be reached by one move. Lesh
and coworkers introduced a new move set, claiming that it
meets all the three criteria [9] but we showed that it is actually
irreversible. We used a fixed version of pull moves which is
now reversible [2].

C. Exhaustive enumeration

The thermodynamics of a system can be characterized
exactly if the density of states is known. In order to obtain
the energy of each state, exhastive enumeration should be
carried out. During exhaustive enumeration, all states are
visited systematically and the energies of them are calculated.
Obviously, this method can only be applied on systems of
moderate size.

D. Markov chains

The state space of our two-chain systems can be modelled
as a Markovian kinetic scheme, represented by a graph with
nodes corresponding to states and edges corresponding to
transitions between states [10], [11]. We applied, as transitions,
pull moves to change the conformations, and translation and
rotation to move the chains as rigid bodies. The weights of
the edges are determined by the

p (A → B) = min

(
1,

pap (B → A)

pap (A → B)
· e−∆E/kBT

)

Metropolis – Hastings criterion [12], where pap (A → B) and
pap (B → A) are the a probability of getting to state B from
state A and to state A from state B, respectively. The whole
Markov model can be built by enumerating all states and all
transitions between them.

III. RESULTS

A. Probability of the native conformation

We investigated those L = 10 sequences where the ground
state of the dimer is unique. For these sequences, however, the
monomers usually have multiple ground state conformations.
The question we may ask here is whether the conformation
present in the native dimer is the most probable in the presence
of the other chain.

For simplicity, let us introduce some notations. Let ND

denote the conformation of a chain in the native dimer and
{NM} the set of ground conformations in the absence of the
other chain. Let D = {di} be the set of sequences where
ND ∈ {NM} and M = {mj} the set of sequences where
ND /∈ {NM}.

Enumerating states where at least one of the chains is in
ND or some NM conformation, the probabilities of these
conformations can be compared. It is obvious that if only one
chain is present, the probabilities of all NM conformations are
identical (because they have the same energy). For mj ∈ M
sequences, the probability of ND is lower than that of NM s,
which follows from the Boltzmann distribution.

Fig. 2. The probabilities of NM conformations calculated by exhaustive
enumeration of states for the sequence PHPPHPPPPH. The probability of
the ND conformation is shown in red. The corresponding conformations are
also shown. (a) There is no constraint on the chain conformations. (b) At least
one of the chains is in ND conformation.

Fig. 3. Deviations of the partition functions calculated for particular energy
levels for the ND and the NM conformation having the second highest
probability. It can be seen that mainly the lowest energy levels are responsible
for the differences. For the meaning of strings in the key, see Appendix A.

If, however, another chain is present then the underlying
free energy surface changes, so the probabilities of the NM

conformations can differ. Because the energy of intra-chain
contacts is unchanged, the interactions between the chains are
responsible for the inequality.

The temperature was set to be the folding tempreture, the
value where the probability of the native state is 1/2, and
the adjacency based energy function was used. For every
investigated di ∈ D sequences, the ND conformation is
more probable than any other NM conformation (Figure 2/a)
when another chain is present. If we investigate the partition
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functions for any energy levels, we see that mainly the low-
energy states of the two-chain system are responsible for the
increased probability of the ND conformation (Figure 3). If,
however, one chain is in ND conformation, the other chain is
more likely to be in some NM �= ND conformation, rather
than in the ND (Figure 2/b).

For mj ∈ M sequences, although it was observed that the
probability of ND relative to NM s increased in the presence
of the other chain, but not sufficiently to exceed them. It
should be noted that the native state was excluded from these
probability calculations.

B. Two-layer Markov model

The state space of a dimeric system of even relatively
short chains is huge. Two chains of 8 beads have 20331
possible non-equivalent conformation pairs if the sequence is
palindromic and 73984 if it is not. If we consider all possible
positions in a square box of size (2 ∗ L)2 where L is the chain
length, and four possible orientations for each chain then the
number of all states turns out to be on the order of 107 (not
considering the excluded volume).

For characterizing the dynamics of the whole system,
we need to know all the motions transferring the system
from one state to another. From a particular conformation,
2 · 7 + 4 · (L− 2) moves can possibly originate which is
38 for L = 8. Even if only half of the moves can actually
be carried out due to the excluded volume constraint, almost
800, 000, 000 possibilities should be considered. If translation
and rotation are also allowed, an additional factor of 8 (four
possible translations and four possible rotations) should be
applied. The size of this Markov model exceeds the memory
capacity of our computer clusters.

To significantly reduce the size of the state space and thus
also the number of possible transitions, we developed a two-
layer Markov model. The model is based on the assumption
that diffusional motions (translation and rotation) are much
faster (occur on a much shorter time scale) than conforma-
tional changes. The model contains two distinct states for
every non-equivalent conformation pair: an associated one,
which corresponds to the minimum energy state for the given
conformation pair, and a dissociated one where the interaction
energy between the chains is assumed to be 0. Thus, the
model is based on the assumption that translation and rotation
are so fast that any associated states not corresponding to
the minimum energy state of the given conformation pair
will quickly move to the minimum energy state before the
conformation of any of the chains could change.

We may visualize our Markov model as having two layers:
associated states are on the bottom level and the corresponding
dissociated states are on the top level. For each conformation
pair, the associated and dissociated states are connected. Dif-
ferent conformation pairs related to each other by a pull move
will be connected either on the bottom layer or the top layer
depending on whether the move can be performed without
dissociating the associated state. The first case corresponds to
a conformational change without chain dissociation, while the

second corresponds to a dissociation–conformational change–
association process.

The Markov chain obtained by the above mentioned method
and thus the dynamics of the system then can be treated
analytically.

C. Folding before binding or binding before folding

A crucial property of the dimerization process is whether the
binding occurs between already folded chains or the binding
precedes the folding. The disorder-to-order transition of IDPs
is a typical example where folding follows the binding of a
partner.

The two-layer model offers an opportunity to study the
behaviour of different sequences. If the folding occurs earlier
than the binding then the largest flux to the node corresponding
to the native state goes through the dissociated state of the two
chains in their native conformations. If the largest flux leads
through an associated state then the process can be considered
binding before folding.

The Markov chain defines a time independent T transition
matrix, where Ti,j is the conditional probability that the system
is in state j at time t+1 provided that the system was in state
i at time t. Let p (t) = (p1, p2 . . . pn) denote the row vector of
probabilities that the system is in state pi at time t. We obtain
the probabilities p (t+ 1) at time t + 1, if we multiply p (t)
by T:

p (t+ 1) = p (t)T

and from the properties of Markov chains

p (t+ k) = p (t)Tk.

Using this matrix operation, we monitor the changes of
probabilities of particular states as time progresses.

In Figure 4, the time dependence of probabilities for the
states connected with the native node summed over the as-
sociated and dissociated states are shown for sequences with
different behaviours.

IV. DISCUSSION

In biological recognition processes, macromolecules,
mainly proteins, are usually invoked. Two types of the process
are distinguished according to whether the recognition occurs
between preformed, rigid surfaces or the binding of the partner
itself induces the surface formation [3], [13], [14]. IDPs,
the group of proteins of intensive recent interest are good
examples for folding coupled with binding to a partner [7].
Being disordered in the unbound state has some advantages
for the kinetics of complex formation [15], [16].

Some systematic studies have been carried out in order to
reveal the distinctive properties of protein dimers belonging
to different kinetic types of dimer formation [17]–[19]. In
addition to the two extremes of rigid docking between already
folded, stable monomers and the binding-induced folding of
IDPs, some intermediate types also exist, where for example
a dimeric intermediate can be observed [17].

Our studies on the highly simplified protein model proposed
by Lau and Dill [8] revealed that dimeric intermediates play a



82

crucial role in dimer formation of a particular group of model
sequences. If the conformation of the chain in the native dimer
(ND) is also a ground state conformation of the monomer then
the presence of the other chain discriminatively stabilizes the
dimeric native conformation, suppressing the other monomer
native conformations (Figure 2/a). This phenomenon is at-
tributable to the inter-chain contacts (Figure 3). In our kinetic
simulations, the accumulation of states where just one of the
chains is in ND was also observed (results not presented here).

Furthermore, we found that if one state has already reached
its ND conformation then the ND conformation of the other
chain is only stable in the native dimer. This suggests a two-
stage model where conformational selection [3] occurs in the
first stage, with the ND conformation getting selected by the
presence of the other chain, and this is followed in the second
stage by an induced folding of the other chain.

The dynamics of protein systems can be well studied by
analyzing Markov chains [10], [20]. Exact calculations can be
carried out for e.g. the folding time of a sequence, or the main
folding pathways can be revealed. To build a complete Markov
model with all of the possible states and transition between
them, an exhaustive enumeration of states and moves taking
the system from one state to another would be required. This is
very expensive even for relatively short chains. To reduce the
state space and thus the number of connections, we assumed
that diffusional motions occur on a negligibly short time scale
compared with conformational motions. By this simplification,
we obtain Markov models for which exact calculations can be
carried out for chain lengths up to eight.

In the future, further calculations can be carried out for
the folding time of particular sequences, and the relationship
between the rate of folding and other structural and dynamics
parameters can be revealed. Analysis of pathways to the native
state through associated states will give information about the
free energy landscape of the vicinity of the native state, the
functional landscape, or even for the whole state space. Our
studies may also shed light on the role of alternating flexibility
and rigidity in the binding process.

Flux studies revealed that, it has a crucial role in deter-
mining whether the dimerization occurs by a folding before
binding or a binding before folding mechanism that how dense
the subnetwork of associated states in the vicinity of the native
state. Where this network contains a lot of nodes, and thus a
lot of connections, there the major process will be the binding
before folding. Less nodes and connections leads to the folding
before binding mechanism (Figures 4).

APPENDIX A
CONFORMATION STRINGS

A conformation on a square lattice can be considered as a
sequence of left and right turns and forward progress. This
sequence can be represented as a string of the corresponding
initial letters such as L (left), R (right) and F (forward). For
example, the conformation in the Figure 1. is LRRFRLRR.
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Fig. 4. The cumulative probabilities of probabilities that the system is in an associated or dissociated state, respectively, which is connected to the native state.
For sequence HPHHPPHH the majority of the flux to native state passes through associated states while for the HPPHPHPH sequence the binding before
folding process is more significant. On the bottom of the figure, the vicinities of native states, consisting of associated states, are shown for the corresponding
sequences. It can be seen that the the network for HPHHPPHH is much more dense which can explain the predominance of the binding before folding
mechanism.
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Abstract- The goal of our research is to make a system,
which can be used in fMR-EEG experiments. First of all we
need to know very well the functionality, and the behavior of a
region of the brain to have a good principle in the planned
experiments. We used multisilicon probes, microelectrode
arrays with electronic depth control, and u- probes f o r t he s e
t e s t s . We pl a n ne d a data t r a ns mi s s i o n system, which
meets the fMR conditions, and tested it in MR environment.
We measured the placement of the data transmission system,
not to bother the MR imaging. We measured the MR artifacts
on the data transmission system, and investigated some of the
known artifact removing algorithms. For future experiments
we started collaboration with the 2-photon microscope lab, and
conducted in-vitro measurements on human brain tissue, to
explore the neural mechanisms of cortical sharp wave
oscillation.

Index Terms- fMR-EEG; data transmission, 2- photon
microscopy, sharp wave

I. INTRODUCTION
 

In this study  we are in the designing phase of an EEG
system which will be compatible with fMR. There are
many problems in this issue. We need to make a system
which can work in a 3T magnetic field without any artefacts,
or with artifacts what can be eliminated later in the data
processing phase. I have looked through the existing systems
in the scientific literature [1-8], but every one of these
systems are struggling with some of  these  problems: the
great magnetic field which can indicate unwanted currents in
the system, the vibrations, the amplification and the
digitalization needs to be  near the electrodes, the power
supplies of  these systems, the synchronization of the fMR
and EEG systems, and so one  [9]. We are  planning
experiments in epileptic  patients and in deep sleeping
normal subjects [10-12], especially concentrating on the
somatosensory cortex[13], but  to  know more of the
oscillations, and the functions of this region we made
animal tests in anesthetized rats to  get familiar with the
subject[14-15]. We investigated the cortico-cortical thalamo-
cortical interactions, and made  laminar analysis of    the
somatosensory cortex in slow wave  sleep [16-21]. We
made collaboration with the Two- photon Imaging Center
for an experiment to connect the 2-photon microscope with
our EEG  data transmission system, and  a special
extracellular laminar electrode, dedicatedly modified for in-
vitro studies
 

II. MATERIALS AND METHODS
 
A. Probes
 

- Silicon probe (Fig. 1.) [15]: The length of the silicon

probe is 12mm, with a 7mm long part that can be inserted
in the tissue, 280 µm wide, and 80 µm thickness. 24 
square shaped and 100 µm spaced platinum recording
sites were exposed at the end of the shaft. Bonding pads 
were designed at the other end of the device in the form of
200 µm x 200 µm SiO2-Pt micro grids. The recording sites
were electronically connected to the bonding pads via 4
µm wide and 300 nm thick conductive paths made out of
Pt.

 
Figure 1. Outlook of the silicon probe [15]. A- The PCB with the 26 pole
connector. B- The silicon chip with the Al bonding. C- The tip and the
PT contacts of the shaft.
 

- Microelectrode array (Fig. 2.) [14]: A novel two
dimensional silicon-based electrode array was developed
in the framework of the NeuroProbes EU  project. The
electrode array is equipped with electronic depth control
(EDC) system in order to select up to 32 active recording
sites from the 2052 electrode sites without moving the
array, the sites are separated by 40 µm in two rows. The
array consists of four shanks (8mm long each) in a comb-
like   structure. The electrodes can be electronically
switched to the eight output lines in 2x2 groups like in a
tetrode configuration, any combination of two tetrodes can
be selected on each shank. The complete system consists 
of  the electrode array, switching matrix, front-end
electronics, conditioning, multiplexing and interface
electronics and the control software.
- Laminar electrode (Figure 3.) [28]:  The extracellular
laminar electrode is nowadays distributed by  Plexon,
Plextrode® U-Probe and we used the brain slice configuration
of it. The 24 channel probe was connected to the
mentioned data transmission systems head stage. We have
fixed the electrode to the 2-photon microscopes built-in
micromanipulator, to maneuver the probe above the slice. 

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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Figure 2. Overview of the 2D electrode array [14] with analog front-end.
Analog front-end and structure on the right. Tip section of the shank of
the 2D probe on the left.

B. Data transmission
 

In the fMR-EEG experiments we need a system which
made of minimally magnetizeable materials. The A/D
converter (Fig. 4), preamplifier (head stage), the amplifier,
the data transmission and the power supply  of  these
systems, optical USB link, fiber- ribbon- and USB cables.

 
Figure 3. The scematics of Plextrode® U-Probe above, and the Brain 
slice configuration of it under. [28]
The planned MR compatible system (Fig. 5.) consists of a 
Head Stage (Gain 10x, Dc, 24 channel + reference), that
connects with the Main Amplifier through ribbon cable
(Gain 100x, 0.1 Hz-6kHz band, ±3.2 V Lithium battery). 
After the amplification the next step is the A/D conversion
with the above mentioned device (24 channel, 16 bit/ 20-
40kHz/ channel), the A/D converter is supplied by a +14.4
V Lithium battery. The A/D converter sends a +5 V power
supply and the digital signals to the Optical USB links 
sender side (USB to optical conversion in the sender side,
send the  data through fiber optic cables and a back
conversion on the receiver side). The optical USB receiver
sends the signals to a computers USB port, and we can
save the signals with a costume made  LabWiev software
(.cnt format). The systems elements from the  point of the
fiber optic cables will be out from the scanner room. 
 
C.  2-photon microscope

The 2-photon microscope (Figure 6.) what we used is a
Femtonics Kft. design [30]. We are using this device for
human in-vitro studies.  

Figure 4. NI usb-6353 X series data acquisition device. [29]

D. Human surgery

We get the human cortex tissue, from cancerous or epileptic
patient’s surgeries. We are keeping it alive in a nearly
frozen state solution (Fig. 7.), and after removing of the pia
we cut it into 500um slices perpendicularly from the top of
the cortex. The slices are transferred into an incubation
chamber for an hour on 36Co. After the incubation they are
taken one-by one to the 2-photon microscopes double flow
chamber grid, and  kept  alive with 200ml recirculating
oxygenized 36Co ACSF.

Figure 5. The sketch of the planned MR compatible data transmission system.

Figure 6. The schematics of the Femtonics 2-photon microscope [30]
III. RESULTS

A. Silicon electrode
 

The analysis of the somatosensory cortex was measured



87

 
 

SOLUTION

 
 

substance

 
molar 
mass

 
g/mol

 
end

concentration
 

mmol/L

 
volume
of the

solution
 

ml

 
how

much to 
put in

 
g

at the end
add from
1 M stock
solution

(ml)

 
 

pH

 
 

osm
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Figure 7. The solution what used to carry and cut the brain tissue and the
ACSF what used in the 2-photon microscopes chamber.

with laminar silicon probes. The  probe  provided good
quality local field potential (LFP), multi-unit (MUA) and
single-unit (SUA) activity recordings. The slow oscillation
(SO) [16-27] rhythm was observed in anesthetized rats.
The SO alternates between a depolarized („up-state”) and a
hyperpolarized („down-state”) state. The LFP of the cortical
„down-state” (characterized by neuronal silence) is
negative superficially, and has a positive polarity in the
deep cortical layers. From the experiments there are
significant evidences of the SO-s cortical origin. We made 
offline analysis of the data we measured, for example
current source analysis (CSD) to show  the spatiotemporal
changes of  the transmembrane current sinks and sources,
and because the probes design fits the needs (equidistant
contact spacing, perpendicularly implanted to the laminar
brain structures and the probe embrace the whole cortex) 
the CSD profile of the cortex in SO can be made.

B.         Microelectrode array

We made  comparisons between a passive electrode  array,
and the EDC microelectrode array. In this experiment a
4mm passive probe were implanted in the motor cortex, 
and the EDC probe into the S1 trunk  region and the
underlying thalamic nuclei (Fig. 8.).
We measured good quality LFP, MUA and SUA. The
signals were analyzed forth offline. We wanted to have
some infomations of the correlations of different regions 
of the brain. We made experiments with passive probes,
and EDC probes to test the planned data transmission
system, and it complied with the desired demands  for
these experiments. We tested some of the planned systems 
boundaries, and it works well on a doubled sampling rate
than the old data acquisition system we used, even if its 
power supply were the lithium-ion batteries (for almost 6
hours).
C.         2-photon microscope and extracellular electrode
 
Our goal was to combine the two systems (2-photon
microscopy and extracellular measuring) to make human
cortex in-vitro studies, to understand more the phenomena

beside the sharp wave oscillation [31]. First we scanned
through the slice with the laminar electrode, and if we

 
Figure 8. The targeted brain structures in the left, the implantation in the
right
 
found good activity, or the oscillation what we needed, 
than changed into 2-photon mode, and made bolus loading
(mixture of oregon green bapta1 and sulforodamin 101)
into some sites in the cortex layers, where the activity
appeared.  After one hour the cells had taken up the bolus,
and we could start to catch the Ca responses with line
scans. We put  in a LFP micropipette filled with ACSF to
measure the field potentials, to correlate it later with the
Ca responses, and after we found a good responding cell
we tried to patch it, and measured the LFP, intracellular
and Ca responses. The results were correlated in MatLab
(Fig 9-10.).

 
Figure 9. 2-photon picture of the loading site, with the patch pipette
(orange), the LFP pipette is on the top right of the screen, the line scan is
on the patches cells dendrite.

 

D. MR measurements for artifact rejection
 

We measured if the EEG data transmission systems elements
placement influence on the MR imaging and  found that if
data transmission systems nearest element is
5cm away from the imaging area, than it doesn’t bother
the MR pictures. We need although to measure this after
we get the MR compatible cap, and electrode system. We
looked through the possible MR artifact rejection from the
EEG recordings, and tested the Independent Component
Analysis, to be a good solution for our studies.  
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Figure 10. Sharp wave (above), cell burst (below), Ca response (middle)
of one cell. The sharp wave was observed with the LFP micropipette,
within 100um, the Ca response was observed with 2-photon line scan on 
the dendrite, and the cell was patched with a micropipette, to observe it’s
potentials.

IV. CONCLUSION
 

From the experiment we made in the animal models, we
could say that now we have a good basis for the planned
fMR-EEG experiments, what we can compare. We
gathered the needed instrument for the MR compatible
EEG data transmission system. I started to plan how to
solve  the two systems compatibility problems, read
through the literature of  the problems of  the existing
systems. I made tests to measure the placement of the
EEG system to minimize the MR image artifact, and tests 
to certify the applicability of the EEG data transmission
system in the MR environment, and tested the ICA 
algorithm on the measured data for artifact removal.

V. FUTURE PLANS
 

In the fMR-EEG experiments we will further investigate
the quality of the ICA algorithm in the artifact removal.
We will try to find the best possibility for the
synchronization.
In the 2-photon experiments we will try some ACSF
solutions for investigation of their applicability in our 
research, and make more experiments in the sharp wave
oscillation study.
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Abstract— Electrical stimulation is frequently performed in 
concurrence with electrocorticogram recording for functional 
mapping (or electrical stimulation mapping-ESM) of the cortex 
and identification of critical cortical structures. In medically 
refractory epilepsy surgical candidates, intracranial electrodes 
are necessary to localize the epileptogenic focus prior to surgical 
resection. This electrodes are used to record the underlying brain 
activity and also for electrical stimulation of the cortex. Electrical 
stimulation mapping (ESM) is the gold standard for identifying 
functional and pathological areas of the brain. Although the 
procedure remains unstandardized, and limited data support its 
clinical validity nevertheless, electrical stimulation mapping for 
define language areas has likely minimized postoperative 
language decline in numerous patients, and has generated a 
wealth of data elucidating brain-language relations [3]. Our aim 
was to study another way of cortical stimulation, so called single 
pulse electrical stimulation (SPES) to map pathological and 
functional networks in the brain.

Keywords-component; biomedical signal processing, 
electrodes, brain networks, electrocorticography, epilepsy, in 
vivo, human

Abbreviations- ESM=electrical stimulation mapping; 
SPES=single pulse electrical stimulation; CT=computed 
tomography; DCES= direct cortical electrical stimulation; 
CCEP=cortico-cortical evoked potential; BA=Brodmann area; 
ROC curves=receiver operating characteristic curves

I. INTRODUCTION
Mapping of functional areas in the human brain is crucial in 

epilepsy  and  tumor  surgery.  There  are  several  non-invasive 
methods  to  identify  eloquent  cortices,  such  as  functional 
Magnetic  Resonance  Imaging (fMRI)  or  Positron  Emission 
Tomography (PET),  but  the  gold  standard  is  direct  high 
frequency cortical electrical stimulation. In this study we used 
single pulse electrical stimulation evoked late responses to map 
language  and  motor  networks  and  to  better  understand the 
electrophysiological mechanisms of the cortico-cortical evoked 
potentials.

Single  pulse electrical  stimulation  is  a  new  method to 
investigate  the  cortico-cortical connections  in  vivo  in  the 
human language, motor and sensory system which can provide 
insight  into  the mechanisms of  higher-order cortical  functions 
and the connections between functional areas [1]. When using 
a crown configuration, a handheld wand bipolar stimulator may 
be  used  at  any  location  along  the  electrode  array.  However, 
when  using  a  subdural  strip,  stimulation  must  be  applied 
between pairs of adjacent electrodes due to the nonconductive 
material  connecting  the  electrodes  on  the  grid.  Electrical 

stimulating  currents  applied  to  the  cortex  are  relatively  low, 
between 2 to 4 mA for somatosensory stimulation, and near 15 
mA  for  cognitive  stimulation.  The  functions  most  commonly 
mapped  through  DCES  are  primary  motor,  primary  sensory, 
and  language.  The  patient  must  be  alert  and  interactive  for 
mapping  procedures,  though  patient  involvement  varies  with 
each  mapping  procedure.  Language  mapping  may  involve 
naming,  reading  aloud,  repetition,  and  oral  comprehension; 
somatosensory  mapping  requires  that  the  patient  describe 
sensations  experienced  across  the  face  and  extremities  as  the 
surgeon stimulates different cortical regions.[2] 

High frequency electrical stimulation is the gold standard in 
neurosurgery  for  mapping  brain  functions,  but  the  exact 
mechanisms behind the effect and parameters used need  to be 
further  studied.  There  is  also  some  risk  associated  with  the 

Figure 1. Reconstructed  MRI  picture  with  the  implanted  electrode  array, 
colored lines represent the functions revealed with ESM.

stimulation,  due  to  its  proepileptic  effect  and  the  limits 
imposed  by  the  fact  that  the  cortex  has  to  be  exposed  using 
some type of surgery. 

During  the  development  of  epilepsy,  the  connections 
between nerve cells are also  strengthen or weakening because 
of  various  reasons  (neuronal  cell  death,  proliferation,  brain 
stem  injury,  etc). We  hypothesized,  this  cause  changes  in  the 
number  of  significant  evoked  potentials  between  the  areas 
showing epileptic activity compared to other areas.

Our  aim  with  this  study  was  to  find  other  ways  to  map 
functional networks  in  the brain, using a less  invasive method 
and  analyze  the  network  features  with  this  new  approach.
Single  pulse  electrical  stimulation  (0,5Hz)  is  much  less 
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invasive in terms of seizure generation, and the distribution of 
the  evoked  potentials  may  reveal  the  intracortical  pathways 
between cortical regions.

II. METHODS

A. Clinical electrodes and recordings
The  electrode  implantations  and  recordings,  along  with 

ESM  and  SPES  took  place  at  two  well  established  epilepsy 
surgical  centers  in  Budapest  (National  Institute  of 
Neuroscience)  and  New  York  (North  Shore-LIJ  Health 
System).  Patients  were  implanted  with  intracranial  subdural 
grid,  strip, and  in  some cases depth electrodes  for 5–10 days. 
They  were  monitored  to  identify  the  seizure  focus,  at  which 
time  the  electrodes  were  removed  and,  if  appropriate,  the 
seizure  focus was  resected.  Continuous  intracranial EEG was 
recorded with  standard  recording systems with  sampling  rates
1000  or  2000  Hz.  The  microelectrodes  were  implanted  in 
eleven cases, perpendicularly  to  the cortical surface  to sample 
the width of  the cortex. This 24 contact  laminar electrode has 
been  described previously [4].  Differential  recordings  were 
made  from  each  pair  of  successive  contacts  to  establish  a 
potential gradient across the cortical lamina.

B. Functional Stimulation Mapping
For  localization  of  functional  cortical  areas,  electrical 

stimulation  mapping  was  carried  out  according  to  standard 
clinical protocol  (bipolar  stimulation:  2–5  s, 3–15 mA, 20–50 
Hz).  Areas  were  defined  as  expressive  language  sites  when 
stimulation resulted in speech arrest. When stimulation resulted 
in  a  naming  deficit  based  on  auditory  or  visual  cues,  or  an 
interruption in reading or comprehension, the area was deemed 
a  nonexpressive  language  site.  Sensory  and motor  areas were 
identified  when  stimulation  caused  movement  or  changes  in 
sensation.

C. Cortical Electrical Stimulation and Cortico-Cortical 
Evoked Potentials. 
Following  implantation  of  intracranial  electrodes,  patients 

were  monitored  for  epileptic  activity  and  during  this  time, 
CCEP mapping was performed using single-pulse stimulation. 
Systematic  bipolar  stimulation  of  each  pair  of  adjacent 
electrodes  was  administered  with  single  pulses  of  electrical 
current (3 mA-15 mA, 0.5 Hz, 0.2-ms pulse width, 20-25 trials 
per electrode pair). The associated evoked responses (CCEPs) 
were  measured  at  all  other  electrode  sites.  The  current 
amplitude of 10 mA activated the maximal number of neuronal 
elements  without  epileptic  afterdischarges  or  other  clinical 
signs.  The  2  seconds  interstimulation  interval  was  used  to 
minimize  the  effect  of  overlapping  evoked  responses  and  to 
leave  enough  restitution  time  for  the  cortex.  Patients  were 
awake and at rest at the time of CCEP recording

D. Analysis of CCEPs.
Electrophysiological  data  analyses  were  performed  using 

Neuroscan  Edit  4.5  software  (Compumedics)  and  own 
developed MATLAB scripts. Evoked responses  to stimulation 
were  divided  into  2-s  epochs  (-500  ms  to  1,500  ms)  time-
locked to stimulation pulse delivery. The CCEP consists of two 
usually  negative  peaks  termed N1,  timed  at ∼10–30 ms,  and 
N2,  which  exhibits  a  broader  spatial  distribution  and  occurs 

between 70 and 300 ms [1]. To quantify the magnitude of the 
CCEPs in the time window of the N2, the data were low-pass 
filtered (30 Hz), and baseline correction (−450 to −50 ms) was 
performed. The SD was computed for each electrode separately 
using  all  time points  in  the  -450  to  -50  time window, CCEPs 
were  considered  significant  if  the  N2  peak  of  the  evoked 
potential exceeded the baseline amplitude by a threshold of ±6 
SD  as  determined  from  the  receiver  operating  characteristic 
(ROC) curves. 

E. Electrode localization 
To  co-register  the  electrodes  to  anatomical  structures,  we 

used  sophisticated  imaging  techniques,  developed  by  our  co-
operational research team. We used intraoperative pictures and 
a postoperative CT scan to localize the electrodes in the skull. 
This was  co-registered  to  a  high  resolution preoperative MRI 
where  we  could  precisely  localize  the  anatomical  structures. 
Using  these  scans  and  freely  available  softwares 
(Bioimagesuite, Freesurfer, FSL, AFNI) we developed a semi –
automated  co-localizing  each  electrode  to  the  underlying 
Brodman area of the brain. Determination of the seizure onset
zone was performed by epileptologists [5].

F. Patients 
Twenty patients  (ages  6–53  years,  28±14.84,  ten  females) 

with medically  intractable  focal  epilepsy were  enrolled  in  the 
study  after  informed  consent was  obtained. These  procedures 
were  monitored  by  local  Institutional  Review  Boards,  in 
accordance  with  the  ethical  standards  of  the  Declaration  of 
Helsinki.

Figure 2. This  figure  shows  averaged  responses  time  locked  to  the  bipolar 
stimulation artefact (-250-600ms). Green line is the significant response, blue 
line  is  the  absolute  value  of  the  significant  response, pink  line  is  a  non 
significant  response and the  red  horizontal  line  is  the  threshold  for  the  two 
responses.

G. Pathological and physiological networks
Neurologist  defined  pathological and  non  pathological 

electrode  groups.  Pathological  electrodes  were  those which 
showed  seizure  onset,  or  early  spread  (in  the  first  10  s) The 
number of  significant evoked potentials was divided  into  four 
groups,  according  to  pathological  or  non  pathological 
classification of the stimulate and the recording electrode.

In addition, two type of seizure spreading mechanism were 
distinguished,  according  to  the consistency  of  seizure  spread.
Consistent seizure spread is when seizure starts always at  same 
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places,  inconsistent  if  there were more  tha one  typical  seizure 
spreading  mechanism.. Network  connections  were examining 
from these two aspects. 

III. RESULTS
III. ANALYSIS OF THE SIGNIFICANT SIGNAL FEATURES.
Due  to  the  artifact  caused  by  the  stimulation  we  only 

focused  on  the N2  response, which  seemed  very  reliable  and 
reproducible. The  variance of  both  time  and  amplitude of  the 
N2 peak was high, but it the largest number of peaks occurred 
around  150  ms,  and  showed quasi-normal  distribution,  with 
two smaller deflections at around 180 -190 ms and 210-250ms. 
Analysis  of  892  peaks,  the  average  latency  was  152.84  ms, 
with 58.7 ms standard deviation.

A. Create a graph.
A  significant  evoked  response  indicates  the  relationship 

between  the  electrodes  which  were  stimulated  and  which 
showed  the  significant  response.  Significant  CCEPs  were 
converted to a distance matrix and transformed to a graph using 
multidimensional scaling ( a toolbox from Matlab)

On the one hand  the result shows  that  the functional areas 
which  are  close  to  each  other  are  tightly  connected  (above 
somatosensory  cortex BA40, BA3, BA2; visual cortex BA17, 
BA18, BA19 and motor cortex BA6, BA4). On the other hand, 
those  regions  which  are  physically  more  distant  from  each 
other seemed  also  connected,  such  as  Broca’s (BA  45)  and 
Wernicke’s (BA  21,  BA20,  BA22)  area.  Using  this 
methodology  we  tried  to  map  as  many  areas  of  the  brain  as 
possible, to be able to map all the connections between regions 
which were covered with electrodes.

Figure 3. Significant CCEPs were converted to a distance matrix 
and  transformed  to  a  graph  using  multidimensional scaling.  Numbers  in 
squares represent Brodmann areas and lines represent connections. Functional 
networks  are  color  coded:  green  sensory,  pink  visual,  red  language,  blue 
motor.  Lines  color  coded:  thin  light  pink  bidirectional,  thin  blue 
unidirectional,  darker  lines  between  the  elements  of  functional  networks  is 
unidirectional, same color is bidirectional. Stimulating electrodes over Broca’s 
area showed significant responses in electrodes part of the language network 
as defined with  functional  stimulation mapping. Responses  to  stimulation of 
the  primary  motor  cortex  revealed  connections  to  major  hubs  involved  in 
motor processing.

B. Analysis of changes taking place in cortical layers.
After processing  the data  from  the  laminar microelectrode 

and  the  implanted macroelectrodes,  it  can  be  concluded  that 
after  the  stimulus,  there  is  a  decrease  in  the power of  15-100 
Hz  frequency band, and  the  stimulus elicit deactivation  in  the 

middle  cortical  (3th-5th)  layers. This  finding  is  in  correlation 
with previous animal studies, which showed  wide  band 
decrease in oscillatory power after stimulation was induced.

Figure 5. Time  frequency  analysis  (upper  left)  of  data  derive 
from  subdural  electrodes, roman numbers  indicate cortical  layers.  blue color 
indicate  the  power  decrease  in  the  15-200  Hz  frequency  band,  red  color 
indicate increase. Upper right picture is the local field potential, which shows 
local  inactivation  in  the  first  two  cortical  layers  in  the  time of  the N2 peak. 
Lower  left  picture  is  the multi-unit  activity  ,  lower  right  the  current  source 
densitiy, blue color signs source, red color signs sink.

C. Analysis of the pathological and physiological networks.
Two  aspects  of  pathological  and  physiological  networks 

were analyzed:

• Connections  between  pathological  and  non 
pathological  electrodes,  according  to  the  stimulation-
recording electrode distance. In this first case, number 
of  significant evoked potentials were divided with  the 
number of all possible responses, which is  shown on 
the  5.  Figure,  displayed according  to  the  stimulation-
recording electrode  distance,  and  consistent  or 
inconsistent  epileptic  seizure  spreading mechanism.
The  results  show  that  consistent  pathological-
pathological  connections  are  higher  close to  the 
epileptic focus than the inconsistent, but further away,
this  ratio  is  reversed.  This  could  confirm,  that  in  the 
case  of  inconsistent  epilepsy,  the  seizure  focuses  are 
scattered  and  higher  than  normal  connectivity  exist 
between them.

• Connections  between  pathological  and  non 
pathological Brodmann areas, according to the number 
of  incoming  and  outgoing  connections.  Connectivity 
between  Brodmann  areas was  counted. Given 
Brodmann  area  outgoing  connections  are  the  number 
of  significant  evoked  responses  triggered  by this 
Brodmann area,  incoming connections are  the number 
of  significant  evoked  responses  appear  in  this 
particular Brodman area. Results  are  shown  in Figure 
6.
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Figure 5. Connectivity line chart. 'I' means pathological electrodes, 
'nonI' means non pathological electrodes. Pathological-pathological significant 
evoked responses (I-I signed red line) shows higher number near (0-4 cm) to 
the epileptic focus, than normal non pathological-non pathological (nonI-nonI 
signed green line), although this rate is turn over further (> 8 cm ).

Figure 6. Number of incoming connections to non pathological 
(blue) Brodmann areas elicited from non pathological Brodmann areas, 
significantly (p=0.05) higher than which connected with pathological ones

It seems, that the pathological Brodmann areas (red bars) have 
significantly  lower  in  and  out  connections  than  the  non-
pathological.

IV. FURTHER AIMS 

We  would  like  to  make  a  pathological,  non  pathological 
network identifier algorithm to facilitate the neurologists work 
and  take  measurable  the  pathological  or  non  pathological 
connections.

To verify  these results, we need higher number of patients 
involved to increase the statistical significance of the study.

V. CONCLUSION 

The  results  suggest  that  single  pulse  electrical  stimulation 
evoked  potentials may  reveal connections  of  functional  areas 
and functional networks of the human brain. Other studies also 
report  that  direct  cortical  stimulation  has  a  suppressive  effect 
on fast cortical activity and epileptic spikes [7], or can help to 
clarify the size of the area to be removed[8]. 

We  conclude  that  single  pulse  electrical  stimulation  is  a 
promising  technique  in delineating  eloquent  cortex  and might 
be a useful tool to identify pathological networks.
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Abstract—MorphoLogic’s Humor morphological analyzer 
engine has been used for the development of several high quality 
computational morphologies, among them ones for languages 
with complex agglutinating morphologies. However, Humor’s
closed source licensing scheme has been a limitation to making 
these resources widely available. Moreover, there are a few limi-
tations of the rule based Humor engine: lack of support for mor-
phological guessing and the use of frequency information or other 
weighting of the models. These problems were solved by convert-
ing the databases to a finite-state representation that allows mor-
phological guessing and the addition of weights and has open 
source implementations.
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I. INTRODUCTION
MorphoLogic’s Humor (‘High  speed  Unification  MOR-

phology’) morphological analyzer engine [6] has been used for 
the  development  of  several  high  quality  computational  mor-
phologies. These include ones for languages with complex ag-
glutinating morphologies, such as Hungarian and several other 
members of the Uralic language family: Komi, Udmurt, North-
ern  Mansi  and  several  Khanty  dialects  besides  several  Indo-
European languages including Polish, English, German, French 
and Spanish. Most of these morphologies were created using a
morphological  description  development environment  that can 
generate the resources used by the analyzer engine from a fea-
ture-based high level human readable description that contains 
no redundant information and is thus easy to maintain [5].

However,  one  aspect  of  morphological  processing  is  not 
covered  by  the  original  Humor  implementation.  The  Humor 
lookup  algorithm  does  not  support  a  suffix  based  analysis  of 
word forms whose stem is not in the stem database of the mor-
phological analyzer and it can’t be easily modified  to add  this 
functionality.  Such  a morphological  guesser  would  be  a  very 
useful tool, because every corpus of natural language text con-
tains a significant amount of words the stems of which cannot 
be expected to have been listed in the stem database of a gen-
eral  purpose  morphological  analyzer.  Moreover,  implementa-
tion  of  the  rule  based  Humor  engine  does not  make adding 
weights or frequency information of the morphological models 

possible. Thus  integration  and  appropriate usage of  frequency 
information  as would be  needed by  data  driven  statistical  ap-
proaches  to  text  normalization  (e.g.  automatic  spelling  error 
correction  or  speech  recognition)  is  not  possible  within  the 
original Humor system. Being able to create a statistical model 
would  be  especially  useful  when  building  an  unknown  word 
guesser  (a  functionality missing  from  the original Humor  im-
plementation anyway),  since  this  could provide a natural way 
of ranking weakly constrained guessed analyses. A third factor 
that  can  be mentioned  here  is  that  Humor’s  closed  source  li-
censing scheme has been a limitation to making these resources 
widely available.

This paper describes the approach that we followed to open 
up  new  possibilities  for  using  the linguistic  resources  created 
using the Humor formalism by converting them to a representa-
tion that can be compiled and used by finite state morphologi-
cal  tools, among  them ones with open source implementation.
The  finite  state  representation  can  be  easily  used  for  suffix 
based morphological guessing,  it provides a natural means for 
introducing  frequency  data also  making composition  with 
weighted error models possible.

II. THE HUMOR MORPHOLOGICAL ANALYZER

The  Humor analyzer  performs  a  classical  ‘item-and-
arrangement’ (IA) style analysis, where the input word is ana-
lyzed as a sequence of morphs. Each morph is a specific reali-
zation  (an allomorph) of  a morpheme,  an  indivisible meaning 
or function bearing element of a word.

The word is thus segmented into parts which have (i) a sur-
face form (that appears as part of the input string, the morph), 
(ii) a lexical form (the ‘quotation form’ of the morpheme) and 
(iii) a category label (which may  contain  some  structured  in-
formation  or  simply  be  an  unstructured  label).  The  following 
analyses  of  the  Hungarian  word  form  Várnának contain  two 
morphs each, a stem and an  inflectional suffix, delimited by a 
plus sign. 

analyzer>Várnának
Várna[S_N]=Várná+nak[I_Dat]
vár[S_V]=Vár+nának[I_Cond.P3]
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The lexical form of the stem differs from the surface form 
(following  an  equal  sign)  in both analyses:  the  final  vowel of 
noun stem (having a category label [S_N]) is lengthened from a
to á, while the verbal stem (having a category label [S_V]) dif-
fers in capitalization.

The  lexical  form  and  the  category  label  together  more  or 
less well identify the morpheme of which the surface form (the 
morph)  is  an  allomorph.  In  the  case  of  stems,  which  are  the 
core  elements  of  words,  the  lexical  form  is  called  a  lemma,
which  is  the  form of  the word  (stem)  that  is normally used  to 
represent it in a dictionary. The category label of stems is their 
part of speech, while that of prefixes and suffixes is a mnemon-
ic tag expressing their morphosyntactic function. In the case of 
homonymous  lexemes  where  the  category  label  alone  is  not 
sufficient  for  disambiguation,  an  easily  identifiable  indexing 
tag is usually added  to  the  lexical  form  to distinguish  the  two 
morphemes in the Humor databases. The disambiguating tag is 
a synonymous word identifying the morpheme at hand. 

The  program  performs  a  depth  first  search  on  the  input 
word form for possible analyses. It looks up morphs in the lexi-
con  the  surface  form  of  which  matches  the  beginning  of  the 
input word (and later the beginning of the yet unanalyzed part 
of it). The lexicon may contain not only single morphs but also 
morph sequences. These are ready-made analyses for irregular 
forms of  stems or  suffix  sequences, which can  thus be  identi-
fied by the analyzer in a single step, which makes its operation 
more efficient.

In addition to assuring that the requirement that the surface 
form of  the  next morpheme must match  the  beginning  of  the 
yet unanalyzed part of  the word (uppercase-lowercase conver-
sions  may  be  possible)  is  met,  two  kinds  of  checks  are  per-
formed  by  the  analyzer  at  every step. On  the  one  hand,  it  is 
checked whether the morph being considered as the next one is 
locally compatible with the previous one. On the other hand, it 
is  examined  whether  the  candidate  morph  is  of  a  category 
which, together with the already analyzed part, is the beginning 
of a possible word construction in the given language (e.g. suf-
fixes may  not  appear  as  the  first morph  of  a word  etc.).  The 
global word structure check is performed on candidate morphs 
for which the local compatibility check has succeeded. Possible 
word structures (how morphemes may follow each other within 
words of the given language, i.e. morphotactic constraints) are 
described by an extended finite-state automaton (EFSA) in the 
Humor analyzer. Being based on a regular word grammar, the 
analyzer  produces  flat morph  lists  as  possible  analyses,  i.e.  it 
does not assign any internal constituent structure to the words it 
analyzes. Using a  finite-state automaton is more efficient  than 
having a context-free parser and it also avoids most of the irrel-
evant ambiguities a CF parser would produce.

As we have seen, the lexical database of the Humor analyz-
er  consists  of  an  inventory  of morpheme  allomorphs  (surface 
realizations  of  morphemes),  an  extended  finite-state  word 
grammar automaton and data structures used for the local com-
patibility check of adjacent morphs. For the latter purpose, the 
Humor formalism uses two types of data structure: continuation 

classes  and  binary  continuation  matrices  describing  the  com-
patibility  of  those  continuation  classes  on  the  one  hand,  and 
binary properties and  requirements vectors on  the other  hand.
Each morph has a continuation class  identifier on both  its  left 
and  right  hand  side,  in  addition  to  a  right-hand-side  binary 
properties vector and a left-hand-side binary requirements vec-
tor. The  properties  vector  is  a  single  binary  number.  The  re-
quirements  vector  may  also  contain  don’t  care  positions,  im-
plemented as a combination of binary mask and a binary num-
ber.

Local compatibility check is performed as follows: a morph 
(typically  a  suffix  (sequence)) may  be  attached  to  another 
morph (typically  a  stem) if  right-hand-side  properties  of  the 
stem match left-hand-side requirements of the suffix in the fol-
lowing manner:

1.  A continuation matrix is selected by a masked subset 
of the  binary properties vector of the stem. In most actual mor-
phologies, two matrices are used: one for verbal stems and an-
other  for  the  rest, but  some use more.  In  fact,  a  single matrix 
could also be used, but decomposition is motivated by the fact
that  at  least  half  of  the matrix would  all  be  empty  due  to  the 
fact that verbal suffixes can never be attached to nominal stems 
and vice versa.

2.  The matrix code of the stem must be compatible with 
that of the suffix according to the selected binary compatibility 
matrix. Matrix rows are indexed by the suffix continuation ma-
trix  code  and  the  columns  by  the  stem  continuation  matrix 
code.

3.  All the bits in the non-don’t-care positions of the left-
hand-side binary requirements vector of the suffix must match 
those  in  the  right-hand-side  binary  properties  vector  of  the 
stem.

The extended finite-state word grammar automaton used to 
check overall  word  structure  is  a  deterministic  automaton.  It 
may  have  extra  binary  state  variables  in  addition  to  its  main 
state variable which can be used to handle non-local constraints 
within the word such as “a superlative prefix must be licensed 
by  a  subsequent  comparative  suffix  or  a  lexically  marked  li-
censing  stem”,  or  “a  verbal  prefix  in  a  non-monomorphemic 
word must  be  licensed by  a  subsequent  verbal  stem or verbal 
derivational suffix”. The extra state variables make  it possible 
that  such  constraints  can  be  handled without  an  explosion  of 
the state space of the automaton.

In addition to the previously mentioned data structures, the 
morphological database of the Humor analyzer also contains a 
mapping from right-hand-side property vectors to sets of possi-
ble  morphological  category  labels which  are  used  a  terminal 
nodes  in  the word  grammar. The mapping  is  actually defined 
from  masked  subvectors  to  labels.  However,  since  several 
masked  subvectors may match  a  specific  vector,  the mapping 
actually  maps  vectors  to  label  sets.  Arcs  within  the  word 
grammar  automaton  are  labeled  by  these morpheme  category 
labels. The lookup and local compatibility check of each morph 
in the word form is followed by a move in the word grammar 
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automaton. The move  is possible  if  at  the current  state of  the 
automaton there is an outgoing arc labeled by one of the mor-
phological category labels to which the right-hand-side proper-
ty vector of the currently looked up morph is mapped. Whether 
the automaton is deterministic in the sense that there are no two 
outgoing  arcs  from  any of  the  states  the  labels  of  which  can 
match the same vector is checked at compile time.

The database would be difficult to directly create and main-
tain in the format used by the analyzer, because it contains re-
dundant and low level data structures, thus it would be hard to 
read for humans, hard to keep consistent, hard to find and cor-
rect  errors  in  it  and hard  to  add new  lexical  entries. To avoid 
the need to maintain the database in a hard to read formalism, a 
development  environment  was  created  which  facilitates  the 
creation  and maintenance of  the morphological  databases. All 
Humor  morphologies  built  after  the  creation  of  the  develop-
ment environment were developed using  this higher  level  for-
malism.

In the environment, the linguist creates a high level human 
readable description which contains no redundant information.
The system transforms  it  in a consistent way  to  the redundant 
representations  which  the  analyzer  uses.  One  feature  of  the 
development environment  is  that  the  features used  in  the high 
level description are transformed to the format used by the ana-
lyzer  using  an  encoding  definition  description,  which  defines 
how each of the features used in the morphological description 
should be encoded for the analyzer: certain features are mapped 
to  binary  properties while  the  rest  determine  the  continuation 
matrices which are generated by the system dynamically. (Fea-
tures  can  also be  ignored  to produce  special-purpose  versions 
of  the  analyzer  and  the  generator  which  ignore  certain  re-
strictions and thus overanalyze/overgenerate).

III. FINITE-STATE MORPHOLOGIES

The most influential implementation of finite-state tools for 
morphological  processing is  the  xfst-lookup combo  of  Xerox. 
xfst is an integrated tool that can be used to build computational 
morphologies  implemented  as  finite-state  transducers  using 
various  formalisms  while  lookup  consists  of  optimized  run-
time  algorithms  to  implement  actual  morphological  analysis 
and generation using the lexical transducers compiled by xfst.

The formalism used for describing morphological  lexicons 
in  xfst  is  called  lexc,  originally  an  independent  program  of 
Xerox, the functionality of which later was integrated into xfst. 
The  lexc formalism makes  it possible to describe morphemes, 
organize  them  into  sublexicons  and  describe  word  grammar 
using continuation classes. A lexc sublexicon consists of mor-
phemes having an  abstract  lexical  representation  that  contains 
the morphological tags and lemmas and usually a phonological-
ly abstract underlying representation of the morpheme which is 
in turn mapped to genuine surface representations by a system 
of phonological rules.

The  phonological  rules  can  either  be  formulated  as  a  se-
quential or a parallel rule system. Sequential systems of rewrite 
rules were extremely popular with phonologists from the end of 

the sixties until the beginning of the nineties and still any per-
son  trained  in  generative  phonology  knows  how  to  read  and 
write phonological rules of this sort. Sequential rule systems in 
theory  introduce  several  levels  of  abstract  representations  be-
tween  the  surface  and  underlying  lexical  representations. The 
original functionality of xfst was just  to implement algorithms 
to compile and compose rule systems of  this sort and  to com-
pose them with  lexical  transducers compiled by  lexc. It was a 
fundamental achievement of  leading Xerox researchers  to  for-
mulate  these  algorithms  and  implement  them  in  an  efficient 
way, because before that sequential rule systems were not usa-
ble for analysis in practice due to a combinatorial explosion of 
ambiguity on the intermediate levels of representation. All the-
se intermediate levels along with the intractable amount of am-
biguity can be eliminated by combining the whole rule system 
and the lexicon into a single transducer. The finite-state opera-
tion to combine sequential rule systems into a single transducer 
is composition. 

In contrast to the sequential one, the alternative parallel rule 
formalism assumes only two levels of phonological representa-
tion. The  two  level  rule  system consists  of  simultaneous con-
straints  on  surface  and  underlying  phonological  representa-
tions.  The  finite-state  operation  to  combine  parallel  rule  sys-
tems into a single transducer is intersection. The Xerox imple-
mentation  of  the  two  level  rule  compiler  is  called  twolc. The 
two level formalism is still popular in Finland.

An  important  feature  of  the  Xerox  finite-state  transducer 
implementation  is  that  it  makes  a  factorization  of  the  state 
space  of  the  transducers  possible  in  a  manner  similar  to  the 
extended  word  grammar  automaton  of  the  Humor  analyzer. 
The construct is called  flag diacritics and is implemented as a 
set  of  special  epsilon  arc types  that  trigger  operations  in  the 
lookup algorithm such as  setting/clearing of an extended state 
variable (called  a  flag),  performing  unification of  the  current 
value  of  the  variable  with  the  value  specified  on  the  arc  or 
checking if the flag is set or cleared. If the latter value checking 
operations fail, exploration of the current path in the transducer 
is abandoned and backtracking occurs. Flag diacritics are single 
multicharacter  symbols  that  label  a  single  arc  each.  Being  a 
kind of epsilon symbol, arcs labeled by flag diacritics are trav-
ersed without reading the input by the lookup algorithm. Regu-
lar  non-epsilon multicharacter  symbols  are  also  often  used  in 
finite-state grammars e.g.  to represent morphosyntactic tags as 
a single symbol. A greedy tokenizer is used to recognize these 
symbols in the input in the lookup algorithm. 

Although  handling  of  flag  diacritics  during  lookup  incurs 
some  speed penalty,  they  are  useful  on  the one  hand because 
they can help prevent  the size explosion of  the  transducer due 
to  long  distance  dependencies  in  the morphology  and,  on  the 
other  hand,  because  they  can  also  be  used  to  describe  con-
straints between adjacent morphemes in a linguistically expres-
sive and easy  to understand manner making  the description of 
morphotactics much easier  than  it were using  the continuation 
classes  of  the  lexc  formalism  only.  Flag  diacritics  expressing 
such  local  constraints  can  often be  eliminated  from  the  trans-
ducer without a significant transducer size penalty.
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Although  human  languages differ  greatly  in  how  complex 
structures are expressed on the level of a single word form (i.e. 
in  how complex  their morphology  is),  the Xerox  tools  imple-
ment a powerful formalism that makes possible the description 
of even the most complex of those morphologies. This suggest-
ed  that mapping of  the morphologies  implemented  in  the Hu-
mor  formalism  to  a  finite-state  representation  should  have  no 
impediment.

However, the Xerox tools, although they were made freely 
available for academic and research use in 2003 with the publi-
cation of [2]. Do not differ  from Humor  in  two significant re-
spects: a) they are closed source and b) cannot handle weighted 
models. Luckily, a few years later quite a few open source al-
ternatives  of  xfst  were  developed. One  of  these open  source 
tools, Foma [3], can be used to compile and use morphologies 
written using  the  lexc/xfst  formalism. Another  tool, OpenFST
[1], is  capable  of  handling  weighted  transducers  and  a  third 
tool, HFST [4], can convert transducers from one format to the 
other  and  act  as  a  common  interface  above  the  Foma  and 
OpenFST backends.

IV. THE HUMOR TO LEXC CONVERSION

As  the morphological models created with  the Humor for-
malism contain a full description of the morphology including
morphophonology,  neither  the  sequential  (xfst)  or  the parallel 
(twolc) rule component of  the finite state  formalism is needed 
for the conversion of the Humor grammars to a finite state rep-
resentation. 

The lexical form (the lemma in the case of stems) and cate-
gory  label of each morph  is mapped  to  the  lexical  side of  the 
lexc representation of  the morpheme while  its  surface  form  is 
mapped to the surface side. In the case of morphologies trans-
formed from the Humor representation, the latter is real surface 
form instead of the abstract underlying phonological represen-
tation that is common in usual lexc lexicon sources. Appropri-
ate alignment of corresponding symbols in the lexical and sur-
face  representations  is  provided  by  the  implementation  of  the 
lexicon converter. Tags are represented as single multicharacter 
symbols in the representation.

Local  morph adjacency  constraints  represented  as  matrix 
codes,  continuation  matrices  and  binary  properties  and  re-
quirements vectors can be represented directly as  lexc contin-
uation classes. In fact the approach taken was to add a switch to 
the  piece  of  code  that  generates  the Humor  encoding  of  high 
level  property  and  requirements  expressions  in  the  develop-
ment  environment  that, when present,  triggers  the  code  to  re-
gard all high level  linguistic  features (even  the ones  that were 
originally declared to be represented as binary vector elements)
to  participate  in  determining  continuation matrices.  This  way 
the  generated  matrices  alone  completely describe  all  morph 
adjacency constraints. 

As we have seen, morphotactic constraints, many of which 
are non-local, are represented by the word grammar automaton 
in  the Humor model.  The  best  way  to  handle  such  non-local 
constraints  is  using  flag  diacritics.  The main  state  variable  of 

the automaton is mapped one flag (called St) while the extend-
ed binary state variables to one additional generated flag each. 
An arc in the original automaton running from state si to sj and 
checking the cleared state of variable vk and setting state varia-
ble vl is mapped to four flag arcs in the conversion process: one 
unifying the value of the St flag with si, one setting it to sj, one 
checking the cleared state of flag vk and one setting flag vl. The 
exact set of flag diacritics arcs attached to the representation of 
each morph is determined by the word grammar category of the 
morph.

When generating the lexc representation of each morph, the 
sublexicon it will be member of is determined by its left matrix 
name and code, and its continuation class is determined by its 
right matrix name and code along with its word grammar cate-
gory.  Word  grammar  category  determines  flags  as  described 
above,  while  right  matrix  name  and  code  hooks  back  to  the 
morpheme  lexicons  through sublexicons directly encoding  the 
compatibility  relations encoded in  the Humor matrices. Elimi-
nation of the word grammar state flag St is possible to improve 
the speed of lookup on the transducer, however it may result in 
a considerable growth of the state space.

The  following  is  a brief comparison  of  a  version  of  the 
Hungarian  morphology  containing  about  144000  morphs  in 
the original Humor compiled lexicon format and the converted 
version compiled by  the Xerox xfst  tool with and without  the 
elimination of the St flag and run using the Xerox lookup tool.

TABLE I.  COMPARISON OF ORIGINAL HUMOR AND XFST COMPILED
EQUIVALENTS OF A 144000 MORPH HUNGARIAN LEXICON

Humor lexicon lexc with St lexc St eliminated

runtime mem 3.3 MB 20.6 MB 38.5 MB

lookup speed 4700 w/s 12500 w/s 33333 w/s

Finite-state  conversion  results  in  a  significant  increase  of 
the memory footprint (>11 times) of the morphological analyz-
er,  however,  it  also yields a  significant analysis  speed benefit 
(>7 times).  Elimination  of  further  flags  roughly  doubles  the 
size  of  the  compiled  lexicon  for  each  eliminated  flag.  It  also 
leads  to  an  extremely  long  compilation  time  but  it  does  not 
result in any significant speed benefit.
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oroszgy@itk.ppke.hu

Abstract—This paper presents a new Hidden Markov model
based morphological tagging method that mainly contributes
on integrating a morphological analyzer and thus performs full
disambiguated morphological analysis including lemmatization of
words both known and unknown to the morphological analyzer.
Applying the method we implemented a tool that is fast to train
and use while having an accuracy on pair with slow to train
Maximum Entropy or Conditional Random Field based taggers.
Full integration with morphology and an incremental training
feature make it suited for creating corpora for less-resourced
languages. We show that the integration with morphology boosts
our tool’s accuracy in every respect – especially in full morpho-
logical disambiguation – when used for morphologically complex
agglutinating languages. We evaluate the implementation of our
method called PurePos on Hungarian data demonstrating its
state-of-the-art performance in terms of tagging precision and
accuracy of full morphological analysis.

Keywords-part-of-speech tagging, morphological disambigua-
tion, lemmatization, agglutinative languages, natural language
processing

I. INTRODUCTION

Tools called ‘Part-of-speech (PoS) taggers’ are widely used
in current language processing systems as a preprocessing tool.
Calling them PoS taggers is a bit misleading, since a number
of tagging algorithms are capable of effectively assigning tags
to words from a much richer set of morphosyntactic tags
than just the basic PoS categories. However, morphosyntactic
tagging is still just a subtask of morphological disambiguation:
in addition to its tag, the lemma of each word also needs
to be identified. Most of currently available taggers only
concentrate on determining the morphological tag but not the
lemma, thus doing just half of the job. For morphologically
not very rich languages like English, and in situations where
there is ample training material, a cascade of a tagger and
a lemmatizer yields acceptable results. For morphologically
rich agglutinating languages – such as Hungarian, Finnish or
Turkish – and especially in cases where only a limited amount
of training material is available, our results show that a closer
integration of the tagger and the morphological analyzer (MA)
is necessary to achieve acceptable results.

Halácsy et al. previously demonstrated [6] that a morpho-
logical analyzer can improve the accuracy of tagging. Improve-
ment is considerable when disambiguating texts written in ag-
glutinating languages. In our paper, we first introduce the main
fields of application where we believe our new method could
be applied more efficiently than others available. We then

describe the process of creating our tool. Our implementation
is mainly based on algorithms used in TnT [2] and HunPos
[5] but the new tool is capable of morphosyntactic tagging
and lemmatization at the same time thus yielding complete
disambiguated morphological annotation1. In addition to the
Hidden Markov model (HMM) used for the disambiguation
of morphosyntactic tags, the tool includes an interface to
an integrated morphological analyzer that not only greatly
improves the precision of the tagging of words unseen in the
training corpus but also provides lemmata. Finally we compare
the performance of our implementation called PurePos with
other tagging tools.

II. NEED OF AN INTEGRATED MORPHOLOGICAL
ANALYZER

A. Agglutinating languages

If we compare agglutinating languages like Hungarian or
Finnish with English in terms of the coverage of vocabulary
by a corpus of a given size, we find that although there are
a lot more different word forms in the corpus, these still
cover a much smaller percentage of possible word forms of
the lemmata in the corpus than in the case of English. On
the one hand, a 10 million word English corpus has less
than 100,000 different word forms, a corpus of the same
size for Finnish or Hungarian contains well over 800,000 [9].
On the other hand, however, while an open class English
word has about 4–6 different word forms, it has several
hundred or thousand different productively suffixed forms
in agglutinating languages. Moreover, there are much more
different possible morphosyntactic tags in the case of these
languages (corresponding to the different possible inflected
forms) than in English (several thousand vs. a few dozen).
Thus data sparseness is threefold: i) an overwhelming majority
of possible word forms of lemmata occurring in the corpus
is totally absent, ii) word forms that do occur in the corpus
have much less occurrences, and iii) there are also much less
examples of tag sequences, what is more, many tags may not
occur in the corpus at all.

The identification of the correct lemma is not trivial either,
especially in the cases of guessed lemmata. But also for words
that can be analyzed by the regular morphological analyzer,
identifying the lemma can still be a problem. In Hungarian,
for example, there is a class of verbs that end in -ik in their

1i.e. each word is annotated with its lemma and its morphosyntactic tag
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third person singular present tense indicative, which is the
customary lexical form (i. e. the lemma) of verbs in Hungarian.
Another class of verbs has no suffix in their lemma. The two
paradigms differ only in the form of the lemma, so inflected
forms can belong to the paradigm of either an -ik final or an
non-ik final verb and many verbs (especially ones containing
the productive derivational suffix -z/-zik) have an ambiguous
lemma.

B. Resource poor languages

A great proportion of resource poor languages (that lack
annotated corpora) is morphologically complex. For these
languages, to create an annotated corpus, an iterative workflow
is a feasible approach. First, a very small subset of the
corpus is disambiguated manually and the tagger is trained
on this subset. Then another subset of the corpus is tagged
automatically and corrected manually, yielding a new, bigger
training corpus and this process is repeated. For this workflow
to be in fact feasible, a fast turnaround time is needed for
the retraining process. In terms of training time, Hidden
Markov Model based taggers greatly outperform other tagger
algorithms, like maximum entropy and conditional random
fields, which take comparatively longer time to train. HMM
thus fits better the iterative workflow sketched above.

III. IMPLEMENTATION

A. Background

Our goal was to develop a morphological disambiguation
method that i) contains employs a morphological analyzer,
ii) performs full morphological disambiguation including
lemmatization, iii) can handle Unicode input, iv) can efficiently
handle (including lemmatization of) both words unknown to
the morphological analyzer and ones missing from the training
corpus, v) and is fast to train.

Although there are a few tools (see the end of this section)
that meet part of the above requirements, none of them satisfies
all, therefore, we decided to build a morphological tagger.
Choosing Java as the base of our implementation our tool has
the advantage of universally representing characters of texts
written in any language covered by Unicode. We modelled
our implementation on HunPos, an open source HMM tagger
written in OCaml. Enriching HunPos with the required func-
tionality would probably have been the easiest way to attain
our goal. However, the lesser known programming language in
which it is implemented could be a hindrance to the portability,
integration and further customization of the tool.

HunPos itself is an open source reimplementation and
enhancement of Thorsten Brants’ TnT. It is capable of i) using
a generalized smoothed n-gram language model (while TnT
has trigrams only), ii) context sensitive emission probabilities
(another enhancement over TnT), iii) clever tricks like apply-
ing different suffix guesser models to capitalized and lower
case words, iv) different emission models for ordinary words
and special tokens that contain digits and other non-letter
characters, and, v) in order to improve tagging speed, a beam
search instead of an unconstrained Viterbi search. In addition,

HunPos can load a morphological table at initialization time
that can be used to emulate the operation of an integrated
morphological analyzer if all the word forms in the text to be
processed had been listed along with all their possible tags
using the analyzer in an off-line manner before initializing
the tagger. However, this kind of poor man’s MA is hardly
applicable in corpus annotaion scenarios as noted above. A
special enhanced version of TnT had a similar table loading
mechanism that was used by Oravecz and Dienes [9]. How-
ever, as far as we know, that version was not made accessible
to the public.

A drawback of HunPos is that it can only process 8 bit
input, it handles case distinctions incorrectly if we attempt to
use it on UTF-8 text. There is a degradation of performance
even when trying to use it for UTF-8 Latin text with accented
letters. Moreover a model which is trained on 8-bit encoded
text, cannot be correctly used for a text which has a different
character encoding.

B. Reimplementation

We implemented the following new features in PurePos
in addition to the integration of a morphological analyzer
interface: i) a lemma guesser for words unseen in the training
corpus and unknown to the MA and ii) incremental training,
i.e. additional training data can be added to the tagger model
without a full recompilation of the model.

Incremental training is made possible by the fact that the
model generated during training is only normalized right
before tagging (i.e. we serialize the model without normalizing
it). The calculation of model parameters and normalization
takes very little time when loading the model.

When revising the original HunPos code, we also discovered
an implementation error in it. The authors use the special
tokens lexicon erroneously: the lexicon is built up using
names of special token classes, but in the tagging process,
the algorithm searches for special tokens themselves in the
lexicon instead of the name of the class to which they belong.
This erroneous behaviour was fixed in PurePos.

C. Using the integrated morphological analyzer

The integrated morphological analyzer has a twofold role in
the tagger. On the one hand, it helps to determine the correct
tag for words unseen in the training corpus by eliminating false
tag candidates generated by the suffix guesser. As Halácsy et
al. [5] showed and as is clearly demonstrated in the evaluation
section, the knowledge of possible tags for a particular token
yields better accuracy during tagging, since the suffix guesser
may have many false guesses that can be filtered out by using
a morphological table. Keeping this feature in our implemen-
tation we also introduced an interface for a morphological
analyzer, which is used in a similar way.

Since the identification of lemmata is part of our goal, we
need to select the most probable lemma that corresponds to
each selected tag and token. In the case of words missing
from the lexicon of the integrated morphological analyzer,
possible lemmata are generated by a morphological guesser.
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This guesser gets its input from the training data, and learns
[lemma transformation, tag] pairs (TTP) for the given suffixes.
A transformation is represented as the difference between the
word and the lemma. A reverse trie of suffixes is built in
which each node can have a weighted list containing the
corresponding TPPs. Once the training is finished, the lemma
guesser is used along with the MA to calculate the possible
lemmata. For tokens recognized by the MA, the analyzer
supplies lemmata, while in the case of out-of-vocabulary
(OOV) words, the lemma guesser is used to generate possible
lemmata. Each guess contains a morphosyntactic tag with
which it is compatible. Having the guesses for each token and
the best tag sequence for the sentence, for each token the most
probable compatible lemma (having the same morphosyntactic
tag) is selected, where probability is estimated as the relative
frequency of the lemma (given its main PoS category) in the
training set.

The tagger uses the same rich tagset that is used in the
training corpus and the MA without any mapping. In the case
of the Szeged corpus this amounts to 1030 different tags.

IV. EVALUATION

We compared our implementation with other state-of-the-art
PoS taggers in terms of tagging accuracy, such as HunPos and
the maximum entropy based OpenNLP tagger. The evaluation
was done on a modified version of the Hungarian Szeged Cor-
pus [3] in which the morphosyntactic annotation was converted
into a form that is compatible with that of the HUMor [10]
morphological analyzer that we interfaced with our tagger.
Conversion was complicated by the fact that many closed class
grammatical words like conjunctions, pronouns, postpositions
and sentence adverbials are differently categorized in the
two formalisms. At the same time, lemmata also had to be
converted to be compatible with the used analyzer’s output.
HUMor can yield a richer analysis including a number of
productive derivational affixes (e.g. participles, gerunds etc.)
which results in a different lemma than the one in the original
Szeged Corpus. Since this conversion was done automatically
– that might contain errors in the case of lemmata – we had to
create a handcrafted test set, on which the lemmatization tests
were run. In addition to reporting accuracy of morphosyntactic
tagging, we also present the results of lemmatization accuracy
and a combined accuracy of morphological annotation of the
tool (i.e. both the lemma and the tag must be identical to
that in the gold standard for the annotation of the token to be
accepted as correct).

Comparison of PurePos with HunPos and OpenNLP is only
possible in terms of tagging accuracy as the latter perform no
lemmatization. We know of only one freely available tool for
Hungarian: magyarlanc [14] that performs full morphological
annotation using a similar approach. Direct comparison of its
performance with PurePos is not possible due to the difference
in the set of tags and lemmata produced by the two systems,
so, unfortunately, we currently cannot present a comparison
of the accuracy of the two systems.

Since our algorithm is entirely modelled on that of HunPos,
it doesn’t really make sense to compare them in the regular
way: using a morphological table of the text to be processed
and using a built in MA to analyze the same words yield the
same result. If we do this we get almost exactly the same
results. The differences in the output of HunPos and PurePos
mainly originate in having fixed a few relatively unimportant
implementation errors in HunPos and another part of them
are cases, where there is an indeterminacy in the exact set
of paths to follow during beam search. While small bug fixes
result in about less than 0.01% improvement (and only in those
cases where the training set is small enough) the beam search
indeterminacy accounts for even less difference.

Guesser Gue.+MT Gue.+MA
Tagging acc. 98.14% 98.99% 98.99%
Lemmatization acc. 90.58% 91.02% 99.08%
Combined acc. 89.79% 90.35% 98.35%

TABLE I
MORPHOLOGICAL DISAMBIGUATION ACCURACY PER TOKEN

Guesser Gue.+MT Gue.+MA
Tagging acc. 75.08% 85.21% 85.21%
Lemmatization acc. 29.17% 30.74% 87.13%
Combined acc. 26.17% 28.05% 78.11%

TABLE II
MORPHOLOGICAL DISAMBIGUATION ACCURACY PER SENTENCE

Accuracy
PurePos (with MA) 98.99%
PurePos (without MA) 98.14%
OpenNLP perceptron 97.16%
OpenNLP maxent 96.45%

TABLE III
COMPARISON OF PART-OF-SPEECH TAGGING ACCURACY

Table I and II present tagging, lemmatization and combined
(full morphological disambiguation) accuracy of PurePos. The
version termed “Guesser” in the tables uses only information
learned from the corpus both for tagging unseen words and
lemmatization of all tokens. The version termed “Gue.+MT”
uses an off-line generated morphological table that lists all
possible tags of all tokens in the test set that was gener-
ated using the HUMor morphological analyzer. However, this
version still uses only the lemma guesser for lemmatization.
“Gue.+MA” uses the integrated MA both for tagging and
lemmatization. In this setup, the guesser is only used for
OOV words. Table I shows token accuracy and table II shows
sentence accuracy using 90% as training set and 10% as test
set of the modified Szeged Corpus. The results clearly show
that using only the lemma guesser yields mediocre results,
but if the MA is applied for lemmatization for words in
its vocabulary, accuracy significantly increases. Comparing
PurePos (with and without MA) with OpenNLP (in table III)
on the same training and test set (both with the Maximum
Entropy and Perceptron learning package) shows that our
system is competitive with nowadays popular systems.

In addition, we examined the learning curve of the system
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modelling the incremental creation of an annotated corpus
from scratch. For this we followed the iterative workflow
described above. We used the following systems: i) the
reimplemented HunPos algorithm with no analyzer integrated
(as a baseline) using the trained lemma guesser to perform
lemmatization, ii) the same with a constant morphological
table containing the 100000 most frequent words from the
Hungarian Webcorpus [7], [4] (an unannotated corpus inde-
pendent of Szeged Corpus) and iii) full PurePos with the
integrated analyzer that performs lemmatization as well.

Fig. 1. Learning curve of full disambiguation accuracy

Fig. 2. Learning curve of PoS tagging accuracy

The integrated basic lemma learning algorithm – in the case
of a training set of an adequate size – has a lemmatization
accuracy of about 80–90% that can be used as a baseline.
Its relatively low performance is due to overregularization
of frequent irregular words. Figure 1 and 2 show that there
is a clear advantage of having an integrated morphological
analyzer to handle word forms missing from the training
corpus and to do lemmatization. The advantage is striking at
the initial phase of the corpus creation process. Although it
becomes less pronounced as more and more training corpus
is available, even with a 1 million word training corpus the
tagger combined with the MA produces only about half as
many tagging errors as the version containing no analyzer.

V. CONCLUSION

In our paper, we presented a new stochastic morphological
tagger that has state-of-the-art morphological disambiguation
accuracy using an interface for a morphological analyzer. The
POS tagging performance of the tool is higher than that of
OpenNLP and as high as that of HunPos, another open source
tagger, however, it is easier to integrate and modify due to

being implemented in Java. It can handle Unicode input and it
performs full disambiguated morphological analysis, not just
morphosyntactic tagging. It is fast to train and use thus it
could be a tool of choice for corpus annotation projects for
less resourced languages.
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Abstract— The first steps of processing clinical documents are 
structuring and normalization. In this paper we demonstrate how 
to compensate the lack of any structure in raw data by 
transforming simple formatting features automatically to 
structural units. Then we developed an algorithm to separate 
running text from tabular and numerical data. Finally we 
generated correcting suggestions for word forms recognized to be 
incorrect. Some evaluation results are also provided for using the 
system as automatically correcting input texts by choosing the 
best possible suggestion from the generated list. Our method is 
based on the statistical characteristics of our Hungarian clinical 
data set and on the HUMor morphological analyzer. The 
conclusions claim that our algorithm is not able to correct all 
mistakes by itself, but is a very powerful tool to help manually
correcting Hungarian medical texts in order to produce a correct 
text corpus of such a domain.

Keywords- spelling correction; clinical text mining; language
models; morphology; agglutinative; biomedical corpora

I. INTRODUCTION
In  most  hospitals  medical  records  are  only  used  for 

archiving and documenting a patient’s medical history. Though 
it has been quite a long time since hospitals started using digital 
ways for written text document creation instead of handwriting 
and they have produced a huge amount of domain specific data, 
they  later  use  them  only  to  look-up  the  medical  history  of 
individual  patients.  Digitized  records  of  patients’  medical 
history  could  be  used  for  a  much  wider  range  of  purposes. 
Language  technology,  ontologies  and  statistical  algorithms
make  a  deeper  analysis  of  text  possible, which may  open  the 
prospect  of  exploration  of  hidden  information  inherent  in  the 
texts. However, the way clinical records are currently stored in 
Hungarian  hospitals  does  not  even  make  free  text  search 
possible.

Aiming  at  such  a  goal,  i.e.  implementing  an  intelligent 
medical  system  requires  a  robust  representation  of  data.  This 
includes  well  determined  relations  between  and  within  the 
records  and  filling  these  structures with  valid  textual  data.  In 
this paper we describe how the structure of the medical records 
is  established  and  the  method  of  automatic  transformation. 
Then, after the elimination of non-textual data, we demonstrate 
a basic method for correcting spelling errors in the textual parts 
with an algorithm that is able to handle both the language and 
domain specific phenomena.

II. REPRESENTATION OF MEDICAL TEXTS
We  were  provided  anonymized  clinical  records  from 

various departments, we chose one of them, i.e. ophthalmology 
to  build  the  system  that  can  be  extended  later  to  other 
departments as well. Due to the lack of a sophisticated clinical 
documentation system, the structure of raw medical documents 
can only be inspected in the formatting or by understanding the 
actual  content.  Besides  basic  separations  - that  are  not  even 
unified  through  documents  - there  were  no  other  aspects  of 
determining structural units. Moreover a significant portion of 
the  records  were  redundant:  medical  history  of  a  patient  is 
sometimes copied to later documents at least partially, making
subsequent  documents  longer  without  additional  information 
regarding  the  content  itself.  However  these  repetitions  will 
provide  the  base  of  linking  each  segment  of  a  long  lasting 
medical process.

A. XML structure
Wide-spread practice for representing structure of texts is to 

use XML to describe each part of the document. In our case it 
is  not  only  for  storing  data  in  a  standard  format,  but  also 
representing the identified internal structure of the texts which 
are  recognized  by  basic  text  mining  procedures,  such  as 
transforming  formatting  elements  to  structural  identifiers  or 
applying  recognition  algorithms  for  certain  surface  patterns. 
After  tagging  the  available  metadata  and  performing  these 
transformations  the  structural units  of  the medical  records  are 
the followings:

• content: parts of  the  records  that are  in  free  text  form 
are  further  divided  into  sections  such  as  header, 
diagnoses,  applied  treatments,  status,  operation, 
symptoms, etc.

• metadata:  we  automatically  tagged  such  units  as  the 
type  of  the  record,  name  of  the  institution  and 
department, diagnoses represented in tabular forms and 
standard encodings of health related concepts.

• simple  named  entities:  dates,  doctors,  operations,  etc. 
The  medical  language  is  very  sensitive  to  named 
entities, that is why handling them requires much more 
sophisticated algorithms, which are a matter of further 
research.

• medical  history: with  the  help of  repeated  sections  of 
medical records related to one certain patient, we have 
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been  able  to  build  a  simple  network  of  medical
processes. Since the documentation of medical history 
is  not  standardized  and  not  consequent  even  for  the 
same  patient,  the  correspondence  is  determined  by 
partial  string  matching  and  comparing  algorithms. 
Thus we can store the  identifiers of  the preceding and 
following records.

B. Separating Textual and Non-Textual Data
The  resulting  structure defines  the  separable parts  of  each 

record; however there are still several types of data within these 
structural units. Non-textual information inserted into free word
descriptions  are  laboratory  test  results,  numerical  values, 
delimiting  character  series  and  longer  chains  of  abbreviations 
and special characters. We filtered out these expressions to get 
a set of records containing only natural text.  To solve this issue
we applied the unsupervised methods of clustering algorithms. 
Since there are hardly any sentence boundaries in the classical 
sense,  our  basic  units  were  lines  (i.e.  units  separated  with 
newline character) and concatenations of multiple  lines where 
neighbouring  lines were  suspected  to be  continuation of  each 
other. This continuation does not apply to the semantic content 
of the lines, rather to their behaviour regarding textual or non-
textual form of information. Thus such short textual fragments 
were  kept  together  with  more  representative  neighbours 
avoiding  them  to  be  filtered  out  by  themselves,  since  their 
feature  characteristics  are  very  similar  to  those of  non-textual 
lines.  Testing  the  efficiency  of  our  feature  set  and  clustering 
algorithm,  a  simple  Naive  Bayes  classifier  performed  98% 
accuracy on a data  set of 100  lines. Portions considered  to be 
textual  information  need  to  be  normalized  in  terms  of 
punctuation,  spelling  and  the  used  abbreviations.  A  fault 
tolerant  tokenization  is  applied  to  the  running  text  that  takes 
into account domain specific phenomena.

III. SPELLING CORRECTION

A. Language and Domain Specific Difficulties
In  our  case of  processing  clinical  narratives,  the 

agglutinating and  compounding behavior  of  Hungarian 
language  yields a  huge  number of  different  word  forms  and 
free  word  order  in  sentences  render  solutions  applicable  to 
English  unfeasible.  For  the  detailed  characteristics  of  the 
distribution of Hungarian word forms see [7].

Moreover,  medical  language  contains  additional 
difficulties.  Since  these  records  are  not  written  by  clinical 
experts (and there is no spell-checker in the software they use) 
they contain many errors of the following types:

• typing  errors  occurring  during  text  input  mainly  by 
accidentally  swapping  letters,  inserting extra  letters or 
just missing some,

• the misuse of punctuation,

• substandard  spelling  with  especially  many  errors 
arising from the use of special medical language with a 
non-standard  spelling  that  is  a  haphazard  mixture  of 

what  would  be  the  standard  Latin  and Hungarian 
spelling (e.g. tension / tenzió / tenzio / tensió). Though 
there  exists  a  theoretical  standard  for  the  use  of  such 
medical expressions, doctors tend to develop their own 
customs  and  it  is  quite  difficult  for  even  an  expert  to 
choose the right form.

Besides  these  errors,  there  are many  additional difficulties 
that must  be handled  in a  text mining  system, which  are  also 
consequences of the special use of the language. When writing 
a  clinical  record,  doctors  or  assistants  often  use  short 
incomplete  phrases  instead  of  full  sentences.  The  use  of 
abbreviations does not follow any standards in the documents. 
Assistants  do  not  only  use  standard  abbreviations  but 
abbreviate  many  common  words  as  well  in  a  rather  random 
manner and abbreviations rarely end in a period as they should 
in  standard  orthography.  Moreover,  the  set  of  abbreviations 
used  is  domain  specific  and  also  varies  with  the  doctor  or 
assistant  typing  the  text.  In  some  extreme  situations  it  might 
happen  that  a  misspelled  word  in  one  document  is  an 
intentional abbreviation or short form in the other.

For  the  identification of  an appropriate error model of  the 
spelling errors, a corpus of corrected clinical records is needed. 
There is no such corpus at all for Hungarian medical language, 
thus  we  needed  to  create  a  corrected  version  of  our  real-life 
medical  corpus. This was necessarily  a partly manual  process 
for  a  subset  of  the  corpus,  but  we  wanted  to  make  the 
correction  process  as  efficient  as  possible.  Our  goal  was  to 
recognize  misspelled  word  forms  and  automatically  present 
possible  corrections  in  a  ranked  order.  Additional  algorithms 
with manual validation could then choose the final form, which 
is  much  easier  than  correcting  the  whole  corpus  by  hand, 
moreover  the  baseline  system might  be  easily extended  to be 
able  to  carry  out  the  whole  process  trained  on  the  already 
corrected corpus.

B. Combination of Language Models
Aiming at  such a goal, a  simple  linear model was built  to 

provide  the  most  probable  suggestions  for  each  misspelled 
word.  We  combined  several  language  models  built  on  the 
original  data  set  and  on  external  resources,  that  are  the 
followings  (the  first  two  used  as  prefilters  before  suggesting 
corrections, the rest were used for generating the suggestions):

• stopword  list:  a  general  stopword  list  for  Hungarian 
was extended with the most common words present in 
our medical corpus. 

• abbreviation list: after automatically selecting possible 
abbreviations  in  the  corpus,  the  generated  list  was 
manually  filtered.  Since  we  have  not  applied  expert 
knowledge,  this  list  should  be  more  sophisticated  for 
further use.

• list  of  word  forms  licensed  by  morphology:    those 
word  forms  that  are  accepted  by  our  Hungarian 
morphology  (HUMor  [10]) were  selected  from  the 
original  corpus,  creating  a  list  of  potentially  correct 
word  forms.  To  be  able  to  handle  different  forms  of 
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medical  expressions,  the  morphology  was  extended 
with  lists  of  medicine  names,  substances  and  the 
content of the Hungarian medical dictionary. We built 
a unigram model from these accepted word forms.

• list  of  word  forms  not  licensed  by  morphology:  the 
frequency  distribution  of  these words were  taken  into 
consideration  in  two  ways  when  generating 
suggestions. Words appearing  just  a  few  times  in  the 
corpus  remained  as  unaccepted  forms.  Those  ones 
however,  whose  frequency  was  higher  than  the 
predefined  threshold  were  considered  to  be  good 
forms,  even  though  they  were  denied  by  the 
morphology.  Our  assumption  was  that  it  is  less 
possible to consequently use the same erroneous word 
form than being that form correct and contradicting our 
morphology.

• general and domain specific corpora: we built unigram 
models similar  to that of the above described licensed 
word  forms  from  the Hungarian  Szeged Korpusz  and 
from the descriptions of the entities in the ICD coding 
system documentation. We assumed that both of these 
corpora contains only correct word forms.

C. Generating Possibly Correct Suggestions
As the next step we filtered out  those word forms  that are 

not  to  be  corrected.  These  were  the  ones  contained  in  the 
stopword and abbreviation  lists. For  the  rest of  the words  the 
correction suggestion algorithm is applied.  For each word a list 
of  suggestion  candidates  is  generated  that  contains  the  word 
forms  with  one  unit  of  Levenshtein  distance  [5] and  the 
possible suggestions generated by the morphology. Then these 
candidates  are ordered with  a weighted  linear  combination  of 
the  different  language models,  the  weight  of  the  Levenshtein 
generation and  the  features of  the original word  form. Thus a 
weighted  suggestion  list  is  generated  to  all  words  in  the  text 
(except  for  the  abbreviations  and  stopwords),  but  only  those 
will  be considered  to be  relevant, where  the  score of  the best 
weighted suggestion is higher than that of the original word. At 
the end we considered the ten best suggestions.

IV. RESULTS
We  investigated  the  performance  of  the  system  as  a 

standalone  automatic  correcting  tool,  accepting  the  best 
weighted  suggestion  as  the  correction,  but  also  as  an  aiding 
system that is only to help manual correction at this initial state. 
Since we did not have a correct  test set, we had to create one 
manually  by  correcting  a  portion  of  our medical  corpus. Our 
test  set  contained  100  paragraphs  randomly  chosen  from  the 
corpus. We used three metrics for evaluation:

• precision:  measures  how  the  number  of  properly 
corrected  suggestions  relates  to  the  number  of  all 
corrections,  considering  the  best  weighted  suggestion 
as correction

• recall:  measures  the  ratio  of  the  number  of  properly 
corrected  suggestions  and  the  number  of  misspelled 
word forms in the original text

• f-measure: the average of the above two

We  investigated  the  result measures  for  several  combinations 
of weighting the above described models and features:

• Models  based  on  justification  of  morphology  (VOC, 
OOV): since these models are the most representatives 
for  the  given  corpus,  these  models  were  considered 
with the highest weight

• Models  built  from  external  resources  (ICD,  Szeged): 
these  models  are  bigger,  but  they  are  more  general, 
thus word forms are not that relevant for our raw texts. 
Our results reflect that though these models contribute 
to  the  quality  of  the  corrections,  they  should  have 
lower  weights  in  order  to  keep  the  scores  of medical 
words higher

• Original  form (ISORIG, ORIG):  the original  forms of 
the  words  received  two  kinds  of  weighting:  first 
whether  if  the word  to be corrected  is  licensed by  the 
morphology or not; second whether if  the actual word 
is the original word form, regardless of its correctness. 
This  was  introduced  so  that  the  system  would  not 
“correct” an  incorrect word  form  to  another  incorrect 
form,  but  rather  keep  the  original  one,  if  no  real 
suggestions can be provided.

• Morphological  judgment  on  suggestions  (HUMor):  
each generated suggestion licensed by the morphology 
received  a  higher  weight  to  ensure  that  the  final 
suggestions are valid words.

• Weighted  Levenshtein  generation  (LEV):  when 
generating  word  forms  that  are  one  Levenshtein 
distance  from  the  original  one,  we  gave  special 
weighting  for  more  probable  phenomena,  such  as 
swapping  letters  placed  next  to  each  other  on  the 
keyboard  of  a  computer,  improper  use  of  long  and 
short  forms  of  Hungarian  vowels,  or  mixing 
characteristic letters of Latin (e.g.: t-c, y-i).

TABLE 1. Results with best combination of weights

Model Weights

OOV 0.05

VOC 0.25

SZEGED 0.15

ICD 0.2

HUMOR 0.15

PRECISION 70%

RECALL 75%

F-MEASURE 72%
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The low numerical values in the table can be explained by 
several  phenomena.  The  relatively  small  size  of  our  test  set 
does not reflect all types of errors. However manually creating 
a  larger corrected  text  is very  time and effort consuming. The 
system  though provides great  help  in  this  task as well,  so  the 
evaluation  of  a  generalized  application  will  be  much  more 
accurate. Domain specific ambiguities also cause trouble at the 
time of  evaluation. We  allow  the  system  to  accept more  than 
one correction as appropriate, but  still  there are  several cases, 
where  this  is still a problem to decide. Thus the system might 
reject  some  correct  forms  while  accepting  other  erroneous 
ones. The precise handling of abbreviations  is  still  a problem, 
but is to be solved later on, thus it is unavoidable to fail on such 
fragments  like  “szemhéjszél  idem,  mérs.  inj.  conj,  l.sin.”  or 
“Vitr. o.s.  (RM) abl.  ret. miatt”. Human evaluation  instead of 
the used metrics predicts much better results, which means that 
the readability of the texts has significantly improved. 

Regarding  the  ranking  of  the  suggestions,  in  99.12%  of  the 
words of the test set,  the 5 best suggestions contained the real 
correction. This means that using  the system as an aiding  tool 
for  manual  correction  of  medical  texts  is  very  powerful.  An 
interactive  user  interface  has  been  created  to  exploit  the 
possibilities  provided  by  such  a  feature,  where  the  user  can 
paste portions of medical  texts,  than the system highlights  the 
words  that  it  judged  to  be  misspelled  and  offers  the  5  best 
suggestions,  from  among  which  the  user  can  choose.  The 
scores  are  also  displayed  to  give  a  hint  to  the  user  about  the 
difference between each suggestions.

V. FURTHER PLANS
The  system  at  its  early  phase  has  several  shortcomings 
regarding the generation and weighting of suggestions. Several 
problems  are  discussed  above,  besides  which  two  more 
problems are to be solved in the near future. The first is taking 
into  account  the context  of  a  word.  This  could  solve  some 
ambiguous cases, where no decision can be made on the word 
level.  The  main  difficulty  for  introducing  this  factor  in  the 
model  is  that a proper n-gram model  is needed, which points 
back to the need of a correct corpus. The other important issue 
is  that  of multiple-word  expressions. At  its  present  stage  the 
system is not able  to correct such cases, when  two words are 
written together without space between them, or vice versa. As 
our  test  set  contains  examples  for  all these  unhandled 
appearances, the evaluation metrics would surely be improved 
if these problems were solved.

VI. CONCLUSION

The primary goal of developing our baseline algorithm was to 
aid  the  creation  of  a  correct,  reliable Hungarian medical  text 
corpus. Having reached  this goal, a more precise error model 
can  be  built  to  use  for  training  a more  improved  system. As 
the  results  reflected,  this  motivation  is  fulfilled,  since  our 

correcting algorithm is quite efficient  for such a basic aspect. 
The result of the system by itself could lead to several useful 
applications,  such  as  at  the  background  of  a  medical  search 
engine, where both the query, and the actual result texts could 
be extended by other suggested forms of each word, making it 
possible  to  retrieve  valuable  information  even  if  some 
misspellings are present on either side. The basic tagging and 
structuring  described  in  the  first  part  of  this  paper  is  also 
useful for storing, organizing and easier retrieving of the data. 
We  demonstrated  that  the  creation  of  an  intelligent  clinical 
system built on the knowledge lying in medical records is not 
trivial  even  in  the  preprocessing  phase.  However  after  some 
iterative  application  of  the  combination  of  automatic  and 
manual  work,  a  gradually  improved  corpus  can  be  available, 
finally making the whole process automatic.
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Abstract—Drug combinations are proved to be efficient in
treating complex diseases such as cancer, diabetes, arthritis and
hypertension. However designing such drug combinations is not
an easy task due to its complexity. Most drug combinations were
found in empirical way thus there is a lack of efficient compu-
tational methods. In this paper I will present a novel network
analysis based method, which considers the complexity of the
interaction between drugs - such as crosstalk and other network
phenomena - through perturbation analysis (on the STRING
protein-protein association network) generated by underlying
drugs. The method also reveals the underlying mechanism of
drug actions. Results show that those drugs can form efficient
combinations, that have a large number of common perturbed
proteins, even if their targets can be found in unrelated pathways.
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I. INTRODUCTION

In the past few decades the number of novel marketed

drugs have fallen much below the expectations despite the

growing financial and other resources on this area [1], [2],

[3]. Drugs designed by one drug - one target drug design

strategy often fail at phase III or phase IV due to their

side effects or the low therapeutic effect [1], [4] since the

biological systems are robust against various kind of perturba-

tions [3], [5] such as toxins, chemical compounds, mutations.

The biological pathways are often redundant, diverse and

modular. Furthermore they are rich in negative feedbacks,

positive feedbacks, feed-forward and other regulatory loops

that can compensate the effect of perturbations. Using multi-

target drugs or drug combination can overcome that limitation

since they modulate multiple proteins in the same time, thus

they might be able to efficiently control the system. Ágoston

et al. [6], [7], [8] showed that multiple partial knockout of

targets is more efficient than single knockout. In addition drug

combinations have lower toxicity and therapeutic selectivity

[9]. Instead of developing highly selective compounds one

should try to use multitarget drugs or drug combinations

as a drug discovery paradigm and the available information

about the complex biological system as well [10]. However

finding efficient target and dose combinations, having proper

therapeutic effect is hard since it is a combinatorical problem

[11] and the complexity of the biological system also has to be

considered. Still the number of approved drug combinations

is increasing, most of them were found by experience and

intuition [12], [13]. Several experimental methods, even high

throughput methods, have been developed for measuring the

efficiency of drug combinations, such as Bliss independence or

Loewe additivity [14], [15]. This kind of exhaustive search is

impractical so Wong et al. used a stochastic search algorithm

Fig. 1. This figure shows a hypothesis how the synergism or the antagonism

of two drugs can arise. The yellow pentagons represent the drugs, while the

blue ones are the proteins. The drugs have some effect on their targets and

this effect will propagate to the target neighbourhood through the network

edges. The blue and yellow area are the subnetworks consisting of the most

affected proteins. The proteins in the intersection affected by both drugs may

explain the synergistic or antagonistic effect.

and Calzoari et al. sequential decoding algorithms to find

the best combinations [16], [17]. Yang et al. use differential

equations to find a perturbation pattern that can alter the

system to a normal state from a disease state [18]. Jin et al.

wanted to understand how a synergism of two drugs arises

using microarray data and a Petri net based model [19]. The

common in these methods is that they require a large number

of experiments or deep knowledge of the kinetic parameters

of the pathways. Other methods use data mining algorithms to

integrate pharmacological and network data [20], [21], [22].

Li et al. used the concept of network centrality and disease

similarity to prioritize drug combinations [23]. Wu et al. used

the microarray profile of the individual drugs for the predic-

tions [24], while others use the concept of synthetic lethality

and the available gene interaction data [25], [26]. In this paper

I present a novel drug combination prediction algorithm which

is based on the assumption that the perturbations generated by

the drugs propagate through the possible interactions between

proteins.

II. METHOD AND EXPERIMENTAL DESIGN

The drug molecule has an effect on its targets for example

by inhibiting or activating the function of the target. Since the

proteins are linked and they can influence each others’ function

if one affects the target molecule then this also alters the

proteins interacting with it and the disrupted neighbours also

have neigbours thus the disruption starts to propagate. This

phenomenon can be described by random walk or diffusion

models and one can also exploit the most affected proteins

and their function using gene ontologies, predifined functional
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gene sets or graph clustering algorithms. When the drugs are

administrated in combination then antagonistic or synergistic

effect can occur. I assume that the proteins affected by the

components simultanously can explain the synergism and an-

tagonism phenomena (figure 1). The compounds alone maybe

can not make a perturbation large enough to modulate the

proteins or pathways causing a therapeutic effect, but together

they can. My goal is to find compounds forming efficient

drug combinations assuming that in the case of these good

combinations several groups of proteins are affected by each

component. For that purpose I used the famous PageRank

algorithm, which is a simple random walk on a network and

is succesfully used to prioritize disease candidate genes based

on a similar hypothesis [27], [28], [29], [30]. In this paper I

only consider two components combinations. The network is

a graph G(V,E) where V , E are the set of nodes and edges

respectively. In this case the nodes represent genes or proteins,

and the edges are the associations between them. The edges

may have a weight, which can be interpreted as an association

strength. Let A be the adjancency matrix of the graph. The

element aij is the weight of the edge between node i and j, if

there is no edge then it is 0. One could define a random walk

on that graph by rescaling the edges to transition probabilites.

Let the M be a stochastic matrix of the graph G(V,E), then

mij is the probability of going to node j from node i.

M = D−1A

Where D is a diagonal matrix:

D = diag(d1, d2, . . . , dN ) (1)

where di =
∑|V |

j=1 Aij .

P k+1 = MTP k = (MT )kP 0

Where P k is a probability distribution, so pki is the probability

of being at node i in the step k. P 0 is the initial probability

distribution vector, which are the probabilities of starting the

random walk at a given a node.

a) PageRank: The PageRank with prior [31] is a modi-

fied random walk, where in each step the random walker jumps

back to one of the initial nodes or continues the travelling with

a certain probability.

P (i+1) = (1− α)
(
MTP (i)

)
+ αP 0 (2)

p0i =

{
1

|NT | , if the protein i is drug target

0, otherwise
(3)

where NT is the number of drug targets.

A. Randomizations and the drug affected proteins (DAP)

In order to find the subset of the drug affected proteins

a Monte Carlo simulation procedure was used. In protein

interaction network there are nodes wich are more central or

more important thus these are more likely to be reached by

chance. To avoid this situation randomization procedure was

applied to estimate statistical significance of each gene [32].

However the PageRank iteration converges (if some conditions

are fulfilled) the null distribution depending on the number

of steps (if k is small) taken by the random walker, on the

parameter α and on the number of nonzero elements of P 0.

Usually 50-100 thousand randomizations are required for a

proper estimate [32], however I found that 10000 is enough.

Since the randomization is a computationally demanding task

parametric (Gaussian) and non-parametric (e.g. Kernel density

estimation) estimation methods were tried, but only the brute-

force solution was satisfying. If we have p-values then we can

define the set of drug affected proteins (DAPs) as follows:

DAP = {vj |vj ∈ V, pj < 0.05}

B. Measuring the interaction strength

I assumed that the sets of DAPs of the interacting drugs

are largely overlapping, which is measured by the Jaccard

coefficient. It is 1 if the two sets are identical and 0 if they

are disjunct.

J(DAPi, DAPj) =
|DAPi ∩DAPj |

|DAPi ∪DAPj |
, (4)

If two drugs share targets or target pathways, then the J is

probably near to 1 but this is trivial.

C. Enrichment analysis of interaction causing proteins

My hypothesis is that the proteins which are affected by

both drugs explain how synergistic or antagonistic effect arises

at a system biology level. For that purpose I used the concept

of enrichent analysis where the goal is to find a common

pattern (e.g most of the genes are parts of the same pathway)

which gives unifying schemes for the genes [33]. The standard

approach is based on the using of hypergeomtic distribution.

The problem with this approach is that we don’t use the p-

value information, which measures how the protein is affected

by the drug only the fact that it is affected or not. Thus I used a

modified version of the GSEA (Gene set enrichment analysis)

[34], which is based on Kolmogorov - Smirnov statistics and

predifined function sets. The original method was developed

for microarrays where the correlation between the expression

of a gene and a phenotype under study is measured. However

the smaller the p-value is the more affected the proteins are

so it can be seen as anti correlation measure, thus it should

be converted into correlation like measure ri.

ri =
log(pi)

log( 1
NR

)

where NR is the number of randomization ( 1
NR

is the possible

smallest non-zero p-value). For the enrichment analyis one

has to order the N genes descending according to ri-s. The

enrichment score is:

ES = max(|Phit(S, i)− Pmiss(S, i)||i = 1, 2 . . . N)

where

Phit(S, i) =
∑

j∈S,j≤i

|rj |∑
k∈S |rk|
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Pmiss(S, i) =
∑

j /∈S,j≤i

1

N −NH

NH is the number of genes that are not the members of a

given S gene set. Note that the index i means the ranking

position. ES(S) is large if the list members have low p-

values. To assign a statistical significance to the gene set a

similar randomization procedure followed by a t-test was used.

The gene sets were downloaded from the official website of

GSEA. For the experiments I used the C2 - CP (canonical

pathways) datasets. I also used the gene ontologies (biological

process, cellular component, molecular function), which were

downloaded from the official site of GO [35].

D. Description of the experiments

All the algorithms were implemented in MATLAB 2011a.

The used network was STRING [36] and the drug combination

was downloaded from the drug combination database [37].

1) String: STRING (Search Tool for the Retrieval of

Interacting Genes) is one of the largest integrated protein

interaction databases, which covers 66.9 Mio predicted and

known interactions between proteins of 1100 organisms. The

majority of the interactions (44.1 Mio) are predictions. The

links between the proteins are some kind of associations

(among them several indirect ones) - not only physical inter-

actions. The evidence types for the associations are: neighbor-

hood, gene fusion, cooccurence, coexpression, experiments,

databases, text mining, homology. Each type of association

has a confidence score, which is a probabilistic measure of

the reliability of the link. The several types of links and their

confidences can be combined into one association with one

confidence score. In our experiment we used only combined

interactions and confidences. Only the human proteins and

there combined associations were considered.

2) Drug combination database (DCDB): The known drug

combination dataset was downloaded from the drug combi-

nation database [37] in sql dump file format. However the

dump file contains several errors, missing and truncated tables,

entries with duplicated primary keys. Fortunately the tables

also have been provided as text files so the missing and

truncated tables were replaced based on that data. I also added

a new entry for all drug combinations (DC) which describes

whether the DC is intended to be used in cancer threapy,

against parasites (in that case the drug targets are not human

proteins) or other therapeutic effects. Only DC-s with two

components were considered. Y. Lie et al. classify the drug

combinations into two classes - pharmacodynamic and phar-

macokinetic interactions - based on the underlying molecular

mechanism on action [37]. Pharmacokinetic interactions are

where one component affects how the other component(s) are

absorbed, distributed, metabolized and excreted. Thus these

kinds of interactions are divided into four categories:

1) positive or negative regulation of drug transport or

permeation

2) enhanced or reduced drug distributions or localizations

3) drug metabolism interaction

4) drug elimination interaction

The pharmacodynamic interactions are where

1) all individual drugs act on the same target

2) individual drugs act on different targets in the same

pathway

3) individual drugs act on different targets in related path-

ways

4) individual drugs act on different targets in cross-talking

pathways

5) individual drugs act on different targets in pathways of

yet unknown relations

Furthermore the database also contains information about the

therapeutic effect of DCs due to synergism, antagonism or

additism.

3) Measuring the classification performance: I used the

AUC (area under roc curve) for measuring the ranking perfor-

mance. The output is a ranked list. Whether a drug combina-

tion belongs to a positive (good combination) or negative class

(not a good combination) depends on a variable treshold [38].

If the rank of the drug combination score is lower than the

given treshold then it is considered to be positive otherwise

negative, thus a FPR (false positive rate) and a TPR (true

positive rate) can be determined. One could generate TPR,

FPR for every possible ranking treshold, thus we got a ROC

curve and an AUC value.

4) Experiments: Since a low number of true negative,

unsuccesful DCs are available I used artificial or random

drugs for control purposes. As it was mentioned earlier the

drugs’ DAP depends on the number of drug targets NT , the

propagation parameter α, and the number of steps taken by

the random walker (k). In my experiment I chose k = 2 and

α = 0.5 based on the gene prioritization experience [28], [27],

[29], [30]. For each parameter combination 300 random drugs

and their corresponding DAPs were generated and computed.

Then the true combinations were compared to 100 random

drugs (resampled from the 300 artifical drugs) and an AUC

value was optained. For negative control I used random drugs

against random drugs (the expected AUC is 0.5). I repeated

this procedure 100 times and an average AUC and an average

control AUC was generated.

III. RESULTS AND DISCUSSION

Table I shows the average result of the different DC

categories. As it is expected the random generated AUCs are

around 0.5. It is not surprising that if the targets of different

drugs are in the same pathway or the same protein, then their

sets of DAPs are heavily overlapping. The most interesting

part in the results is that drug combinations having different

targets of unrelated pathways have a high score, which may

implicate that the initial hypothesis is true. The high AUC

value for the pharmacokinetical interactions is also surprising,

however further inference should not be made due to the small

sample size (avg number of DCs is 2.8).
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DC type action type avg. AUC avg. r. AUC number of DCs

Pharmacodynamical Different targets of related pathways 0.8774 0.4896 54

Pharmacodynamical Different targets of the same pathway 0.9018 0.4920 5

Pharmacodynamical Different targets of unrelated pathways 0.8885 0.5008 42

Pharmacodynamical Same target 0.9790 0.4923 3

Pharmacokinetical Distribution 0.9183 0.5032 5

Pharmacokinetical Excretion 0.8312 0.5131 3

Pharmacokinetical Metabolism 0.6755 0.4989 2

Pharmacokinetical Reduced drug distribution or localization 1.0000 0.5281 1

TABLE I
The first two column show the pharmacological classification and the action type of the DCs, the avg. AUC and avg. r. AUC are the average AUC values

that measures how much the sets of DAP s of DC components overlap. (for more detail look the Experiments section), the last columns show the number of

drug combinations having the classification and action type

A. Limitation of the method

The main limitation of that method is that it is not possible

to determine whether the interaction between two drugs is

synergetic, antagonistic or additive, only the existance of

the interaction can be presumed. It is neither possible to

decide whether the pathways affected by DC components

are upregulated or downregulated. Because of the scarness

of the available information about the interaction between

proteins such as the direction, interaction strenght, interaction

type (inhibiton, activiation, binding, phosphorization, etc.) the

above limitations will exist.

IV. CONCLUSIONS

In the paper I presented a novel network based strategy to

predict efficient drug combinations based on the hypothesis

that the compound generates a disruption which propagates

through the network. Those drugs can make efficient combina-

tions that have a large number of common perturbed proteins,

that can be simply measured by the Jaccard coefficient. A

modified gene set enrichment method was used for explaining

how the therapeutic effect of the drug combination may

emerge since the proteins which are affected by the individual

components are known. For testing the hypothesis the drug

combination database was used, which contains several hun-

dreds of known drug combinations. However the method has

some limitations for example it can not be predicted whether

the interaction is synergetic or antagonistic due to the scarness

of information about protein interactions.
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Abstract—Many areas of human language technologies need 
large corpora. The bigger is the better, but it is a rather 
expensive work to build a huge corpus. On the other hand, web is 
free and its content is growing every second. Crawling the web is 
a cost-effective way of compiling a big corpus. However, the same 
piece of text is often represented multiple times on various web 
pages, which may result in a statistically distorted representation 
of linguistic data. This paper describes a new web crawler that 
applies various techniques to identify and eliminate duplicate text 
and boilerplate data. In addition, an algorithm to compile a list of 
word sequences of outstanding frequency from the corpus that is 
capable of discounting sub-expressions is presented.

Keywords-corpus building; web crawler; word sequences; 
boilerplate removal

I. INTRODUCTION
There are various large Hungarian corpora available for the 

researchers.  One  of  the  biggest  made  10  years  ago  at  BME 
MOKK  [1]  relies  on  600  million  words.  The  Hungarian 
National  Corpus  [2]  with  its  190  million  words  is  somewhat 
smaller,  but  its  consciously  selected content  is  fully  POS-
tagged.  Nowadays  we  feel  that  there  would  be  a  need  for  a
large, comprehensive, annotated and updated huge database.

Our  aim  is  to  download web  pages,  and  extract  the main 
content,  the  sentences  they  consist  of. The next  step  is  to put 
this  information  into  a  searchable  and manageable  IT model, 
and  analyze  it.  Our  main  questions  are:  what  are  the  most 
frequent words and word sequences, that is, word-n-grams? Do 
they represent  the  linguistically mostly described structures of 
the given language? Or: how do they change in time? 

II. MAIN PARTS

The necessary tools to do this:

• a crawler, which surfs on the web all the time

• a text extractor, which gets the useful text (article) 
from the html content

• a database where we collect text

III. THE CRAWLER

The research has started in February 2012, and first I have 
tried  to  use  existing  crawlers.  Their  basic  idea  is  to  collect 

URLs  (usually  from  search  engine’s URLs with  input words) 
and download them. 

I  have  tested  the  BootCat  (Simple  Utilities  to  Bootstrap 
Corpora  And  Terms  from  the  Web)  [5]  text  crawler’s 
functionality.  It  needs  an  input  file  with  words  and  terms, 
which  are  the  focus of  the  corpus  you want  to build. Then  it 
creates  queries  to  search  engines  based  on  these,  downloads 
them, and finally extracts the text from HTML with the help of 
BTE algorithm [6].

It can give a fast solution with limitations: it created a text 
corpus with size 150KB based on 4 words in 2 minutes. 

We, however, want to download full domains, and not only 

single URLs.
Figure 1. Main parts of the crawler

Our aim was to start with a simple crawler, which is able to 
download whole web sites,  in a fast and storage friendly way, 
extracting  the  plain  text  from HTML  pages.  In  addition,  it  is 
able to decide whether a page has been changed since the last 
time.
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We decided to design and implement a crawler, which has a 
starting point, and it browses all the URLs it can. The strongest 
requirement was to remember the pages: was it changed or not. 

We are  focus  to  the main  content:  any  changes  in design, 
banners or menus are  irrelevant, only  the changes of  the main 
part  are  interesting.  It would be very expensive  to  store every 
content  in  a  database,  to  be  able  to  compare  with  its  next 
versions. To be disk  friendly  it  stores only  a md5 hash  about 
the  text  content  of  the  web  page.  This  way  any  irrelevant 
changes (any modification  in boilerplate) will be ignored next 
time, and it is length is only 32 bytes.  

Every  visited  page  is  stored  in  a  database  (now:  sqlite  or
mysql) by these parameters: 

• url (to be effective whole url  is not stored,  it would be 
redundant  to  store  a  domain million  times,  only  <path 
without domain> and <domain_id>)

• md5 hash of the plain text content

• timestamp

Extracted URLs on a page are put in crawler’s queue, each 
of them will be visited.  

The main content is extracted, and plain text is written into 
a text file (each domain has an own output file).

My  crawler  does  it  slower  than  BootCAT,  but  with  full 
domain:  it  can  make  a  2.6  GB  corpus  in  2.5  days,  with 
downloading a full domain (origo.hu).

IV. TEXT EXTRACTION
Almost  every  web  page  has  the  same  property:  main 

content stands among non-informative parts: such as navigation 
menus,  lists  of  links,  headers  and  footers,  copyright  notices, 
advertisements,  etc.    These  elements  are  called  boilerplate  in 
literature.  They  have  usually  the  same  structure  (and  same 
content)  in  many  pages  within  a  site,  with  some  machine-
generated parts. 

It is not trivial how to remove boilerplate.

The quality of BTE algorithm (which  is also  shipped with 
BootCAT)  was  bad:  advertisements  or  menus  were  tagged 
often as main content.

That’s why I tried to create a new, own algorithm. Its basic 
idea  was  simple:  if  a  term,  word  (text  in  HTML  tag)  is 
frequent,  it  must  be  boilerplate. Before  it  can  remove 
boilerplate, it has to learn the site: it downloads some pages and 
makes  the  frequencies.  It was easy  to  implement  this  in C++, 
and tested in many pages. But its quality was sometimes bad: if 
a site has an advertisement which always gives new ads,  then 
this algorithm will think that it is part of the main content. (e.g. 
bookline  is always advertising different books on  index.hu, so 
it  would  be  tagged  as main  content)  So  I  evaluated  this  as  a 
dead end.

I  realized  that  there are various  similar  projects,  so  it was 
easy to study their results. The best work [3] compared the text 
extraction algorithms,  and  then he developed  a very  efficient, 
new  algorithm:  jusText  [4].  It  can  extract  articles  even  in  an 

extreme  situation,  when  the  article  is  much  smaller  than  the 
advertisements. 

Figure 2.  Main content (white) and boilerplate (yellow) in a web page

I’ve  decided  to  re-implement  this  algorithm  in  C++, 
because originally  it was written  in Python),  then I put  it  into 
our crawler. The result is a tool that can download many pages, 
and extract the articles on the fly. There is no need to store all 
the HTML-content, only  the useful  content:  the  article  size  is 
20%  of  full  HTML  content,  in  average.  (The  algorithm,  of 
course, can do that if we set the given parameter.) 

The  BTE  algorithm  is  based  the  rate  of  text  and  tags 
frequency:  if  a  text  has  many  tags:  it  might  be  boilerplate. 
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(That’s why it cannot handle tables.) It finds the longest part of 
a page with  least  tags. JusText has more parameters:  it counts 
also the number of stop words (word which has great frequency 
in given language and is unimportant for a search engine: the, 
is, at, and, or, etc), number of links, length of text. Its quality is 
not perfect, but it is the best compared to the others [3]. 

V. WORD FREQUENCIES

The  tools  of  this  study  are  language  independent,  but  our 
aim is to analyze mainly the Hungarian web. If we download it, 
even with extracted articles, it is only data, but we want to see 
the most frequent words and topics. A further idea would be to 
run  this crawler  regularly  and  see  the difference which words 
get  more  popular,  which  ones  less  popular.  If  we,  however, 
want  to  find  the  most  frequent  word  sequences,  we  ran  into 
various problems. 

It’s  easy  to  count  the  occurrences of  single  words,  it’s  a 
simple task. But if you want to count sequences as well, then it 
becomes  a  challenge.  The  source  of  the  problem:  a  frequent 
sub-pattern  may  increase  the  frequency  of  an  unfrequented 
pattern. 

TABLE 1.     COUNTING REAL FREQUENCIES OF THE WORD SEQUENCES

Word sequences
Frequency

Occurrences in text Independent 
occurrences

“túl az Óperencián” 200 200

“túl az” 300 300-200

“túl” 1000 1000-500

If we want the occurrences when the given word sequence 
stands alone  in  text,  then we should reduce  the frequencies of 
the  sub-sequences which  it  contains. This way we get a more 
realistic insight: how often it occurs in text. 

The  situation  is complicated when  the sequence is  nested,
which can not be simply subtracted. Let’s assume the following 
input: “A B A B A” Table 2 shows the problem: frequency of 
“A” would be negative.  

TABLE 2.    COUNTING REAL FREQUENCIES OF THE INPUT “A B A B A”

Word sequences
Frequency

Occurrences 
in text

Subtracted 
value Correct

“A B A” 2 2 2

“A B” 2 2-2=0 0

“A” 3 3-2-2=-1 0

I have created an algorithm (with the help of Attila Novák 
and Bálint  Sass), which  can  count  the  exact  number of  every 
frequent  word  sequences.  The  algorithm  has  an  input 
parameter: a limit, above which the sequence is interesting for 
us. We are looking for n-grams, longest  length is n. The steps 
of the algorithm are the following:

• it reads  first the  whole  file,  counting  all  possible n-
grams of every sentences

• it reads the text again by sentences

• if a n-length sample’s frequency is above the limit: the 
count of all its sub-expressions will be decreased

• store  its  positions  to  avoid  decreasing  any  words  of 
that interval again later

• repeat last two steps with n-1, n-2, …, 1 

Main  parameter  of  the  algorithm  is  the  limit,  this  is  the 
dividing  line:  if  a  sequence  is  above  this:  all  its  sub-patterns 
will be decreased.

First, we have played with small pieces text (to be able  to 
check its precision), to detect the most frequent word n-grams. 
We observed the following: 

• if the input is an article, it gives most probably the 
leading person, or main topic. 

• if  the  input  is  a  corpus,  it  gives  the most  typical 
word connections.

• if the input is a POS-tagged corpus, it can give the 
most frequent structures of that language

VI. RESULTS
Development  of  the  crawler  is  in  a  test  phase,  it  can 

download  any  domain  in  a  few  days,  with  150  threads. 
Origo.hu was downloaded in 2.5 days, index.hu in 3.5 days. It 
seems  to be stable, but  it has large appetite  for storage: it can 
fill the disk easily (especially when html content is also saved). 

We  made  an  interesting  observation  when  applying  the 
boilerplate removal algorithm to the two Hungarian news portal 
corpora we  downloaded when  testing  the  crawler.  It  is worth 
mentioning  the  difference  in  the  size  of  the  two  corpora. 
Origo’s net size is just 15% of that of index, although the ratio 
of number of pages is just 1:1.53. It has a simple reason: pages 
from  origo  contain  much  less  main  content  than  those  from 
index. Its articles are much smaller. This clearly demonstrates 
the importance of the boilerplate removal: it plays an important 
role in improving the linguistic quality of the corpus. 

TABLE 3. RESULTS OF THE CRAWLER

Domain
Running 
time (in 

days)

Number 
of pages

Size of 
corpus 
(plain 
text)

Number
of words

origo.hu 2,5 1 090 000 2GB 950 000

index.hu 3,5 1 673 000 13GB 1 030 000

VII. CONCLUSIONS AND PLANS

The  beauty  of  this  project  is  its  size:  we  would  like  to 
download the entire Hungarian web. That’s why crawler needs 
a host with  tons of  free disk space. Now  it visited only a  few 
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domains, but it surprised us sometimes when it used all the free 
disk space of the host where it ran.

It  will  be  interesting  to  run  this  crawler  on  a  server  with 
enough  disk  capacity,  especially  the  2nd,  3rd run,  when  only 
differences  will  be  stored.  Crawler’s  first  benefit  is  that  it 
provides  an  automated  way  to  put  a  huge  amount  of  human 
written texts into a corpus. But if we run this crawler regularly, 
we will  be  able  to  analyze  the  changes  and  observe  trends  in 
the web’s content.

Our study is not corpus based, but corpus driven: when the 
corpus  will  be  in  our  hands,  its  structure  and  sequences  will 
suggest what the next step should be. 
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Abstract—In this paper I examine the applicability of SMT
methodology for part-of-speech disambiguation in Hungarian.
Different methods and possibilities were used to improve the
efficiency of the system. I also applied some methods to find a
proper solution to handle out-of-vocabulary words. The accuracy
of the best system is near 96%. The results show that such a
light-weight system performs comparable results to other state-
of-the-art systems.
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set; OOV

I. INTRODUCTION

A wide spectrum of opportunities has been opened due to
the fast development of information technology in almost all
disciplines. This evolution could be detected on the field of
computational linguistics as well. Processing of huge text ma-
terials has become easier, even the efficiency of these systems
is increasing. Marking texts with syntactic and/or semantic
information, or the morphological analysis of the language are
really important tasks for computational linguistics. The task
of part-of-speech (POS) tagging has not yet been perfectly
solved, even though several systems have been implemented
to achieve better results to this complex problem. The most
popular ones are based on machine learning, in which the rules
recognized by the systems themselves are based on different
linguistic features. Further difficulties lie in determining the
features, since these could be hardly formulated. Instead statis-
tical machine translation (SMT) systems are able to recognize
essential translation rules and features without any previous
linguistic knowledge. [1]

Based on this assumption the application of SMT systems
for text analysis could be successful. With the help of the stan-
dard frameworks and tools [2], [3] used for statistical machnie
translation tasks, it is straightforward to handle complex POS
structures. In this work I examine the applicability of these
systems to solve the task of part-of-speech disambiguation.

II. PART-OF-SPEECH DISAMBIGUATION

POS-tagging is the process of assigning a part-of-speech or
other lexical class marker to each word in a corpus. However
POS tagging is harder than just having a list of words and
their part of speech, because some words can represent more
than one part of speech depending on the context.

Most solutions apply analysis of the text based on pre-
specified rule systems. The disadvantage of these methods is
the huge cost of the creation of rules. Other frequently used

approaches are based on machine learning, in which there are
also some kind of rules used, however these are not of the same
kind as linguistics rules, but are developed by the algorithms
themselves based on relevant features. Further difficulties lie in
the determining of these features, since these could be hardly
formulated. It is very hard to determine and create a complete
rule system that covers all the linguistic features and which
can be processed by a computer.

III. POS-TAGGING AS SMT PROBLEM

As described above both POS-tagging and lemmatization
could involve huge amomunt of resources and complexity
especially when applied to more complex languages, like
Hungarian. In English a word can only have a limited number
of forms, however in agglitunating languages this number
is several orders of magnitude higher. Each affixum of a
word contains some morphological information and also might
produce a change in the lemma of the word. Therefore
even more sophisticated algorithms are necessary to handle
such a behaviour properly. These considerations deduce the
application of the methods of statistical machine translation
to POS-tagging. It has a great advantage over rule-based
translation: only a bilingual corpus is needed to set up the
training set of the system, but knowledge about the grammar
of the language is not required to create the architecture
of a baseline SMT system. In such a case POS-tagging is
considered as a translation between sentences and their tagged
versions.

Handling and analyzing out-of-vocabulary words that are
not included in the training set (OOV words) has a significant
influence on the success of a POS-tagging system. The type
frequency of OOV words might vary in different languages.
In English an OOV word will probably be a proper noun.
In some other languages – such as Hungarian – OOV words
would equally be nouns or verbs as well. This is due to the
practically infinite number of word forms that might appear,
thus it is impossible to have a corpus containing all forms of
each word.

The benefit of this method is that the system is able to find
rules without defining feature sets and it could do POS-tagging
and lemmatization simultaneously. Another advantage is that it
is a language independent method, where the the performance
of the system only depends on the quality of the bilingual
corpus used to train the system. Though my purpose was only

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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to test the system on Hungarian, in later works it might be
extended to other languages easily.

IV. FRAMEWORK

A. Corpus

In this study the Szeged Corpus 2 [4] was used as parallel
corpus. This XML-based database contains both plain texts
and their POS annotated version using the MSD-coding sys-
tem. It is a rather small corpus containing 1.2 million words,
which cover 155.500 different word-forms and 250.000 inter-
punctuation signs. In contrast to natural language translation,
where this size is unusably small, it is not such a relevant
problem for POS-tagging, since the target language has a very
limited vocabulary compared to any natural languages. For
testing the system, 1500 randomly selected sentences of the
corpus were used.

B. Training and decoding

Several methods of obtaining information from parallel
corpora have been studied. Finally, I decided to use IBM
models, which are relatively accurate, and the used algorithm
was adaptable to the task. Based on these findings I decided
to use the MOSES framework [2], [3], which implements the
above mentioned IBM models.

C. Evaluation

To evaluate the efficiency of traditional SMT systems an
automatic method is used. The BiLingual Evaluation Under-
study [5] – BLEU score. The essence of this method is that
the translations are compared with the reference sentences of
the test set. BLEU score is calculated both to each n-gram
lengths, and to a comulated average as well. Since POS-
tagging is a one-to-one mapping between tags and words the
most relevant measure gains from the case of 1-grams. Since
BLEU score is not the usual method of evaluating a POS-
tagger and lemmatizer, I also calculated the accuracy of the
system to be able to compare the efficiency to other systems.
This evaluation was used in sentence and in token level as
well.

V. HANDLING OOV WORDS

The most obvious solution to reduce the number of OOV
words is to increase the size of the corpus, so that all
word forms would appear in it. Moreover it is important to
have several occurences of each token in order to have a
reliable statistics. Due to the agglutinative nature of Hungarian
language, one stem could have many forms caused by the
affixes; that is why an extremely large corpus would be needed
to have all forms with the appropriate weight. This is an
impossible requirement by itself, even more if a manually
tagged corpus is expected. To eliminate this situation, I applied
a method in which the system tries to find the appropriate tag
for an unknown word based on the analyses of its context. All
results will be compared with the system, which was trained
with unmodified corpus. The source language corpus was
created from the tokenized sentences without annotation. The

target language corpus contained their POS tags (from now
SMT Baseline). The accuracy of the SMT Baseline system
is 91.46%.

A. In the original text

To examine the characteristics of frequent OOV words, a
further investigation is needed during training and decoding.
My basic assumption is to infer OOV POS-tags from the
context. Though this is quite a simple method, however the
complexity of the problem can also be reduced by limiting
the possible POS-tags of an unknown word to some of the
most probable ones. Thus at decoding time, the system has to
choose only from these few tags.

To eliminate this problem I applied Guillem and Joan
Andreu’s method [6]. To achieve good results for Hungarian I
used their results for English with some changes. A dictionary
is created from words whose frequency in the training set
is over a certain threshold value. The word frequency is
calculated from the corpus. The words not included in this
dictionary are changed to an optional expression (in this case
“UNK”). The basic idea of the method is to change the less
frequent words to the string “UNK”.

Since OOV words are included in just a few word classes,
therefore I assume that the annotation of the context of each
OOV word is very similar. The SMT system performs the
translation based on phrases, therefore the context of words
and tags is taken into consideration already. By replacing
the less frequent words to symbol “UNK”, the annotation
of the environment of these phrases will be more significant.
Consequently the system can identify the POS tag for symbol
“UNK”.

The key question is the appropriate threshold value selec-
tion, since it determines the number of “UNK” symbols in
the corpus. On one hand if this value is too high, too many
tokens will be changed to “UNK” symbol; the probability of
this symbol increases, therefore we will not receive correct
annotation. On the other hand if the threshold is too small, too
many rare words will be included in the dictionary causing that
the advantage of the method could not be exploited sufficiently.

Therefore the system was trained with more threshold values
(2, 4, 6, 8 and 10) to find the most appropriate one resulting
in the best improvement of accuracy.

If the threshold is 1 the table gives us the result of
SMT Baseline system. That means none of the words were
replaced with symbol “UNK”. In the last column we can
see the accuracy of the systems for each threshold value. For
example: threshold 2 means that all words that appear in the
corpus less than two times were changed to symbol “UNK”.
The second column of the table shows the percentage of words
in the training set (of size 1 459 288) added to the dictionary.
For example: in the case of threshold 2 almost 60% of the
words became OOV words. The third column of the table
contains the percentage of the words left original in the corpus.

From the above results it is straightforward that in the
case of threshold value 2 the system achieved significant
improvement compared to any of the previous ones. Only
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38 words were not annotated against the 1697 in sys-
tem SMT Baseline1. If the threshold value is raised, it leads
to a decrease in the accuracy of the system.

During deeper evaluation it turned out that this accuracy
decrease is due to the lower rate of original words in the
corpus (only small number of words are in the dictionary).
In the case of threshold 2, symbol “UNK” was used for
6.13% of the words in the training set. This rate is 92%
in the case of threshold being 10. This tendency matches
with the theorem of Zipf’s laws [7]. We have to note the
85.96% accuracy at threshold value 10. This result is quite
good despite that only 8.09% of the training set was added to
the dictionary. Table I shows an example from the output of
the system SMT OOV token in the case of threshold 8.

TABLE I
AN EXAMPLE FROM THE OUTPUT OF THE SYSTEM SMT OOV TOKEN

System Translation
Simple
text:

ezt a unk és unk a diplomáciai unk kı́vül mindenekelőtt a
magyarországi unk unk .

Reference
annota-
tion:

[pd3-sa] [tf] [x] [ccsw] [nc-sa] [tf] [afp-sn] [nc-pp] [st] [rx]
[tf] [afp-sn] [afp-pn] [vmcp3p—y] [punct]

SMT
annota-
tion:

[pd3-sa] [tf] [nc-sa] [ccsp] [vmis3p—y] [tf] [afp-sn] [nc-pn]
[st] [rx] [tf] [afp-sn] [nc-pn] [nc-sa—s3] [punct]

B. In case of lemmas
From the results of table I it can be seen that if the threshold

value is too high, too many of the words become “UNK”.
Due to the agglutinative features of Hungarian language the
original text contains different forms of nouns, verbs and
adjectives of the same stem. This is the reason that the number
of these different forms is under the threshold. Consequently
in most cases nouns, verbs and adjectives are also replaced
with “UNK” in the sentences of the corpus, which makes
the decreases the accuracy of the system. My goal was to
reduce the number of symbol “UNK” with replacing only
really rare words in the text. Therefore the threshold was
determined based on the frequencies of the lemmas and not
on different word forms. The results of this system (called
SMT OOV lemma) can be found in table II.

TABLE II
PERFORMANCE OF THE SYSTEM SMT OOV LEMMA.

Threshold value Rate of words
in the dictionary

Rate of words
in the corpus System’s accuracy

SMT Baseline 100% 100% 91.46%
2 70.00% 96.58% 92.57%
4 56.64% 94.50% 92.25%
6 50.18% 93.17% 91.81%
8 45.81% 92.13% 91.48%
10 37.08% 88.47% 91.10%

The results proved that calculating the threshold based on
lemmas makes much fewer number of words to be marked as
OOV (numerically only 3.42% of the words from the corpus).

We can observe that besides threshold 2, the best result of
system SMT OOV lemma (92.57%) is worse than in the case
of SMT OOV token (93.13%). The deep evaluation showed
that the number of not annotated words increased (1015 cases)
compared to system SMT OOV token, and 984 words were
incorrectly analyzed.

C. Multiple thresholds

The above results have alraedy achieved high accuracy
results of taggin Hungarian words, but still OOV words
are included to several different POS types with quite high
probability. In English such OOV words are mostly nouns.
To have a more sophisticated method I applied numerical
calculation of several threshold values that distinguish different
POS-tags fo OOV words.

We can observe that the same thresholds in the above
two systems divide the corpus in different proportions. Word
forms with frequency values higher than the threshold are
included in the dictionary of system SMT OOV token.; but
if we determine the frequencies based on lemmas – such as
in the case of system SMT OOV lemma. – the dictionary
will contain more words. Thus a certain threshold divides the
set of words to three parts. The first set contains the words,
which are included in both dictionaries; these words are the
most relevant ones. In the second set we can find those OOV
words, which are really rare and were under threshold in both
cases. The words, for which the word form is not frequent
enough, but their lemma is over the threshold were included
into the third set.

I examined the types of OOV words in each set. The results
showed that adjectives and other types of OOV words mostly
belong to the second category (under both threshold level),
while verbs to the third set. Nouns can be found in both cate-
gory roughly in a similar measure. Based on this observation
another system was trained, which is able to distinguish OOV
words, if they belongs to the second or third categories. The
results of this system (called SMT OOV multi) are shown in
table III.

TABLE III
PERFORMANCE OF THE SYSTEM SMT OOV MULTI.

Threshold value System’s accuracy
SMT Baseline 91.46%
2 93.28%
4 90.65%
6 88.62%
8 87.40%
10 86.15%

The results reflect that the system with threshold 2 achieved
the best performance (93.28%) of all the above systems. This
improvement is caused by the fact that only 37 words were
not analyzed. Furthermore in the case of incorrect analysis –
numerically 1772 items – the error occurred mostly during the
subanalysis of nouns.
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According to the evaluation, the method of using multiple
thresholds helped to distinguish adjectives and verbs; therefore
lead to the improvement of the system.

D. Introducing postfixes

Based on the results of the previous systems it is straightfor-
ward to conclude that using multiple thresholds – three classes
– are not enough to separate nouns, verbs and other types of
words. Due to the wide range of affixes in Hungarian, one
word could have many forms. Different POS types however
have characteristic prefixes and postfixes (in case of Hungarian
language mainly postfixes). Therefore previous methods were
extended to use information based on the last characters of an
OOV word to determine the type.

The best method would be to use a morphological analyzer
to separate postfixes of a word with different lengths, but
one of the purpose of my method is its simplicity, therefore
I applyed a simple implementation for this task as well. To
continue the idea of the previous sections in this section the
last 2, 3 or 4 characters of the original OOV words were
joined to the “UNK” symbol. The results of this system (called
SMT OOV postfix) are shown in table IV.

TABLE IV
PERFORMANCE OF THE SYSTEM SMT OOV POSTFIX.

Threshold value
Systems accuracy

Number of left characters
2 3 4

SMT Baseline 91.46% 91.46% 91.46%
2 95.17% 95.83% 95.96%
4 94.17% 95.32% 95.90%
6 93.48% 94.97% 95.73%
8 92.94% 94.70% 95.60%
10 92.61% 94.55% 95.55%

This system significantly outperforms any of the previ-
ous ones. The worst result is better than the result of
the SMT Baseline. The best result was 95.96% which was
achieved with threshold value 2 and 4-character-long postfixes
of OOV words. The optimal length of the postfix might
depend on the language, nevertheless in Hungarian most of
the postfixes are 2 or 3 character long, that is why the system
with 3-character postfixes and with the threshold value of 2 is
above 95.83%. The slightly higher results in the case of four
characters is due to the cumulative behaviour of suffixes.

Table V shows an example from the output of the sys-
tem SMT OOV postfix in the case of threshold 8 similar
to previous ones. We can see that this system made correct
annotations for all words of the sentence in contrast to the
above ones.

VI. CONCLUSION

In this paper applicability of the SMT system was ex-
amined for part-of-speech disambiguation and lemmatization
in Hungarian. Based on my observations these tasks can be
considered as translations from plain text to analyzed one. The
accuracy of such systems can achieve results of up to 96%

TABLE V
AN EXAMPLE FROM THE OUTPUT OF THE SYSTEM SMT OOV POSTFIX

System Translation
Simple
text:

ezt a unk erőt és képességet a unk ciai erőfeszı́téseken kı́vül
mindenekelőtt a magyarországi multinacionálisok adhatnák .

Reference
annota-
tion:

[pd3-sa] [tf] [x] [ccsw] [nc-sa] [tf] [afp-sn] [nc-pp] [st] [rx]
[tf] [afp-sn] [afp-pn] [vmcp3p—y] [punct]

SMT
annota-
tion:

[pd3-sa] [tf] [nc-sa] [ccsw] [nc-sa] [tf] [afp-sn] [nc-pp] [st]
[rx] [tf] [afp-sn] [afp-pn] [vmcp3p—y] [punct]

accuracy. Although the quality of the above presented systems
is behind the state of the art systems – still compareble to
those available for Hungarian –, but in my work an absolutely
automated system was created which finds the rules itself and
we do not have to determine any features for training either.
On the other hand this system is able to perform annotation
and lemmatization simultaneously.

Further significant improvement was achieved by handling
out-of-vocabulary words using a method based on word fre-
quencies.

Results showed that only statistical methods are not enough
to solve the task of POS-tagging; some kind of hybridization is
necessary to improve the quality of the system. The achieved
results were encouraging and they pointed out that this way
of research contains further possibilities.
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Abstract—Members of bacterial communities communicate
and cooperate via diffusible chemical materials: they emit into
the environment, and at the same time, they also compete for
nutrients and space. Agent-based models (ABMs) are useful tools
for simulating the growth of communities containing multiple
interacting microbial species. In this work we present numerical
indices characterizing spatial distribution and the fitness of
competing bacterial species in an ABM and we present data
on how these indices can be used to visually summarize large
scale simulation experiments. Preliminary results show bacterial
agents utilizing different nutrients but sharing communication
signals and public goods can form stable mixed communities in
which the species grow faster than any of the single species alone.

Keywords-quorum sensing; Pseudomonas aeruginosa; segrega-
tion index; relative fitness; heatmap

I. INTRODUCTION

Bacteria are the most popular form of life on Earth. Some
of them live in a strong relationship with human beings. They
cause illnesses, people use them in industry for example in
pharmacology, waste water cleaning or in food production. De-
spite of this, most bacterial species have not been characterized
yet, many of them can not be analyzed in laboratories. Just
because of this computer models have an important role in the
examination of bacterial behavior and colony configuration.

The interaction between individual bacteria is based on
diffusible signals, the best known example of which is a
mechanism called quorum sensing (QS) [1], [2]. In this
mechanism signaling materials are secreted by the bacteria and
diffuse in the environment and the concentration of signals is
correlated with the density of bacteria, or loosely speaking,
with the size of the consortium. This is obviously true only
in certain cases, however a small community can also be
wedged in a small place where high signal concentration can
be reached by a small community. From the computational
point of view, bacterial swarming is when a group of bacteria
is moving together with the aim of archieving a collective goal.
In this swarming state species taking part in the swarming
speed up, their metabolism and food consumption is growing
and they secret chemical compounds frequently referred to as
"public goods" or simply "factors" (e.g. surfactants, enzymes,
siderophores), which facilitates movement and nutrient uptake.

According to our modeling experiments, colony patterns in
multispecies communities can have two main types (see Fig.
1). In the first case (left) the different bacterial species are
separated from each other, we call this segregated population.
In the second case the population is mixed. This second pattern

Figure 1. Simulation of segregation (left) and co-localization (right) of mixed,
swarming communities.

makes it possible for species to communicate with each other,
in the first case bacteria behave as individual species moving
separately on the surface.

We can find large number of different model types in the
literature describing this phenomena [3], [4]. Our simulation
framework is based on a so called hybrid model, which is
composed of two parts. Bacteria are represented by an agent-
based model, while the concentration of food, signals and
factors are represented by reaction-diffusion equations.

II. BIOLOGICAL BACKGROUND

The mechanism of quorum sensing is based on chemical
compounds. Bacteria secret a basal amount of signals that, in
an open environment, continuously diffuses away. If there is a
sufficient number of bacteria present in a small environment,
the concentration of the emitted signal can raise and eventually
reach a threshold concentration. The bacteria sense this thresh-
old concentration and change their metabolism: they increase
the production of signals, start the production of factors. When
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in turn the concentration of factors reaches a threshold in the
environment, the bacteria increase their movement, food intake
and their division rate. They enter an active state - they start
swarming.

Our model organism was Pseudomonas aeruginosa an op-
portunistic patogen that can potentially cause death in patients
of cystic fibrosis.

III. SIMULATION ENVIRONMENT

Recent studies showed that hybrid models can reproduce
certain well-known features of bacterial colonies, especially
the formation of fractal-like patterns [4]. These models did
not include

Our simulation model was built in order to prove that simple
models can explain the specific behaviour of quorum sensing
bacteria [5], [6]. It is a hybrid model which in our case has
two parts. An agent-based model represents bacteria. They
move randomly on a two dimensional surface, they eat, divide
and produce materials - signals and factors. The amount of
these materials in the surrounding of each agent determines
its state - ground, active, or swarming. The change between
these states is characterised by the amount of signal and factor.
Ground state means that the concentrations of signal and factor
are both below, while in swarming state they are both of
above the respective thresholds. The metabolism, movement
and secretion of agents changes according these states. The
diffusion of materials - food, signal and factor - is described by
reaction-diffusion equations. These equations have two parts:
the diffusion shows how these materials diffuse in space and
time on the surface (2D space), while the reaction part tells
us about further changes. In our case this part describes how
materials are consumed or produced by bacteria, and how
materials decay with time.

The space in our model is represented by an infinite longitu-
dinal two dimensional surface, open on one end and provided
with periodic boundary conditions on its sides. We can best
picture this longitudinal tract as a dendrite of a bacterial
fractal-like bacterial colony. Cells of a species (individual
cells endowed with a program describing the quorum sensing
mechanism) are placed to the closed end of this surface and
let to move randomly which will result in the formation of a
dense agent community moving along the longitudinal track.

IV. NUMERICAL REPRESENTATION OF BACTERIAL
PATTERN FORMATION

We studied populations consisting of two different species.
In these binary populations it is not obvious whether and
how the two species communicate and cooperate. Biological
examples suggest that two different species may or may not
share communication signals. If they do, they can for example
react to the other’s signals in a certain rate. If the two signals
are totally different they will not have any effect on one
another.

Our main question was to determine parameter settings
with which a cooperation between species can be obtained.
According to the above mentioned biological consideration we

examined colonies where signals and factors were common
in a certain rate. This means that one species can obtain its
own materials, plus with a certain percentage it can obtain the
other species chemicals. We had 11 cases - from 0 to 1 with
steps of 0.1 - for signals and factors as well, which meant 121
parameter setting - 121 different simulations.

A. Segregation index

Multispecies bacterial colonies can form two main pattern
types as shown in (Fig. 1). In a mixed population the members
of the two species are homogeneously mixed - this is what
we expect to happen if the two species can communicate
and cooperate. In a segregated population - where species
form separate colonies - we can not talk about interspecies
communication. Our assumption is that a proper selection
of parameters for sharing signals and factors may determine
whether the species will form mixed or separate colonies.

For the quantification of segregation we introduce the so-
called segregation index [7], [8]. This quantity was originally
defined in such a way that a certain number of nearest
neighbors were identified for all bacterial cells, and the largest
percentage of a given species was determined for each cell.
The segregation index was then calculated as the average of
these materials. Calculation of this index is time consuming,
especially since our bacterial communities are quite large.

In order to develop a segregation index that can be cal-
culated in a more time efficient manner, we take advantage
of the fact that space in our simulation is divided to cells
that form a matrix-like lattice. In each row we can count the
number of bacteria from each species. E.g. for three species
we can have n1(i), n2(i), n3(i) in the ith row. The sum of
these numbers in the ith row is N(i). So the fraction of these
values gives the ratio of each species in the population. If
a population is segregated, this fraction is almost 1 for one
of the species, and almost 0 for the two other species. For
computing segregation index we average the maximal elements
(the size of the largest species) in each row. We get a more
representative measurement if we weight these values with
the total number of bacteria in the actual row. By this step we
avoid counting fractions for each row, we simply have to add
the maximal numbers in each row, and divide this value with
the total number of bacteria in the given step.

The number we get with this computation is in the range
[1/number of species; 1], so for later comparisons it is better to
use the normalized version of the value where total segregation
corresponds to 1.0 and no segregation/mixed population to 0.

Equation 1 and 2 show the computation of segregation
index:

S =
SsumPerRow

NallBacteria
, (1)

where max(ni) is the cell number of the dominant species
within the ith space unit, the denominator is the total number
of the population (including all species). For a randomly
mixed community (such as shown in Figure 1, right), this
quantity will approach the reciprocal of the number of species
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present which allows us to construct a [0,1] numerical index
as follows:

SGN =

(
S − 1

Nspecies

)
(
1− 1

Nspecies

) , (2)

where SGN is the normalized segregation index calculated at
a certain time step and Nspecies is the number of agent species
present.

B. Relative fitness

Cooperation between two species is meaningful if both or
at least one species has some kind of an advantage from
the colocalization. This advantage can be represented as the
growth rate of a species within the equilibrium population. We
can quantify this property using the concept of fitness [9].

In principle the fitness of a species can be computed from
the size of the population taken at the beginning and at the
end of simulation (eq. 3).

F =
1

∆t
lg2

Nend

Nstart
, (3)

where F is the fitness value, ∆t denotes the elapsed time,
Nend and Nstart are the size of the population at the beginning
and end of the simulation respectively. By taking the logarithm
of the fraction we get an expression that’s sign depends on
whether an increasing or decreasing population is there in the
simulation. For increasing population the logarithm is positive,
however for decreasing it becomes negative.

Fitness is a dimensionless quantity which is often repre-
sented on a relative scale, in comparison with the fitness of
a reference species. Our reference population is a wild type
species that can perform all phenomena of quorum sensing -
they secret signals and factors and they respond to the above
threshold concentrations of these materials. If we want to
compare a mutant species with a wild type population we
have to divide the fitness of the two species. This is called
relative fitness. Equation 4 describes this computation.

Frel =
lg2(Nend/Nstart)

lg2(Nend,wt/Nstart,wt)
, (4)

where Frel is the relative fitness, Nend,wt and Nstart,wt are
the reference values for wild type population. The ∆t terms
are cancelled by the division.

V. RESULTS

To answer the above mentioned question - with what initial
parameters in the signal-factor sharing space is it possible to
get cooperating populations at two species colonies - we used
a heat map representation. On these figures x axes denotes the
sharing of signal and y axes the sharing of factor. The identical
segregation index (or relative fitness) values are represented
with identical colors.

Figure 2 shows results of an example. During the simula-
tions signal and factor overlapping changed in a symmetric
manner for the two species.

Top left figure (Fig. 2) shows the results of segregation
index. Segregated regions are denoted by white, mixed regions
by black color. There are some black dots on the diagram, but
if we have to determine a securely mixed region it would
definitely be the upper left region. This is where species
understand each other’s factors very well, and they share some
signal as well. Signal overlapping is important, zero value
never means mixed population but the rate of sharing must
not be as high as we can see it at factors.

Top right figure (Fig. 2) shows results of relative fitness.
A similar region can be obtained to the previous one. Here
white regions mean fit and black regions unfit populations. It
is a binary image where fit means that relative fitness is above
and unfit means below 1.05. This value was calculated from
25−25 simulations where we measured relative fitness values
in segregated and mixed populations.

Our aim was to determine those regions of the parameter
space where cooperation can happen. We defined this by
having "good" relative fitness and being mixed population.
So for analysing the original question we mapped these above
mentioned two images to each other (fig. 2, bottom). This
image shows with white those regions where relative fitness
is above 1.05 and segregation index is below 0.5. These will
be the cooperating regions.

VI. CONCLUSION

We attempt to describe multispecies bacterial colonies with
agent based models in which agent species share secreted
materials to varying extents. Our system contains two kinds
of materials, signals and factors, that mediate communication
and cooperation between agents, respectively. According to
our preliminary results, the level of sharing signals and/or
factors may determine whether two species will form mixed
or segregated communities.
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Abstract — Virulence and adaptability of many Gram-
negative bacterial species are associated with an N-
acylhomoserine lactone (AHL) gene regulation mechanism called 
quorum sensing (QS). The arrangement of quorum sensing genes 
is variable throughout bacterial genomes, although there are 
unifying themes that are common among the various topological 
arrangements. A bioinformatics survey of 1,403 complete 
bacterial genomes revealed characteristic gene topologies in 152 
genomes that could be classified into 16 topological groups. We 
developed a concise notation for the patterns and show that the 
sequences of LuxR regulators and LuxI autoinducer synthase 
proteins cluster according to the topological patterns. The 
annotated topologies are deposited online at 
http://bacteria.itk.ppke.hu/QStopologies/. 
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I. INTRODUCTION
Bacteria might be simple, single celled organisms but their 

social behavior means they can form complex communities and 
engage  in  coordinated  behaviors.  Many  bacterial  species  use 
chemical  signals  to  monitor  their  environment  and  regulate 
population  density.  the  signal  was  identified  as  an  acyl 
homoserine lactone (AHL) and the genetic circuit was then also 
identified  and  shown  to  be  composed  of  a  signal  generator 
called  the  luxI/LuxI  gene/protein and  a  response-regulatory 
protein  designated  as  luxR/LuxR  gene/protein.  The  name 
quorum  sensing  (QS)  was  then  coined  in  the  1990s  [1] to 
denote  this  cell-cell  communication mechanism which  is  now 
recognized  as  a  key  trait  governing  bacterial  community 
behavior  [2-4].  The  importance  of  quorum  sensing  has  been 
clear  for  a  number  of  years  as  it  appears  to  be  a  promising 
target for controlling bacterial colonization and pathogenesis in 
human  disease[5].  This  could  be  of  particular  importance,  as 
multidrug  resistant  strains  of  human  pathogens  continue  to 
emerge. Potentially beneficial effects in relation to plant health 
can be attributed  to QS in certain species  including regulation 
of the production of anti-microbial compounds and induction of 
systemic resistance in plants [6].

One  of  the  most  well  studied  cellular  and  genetic 
mechanisms of QS is based on the N-acylhomoserine lactones 
(N-AHLs)  [1].  Bacterial  cells  secrete  and  respond  to 
autoinducers  continuously  to  sense  the  surrounding 
environment,  and  respond  to  events  as  they  occur. When  an 
autoinducer  reaches  a critical  level,  the population of  bacteria 
responds  through  a  coordinated  expression  of  specific  target 

genes,  which  finally  manifest  in  a  particular 
behavior/phenotype. The N-AHL QS  system  is  based  on  two 
proteins belonging to the LuxI and LuxR families[3, 7]. Luxl-
family  proteins  are  cytoplasmic  enzymes  and  are  responsible 
for  N-AHL  synthesis.  After  synthesis,  the  signal  molecule 
moves  freely  across  cell  membranes  and  accumulates  both 
intra- and  extra-cellularly  in  proportion  to  cell  density. When 
populations  are  low, N-AHL dissipates; when populations are 
high,  N-AHL  concentration  increases.  Above  a  critical 
concentration or cell density, N-AHLs interact with the LuxR-
family which in most cases result  in complexes (homodimers) 
that bind specific promoter DNA sequences (termed lux-boxes) 
located  in  the  promoter  region  of  target  QS-regulated  genes. 
This  subsequently  affects  their  expression  resulting  in 
particular  phenotypes  of  the  organism. Most  often  one  of  the 
targets  of  AHL  QS  is  the  luxI-family  gene  resulting  in  a 
positive  feedback  loop. Most  N-AHL  producing  bacteria 
possess canonical QS circuits that broadly resemble the original 
principles  of  the  design  that  were  described  in  the  nineties. 
However,  a  number  of  interesting  variations  have  since  been 
described in the AHL synthesis/AHL response gene layout and 
regulation of  the QS genes. The goal of  this work  is  to show, 
based  on  a  new survey  of  the  genomic  databases,  how  these 
variations correlate with the topological arrangement of the QS 
regulatory genes.

II. A GENERALIZED REGULATORY FRAMEWORK OF N-
AHL BASED QUORUM SENSING

In  general  terms,  N-AHL-based  QS  signaling  is  often 
referred to as mere autoinduction, requiring only a synthase and 
a  sensor/regulator  protein.  However,  in  the  absence  of 
regulation  of  QS,  autoinduction  would  increase  signal  levels 
without  limit. A down-regulation loop (Figure 1), which  turns 
on at higher signal concentrations  is  the simplest way  to  limit 
and  stabilize  the  signal  levels.  There  are  a  variety  of 
mechanisms  that can play  this  role in QS systems. The DNA-
binding  negative  regulator  RsaL  acts  as  a  homo-dimer  by 
binding on  the bi-directional  rsaL-luxI  promoter [8]. RsaM  is 
another  small  regulatory  protein  believed  to  be  acting  in  a 
similar  way  to  RsaL  in  many  Burkholderia  species  [9].  The 
crucial  role  of  these  negative  regulators  is  highlighted  by  the 
fact that their deletion leads to signal overproduction and a less 
virulent  bacterial  phenotype. Down-regulation  can  also  be 
achieved by RNA-based mechanisms. For example,  some QS 
systems act by activating in their ground state an RNA-binding 
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Figure  1.  Regulatory  outline  of  N-AHL-based  QS  signaling.  Pointed 
arrows  indicate  activation,  and  the  hammerhead  arrow  indicates 
inhibition.

Table  1.  Typical  topological  patterns  found  in  completet  bacterial 
genomes

ID Pattern 
Occurrence in complete genomes 

Total alpha beta gamma delta 
Short, conserved topological patterns 

R1 IR


 96 71 14 11 0 

R2 IR


 53 2 2 46 3 

R3 IR


 11 1 3 7 0 

R4 RI


 2 2 0 0 0 

L1 ILR


 15 0 7 8 0 

M1 IMR


 30 0 20 10 0 

M2 IMR


 1 0 1 0 0 

X1 IXR


 1 0 0 1 0 

X2 IXR


 2 2 0 0 0 

X3 IXR


 4 0 2 2 0 

X4 IXR


 1 1 0 0 0 

X5 IXR


 2 1 1 0 0 

Longer, unusual topological patterns 

M3 IMXR


)2(>  6 0 6 0 0 

M3’ IM


 2 0 2 0 0 

X6 IXR


)7(  1 1 0 0 0 

X7 RXI


)7(>  5 5 0 0 0 

protein  that  inhibits  transcription  of  synthases,  and  then 

gradually  removing  the  inhibition when  signal  concentrations 
are  increased.  Meanwhile,  another  class  of  QS  regulation 
system  is  believed  to  use  sRNA  species  that  considerably 
decrease  the  mRNA  of  the  LuxR  genes  at  low  population 
density.  For  the  sake  of  completeness  we  mention  that 
downregulation  can  also  be  achieved  by  simple  resource 
limitation  where  a  reduction  in  number  of  QS  cells  would 
decrease of the QS signal concentration itself.

III. TOPOLOGICAL ARRANGEMENTS OF QS GENES IN 
BACTERIAL GENOMES

Gene  topology  is  a  broad  term  that  can  include  the 
arrangement of genes within chromosomes, with respect to the 
replication origin or other chromosomal elements. In this work 
we  use  the  words  topological  arrangement”  or  briefly 
“topology”  to  denote  the  arrangement  within  a  close 
neighborhood  of  the  QS  regulatory  genes,  to  denote  whether 
the  genes  are  convergent,  divergent,  synthase  upstream, 
receptor upstream, or synthase and receptor separated by other 
genes, etc. The preliminary overview of the searches showed a 
variety of topological types. To illustrate these, we developed a 
concise  notation  based  on  a  PROSITE-like  syntax[10].  The 
luxR,  luxI,  rsaL  and  rsaM  genes were  abbreviated  as R,  I,  L 
and  M,  respectively,  and  X  is  used  for  all  other  genes.  An 
arrow  above  each  gene  symbol  then  shows  the  direction  of 
transcription.    With  this  notation,  for  example,  IR



denotes 
adjacent luxR and luxI genes transcribed in the same direction. 

IXR


)5(> denotes  the  same  pattern  with  more  than  five 
genes  between  the  luxR and  luxI, without  specifying  the 
direction  of  transcription  of  the  X  gene. A  summary  of  the 
topological categories found in our survey is given in Table 1. 
Somewhat arbitrarily, we divided the patterns into two groups: 
simple  topologies  and  complex  topologies.  Simple  topologies 
consist  of  luxI/luxR  genes  that  are  either  vicinal or  are 
separated  by  few  genes.  Such  arrangements  are  characterized 
by  typical  patterns  of  transcriptional  orientation  that  are 
conserved in many proteobacteria. This category makes up the 
majority  of  the  observed  cases  in  Table  1.  and  is  the  main 
subject of this review.

Within  the  class  of  simple  topologies,  the majority  of  the 
cases  is  made  up  of  the R1  and  the  R2  topologies,  that 
Goryachev termed type A and type B, respectively [11, 12].  In 

Table 1 we see combinations that are outside these two known 

categories. For instance, all 4 arrangements that are possible for 
two  vicinal  genes  appear.  In  a  characteristic  subgroup  of  the 
simple patterns  there  is a  single  intervening gene between  the 
luxR and  luxI genes. These intervening genes show interesting 
commonalities  in  terms of  function (Table 2). Out of 48 such 
single  intervening  genes  11  code  RsaL  and  29  code  RsaM
proteins  that  are  both  known  to  negatively  regulate  quorum 
sensing. In both cases of these proteins, typical topologies were 
observed: L1 and M1, respectively. RsaL (L in our notation), is 
a member of  the  tetrahelical superclass of H-T-H proteins[13]
which are recognized as widespread QS repressors in bacteria, 
binding  to  DNA  as  dimers.  For  example,  RsaL  (which  is 
predominant  in  pseudomonad  genomes[14])  in P. aeruginosa
prevents expression of  the R gene by binding  to DNA next  to 
the lux-box [9]. In our analysis we also found that homologues 
of  RsaL frequently  occur  outside  QS  circuits  in  various 
bacterial genomes (data not shown). The significance of this is 
not clear at  this  stage.  In contrast, we  found  that RsaM (M in 
our  notation),  a  protein  of  unknown  structure  that  negatively 
regulates QS in P. fuscovaginae[9], seems to only occur in the 
context  of  QS  circuits  in  our  analysis.  Even  though  RsaM 
seems  to  occur  mainly  in  the  IMR



arrangement,  it  also 
appears  in  a  number  of  other  topologies  (M1,  M2  and  M3; 
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Table 2. Intervening genes in short, conserved topological patterns

Gene-types No. found in 

genomes

Potential role

rsaL 11 Negative regulator

rsaM 29 Negative regulator

mupX 1 Negative regulator

Integrases/

transposases
2 DNA mobilization

Unknown 

function
5 ?

LuxR-like 

regulator
1 ?

Figure 2. Clustering of LuxI and their negative regulators RsaL shows identical tendencies. (A) shows tree of LuxI proteins present RI and RLI pattern, and 
(B) shows RsaL proteins in RLI pattern. The sequences were taken from genomes harboring rsaL genes located between luxR and luxI genes. The clustering 
was carried out by the Phylip program package . The numerical value at each node indicates the bootstrap value supporting every split in the lineage (out of 
1,000 bootstrap replicates).

Table  1). Of  the  rest  of  the X  genes  found  in RXI  topology, 
mupX of P.fluorescens NCIMB10586 is an amidase-hydrolase, 

which  is  able  to  digest/degrade  the  AHL  signal  of  the  same 
species  [15].  MupX  can  therefore  also  can  be  considered  as 
negative QS regulator.   From the rest of  the X genes,  two are 
involved  in  DNA-mobilization  (an  integrases  and  a 
transposase)  the  rest  are  hypothetical  proteins  of  unknown 
function.

IV. TAXONOMIC DISTRIBUTION OF QS GENE TOPOLOGY 
PATTERNS

AThe number of complete genomes does not allow us yet 
to draw definitive conclusions  about  the preference of  certain 
patterns to appear in various classes or species of bacteria. It is 
apparent however that the R1 topology is predominant in α-
proteobacteria,  while the R2 pattern is more frequent in γ-
proteobacteria.  Furthermore,  the  L1  and  the  M1  topologies 
seem to occur in the β and γ classes but not in α-proteobacteria. 
The  question  arises  whether  the  known  QS  proteins,  such  as 
LuxI  and  LuxR,  cluster  simply  according  to  the  known 
taxonomy or rather according to the topological pattern. 

An example in Figure 2 shows that LuxI proteins present in 
L1 patterns clearly  separate  from  those present  in R1 patterns 
within  the  same  genome  and  cluster  together  with  the 
respective genes of another (β or γ) class (Figure 2(A)). At the 
same time, the clustering of the RsaL proteins (Figure 2(B)) is 
identical  to  the  clustering  of  their  accompanying  LuxI  genes 
(Figure  2(A)).  In  other  words,  QS  proteins  seem  to  cluster 
according to gene topology at various taxonomic levels, which 
suggests  that  the  luxR,  luxI  as  well  as  the  intervening  genes 
may have evolved together. Gene neighborhoods are known to 
evolve  via  complex  rearrangements,  with  different 
combinations of genes  from a neighborhood  fixed  in different 
lineages  [16, 17]. However, when  the  genes  are  part  of  fine-
tuned  regulatory  networks,  such  as  QS  circuits,  strict 
constraints may be imposed on the process of rearrangement.
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V. CONCLUSION

We can conclude that the topological patterns in QS genes 
seem to follow a few basic rules—such as the conservation of 
genes  between  luxR  and  luxI  genes,  repeating  patterns  in 
certain  taxa,  etc.—but  their  variety  is  apparently  greater  than 
previously indicated. The clustering of QS genes suggests that 
the  topological  units  might  act  as  regulatory  modules that 
evolve  together.  In  order  to  further  test  these  hypotheses, we 
plan  to  widen  the  scope  of  the  analyzed  databases  so  as  to 
include in the survey draft genomes and individually sequenced 
genomic  regions.  We  also  plan  to  pinpoint  conserved  DNA 
motifs within the neighborhood of the QS circuits. Maintaining 
and  manually  curating  such  a  collection  is  beyond  the 
possibilities  of  a  single  research  group.  Rather,  we  consider 
using bioinformatic tools for updating the current collection in 
the  form  of  an  openly  accessible  Internet  repository  so  that 
researchers of the field could add their own annotations in the 
future.  This  work  is  a  preliminary,  computational  census  of 
topological  patterns  found  in  complete  proteobacterial 
genomes.  It  is  expected  that  other  kind  of  patterns  may  be 
found in published papers and in other sources, especially draft 
genomes, and we plan  to develop computational protocols  for 
finding  these  occurrences.  On  the  other  hand,  there  are  a 
number of problems that are not touched upon in our work but 
may be answered as more detailed data become available. First, 
are  the  topological patterns  associated with distinct biological 
functions?  As  QS  circuits  are  involved  in  activating  a  large 
variety  of  genes  in  various  bacteria,  we  speculate  that  there 
may  be  no  simple  correspondence  between  topology  and  the 
regulated functions. While we agree that these questions should 
be  tackled  by  experiment,  some  supporting  evidence  can  be 
gathered by comparing  the gene neighborhood of QS circuits. 
The  intervening  genes  (which  are  a  conspicuous  subgroup  of 
neighborhood genes) appear to belong to only a few types, and 
in  some  genomes  they  are  also  found  outside  the  immediate 
vicinity  of QS  genes. Another  avenue would  be  to  categorize 
the QS patterns according to the chemical nature of the signals 
produced  by  the  luxI  and/or  sensed  by  the  luxR  gene.  The 
present  classification  suggests  that  the  patterns  seem  to  be 
relatively  conserved  and  their  distribution  among  the  various 
taxonomic groups is not random. This does not mean that one 
can make broad statements about the functional reasons of this 
apparent  conservation.  We  tend  to  speculate  that  the  known 
principles  of  gene  expression  (co-transcription,  repression  by 
proteins  or  RNA)  can  be  combined  into  a  finite  set  of 
topological  patterns  that  allow  stable  positive  autoregulation 
and control of linked genes. It would be tempting to speculate 
that  such  modules  then  can  move  between  genomes  but  this 
problem,  as well  as  further  evolutionary questions are outside 
the immediate scope of the present paper.
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Abstract— A megapixel image taken by a camera has large 
dimension. Despite the huge amount of data, human queries -
meaning, details, of the image - usually cannot be answered 
directly. Generating low dimensional but meaningful features, as 
an intermediate level provide useful and simple data which can 
be compared to previously labeled examples, and used in 
classification.

In this paper I investigate bio-inspired image and shape 
feature generators. I introduce two attempts for fast and efficient 
shape feature-generation based on the Projected Principal Edge 
Distribution. Finally I use and evaluate the developed 
descriptors.

Keywords – object recognition, shape description, bio-inpired 
technology, CNN

I. INTRODUCTION
The  difficulty  of  object  recognition  is  that  we  want  the 

computers  to  imitate  the human perception. As we  learn more 
about  the  retina  and brain,  the  algorithms  also  develop  to get 
closer to human behavior.  Many core-computers provide new 
horizons  in  bio-inspired  object  detection,  including  shape 
classification.

In the Section I. a short overview is provided about feature 
generation  algorithms  (Section  I.A),  including  bio-inspired 
methods  (Section  I.B.) and  shape classification  (Section  I.C.). 
Then I introduce the Bionic Eyeglass (Section I.D.)

In  the  Section  II.  I  introduce the  H-MAX  algorithm 
(Section  II.A),  and  the  PPED  (Section  II.B.)  as  efficient  bio-
inspired feature generators.

In  the  Section  III.  I  investigate  the possibilities  to  use  the 
PPED as a shape description (Section III. A), then I  introduce 
two  attempts  to  modify  and  complete  the  PPED  to  achieve 
higher performance  in  shape  recognition.  (Section  III. A.  and 
B.)

In  the  Section  IV.  I  present  the  results  of  the  introduced 
shape descriptors in the banknote recognition task of the Bionic 
Eyeglass.

A. Object detection by dimension-reduction
While the image consists of plenty of individual pixels, the 

meaning  of  the  image  or  answers  regarding  the  contents  is 
short. Answering  human  questions  regarding  the  image  about 
existence of some patterns, detection and recognition of objects 
recognition can be formulated as a mapping function from the 
image pixel values (color or gray-value) to the answers. 

In the most cases the dimension reduction is done at least in 
two steps. First a feature extraction function is applied resulting 
in a smaller vector of  features, describing specific property of 
the  image.  These  features  can  be  color,  shape,  texture,  etc. 
Then  the  object  detection  is  completed  by  analyzing  the 
features, or by comparing to previously labeled features.

B. Bio inspired feature generators
The  goal  of  the  object  detection  is  to  find  that  kind  of 

details  in  an  image,  that  a  human  eye and  brain would  also 
detect.  The  difficulty  of  description  design  is  that the  human 
and  computational  methods  are  fundamentally  different.
Computational  algorithms consist  of  simple mathematical 
functions and precise  numerical  operations,  which  can  depict 
only  basic  image  features.  The  human  visual  procession 
involves complicated parallel network of uncertain operations, 
allowing detection of higher-level features.

The  meaning  of  the  difference  and  matching  is  also 
ambiguous in the human perception. Two objects recognized as 
same  by  a  human  can  be  far  away  from  each  other  in  the 
feature space, and vice versa.  

C. Shape classification
In a shape classification task the shape is given as a binary 

image, as a result of a segmentation or pattern extraction. The 
size of  the  image and also  the orientation can be different.  A
shape  description  is  considered  to  be  efficient,  if  a)  the 
representation  is  meaningful  and  compressed,  b)  the  feature 
vector  is  adequate  for  comparison,  c)  the  representation  is 
invariant to small changes and noise, d) the description is scale-
invariant and e) rotation invariant. The shape can be described 
in various ways. The basic features, as area, extent, orientation, 
eccentricity,  etc.  are  highly  compressed  and  meaningful 
features, but  they are not enough  for classification. The edge-
based  shape  descriptors  use  the  contour  of  the  shape;  area-
based  descriptors  consider  the  shape  as  a  two-dimensional 
binary function or a statistical set of points. [1]

D. The Bionic Eyeglass
The Bionic Eyeglass  is  a  portable  device  helping  visually 

impaired  in  their  everyday  life  in  the  situations  when  only 
visual  information  is  available. The  tasks  performed  by  the 
Bionic  Eyeglass  are  defined  based  on  consultations  with 
potential  users. Already  realized  functions,  besides  others  are 
crosswalk  detection,  cloth  color  and  texture  recognition  or 
banknote classification. [2][3]

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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Figure 1. Blind volunteer using the banknote recongition function of the 
Bionic Eyeglass

Since the tool is efficient only if it works real-time, has low 
power consumption, high computational power and robustness, 
it  is  necessary  to  employ  the  most  efficient  algorithms  and 
special hardware.

II. BIO-INSPIRED IMAGE AND SHAPE DESCRIPTORS

A. H-MAX
The  H-MAX  algorithm  imitates the  human  visual  cortex 

behavior starting  from  the  orientation-specific  cells  to  the 
complex, object-specified cells. The algorithm consists of four 
layer  with  different  complexity,  and  between  the  layers  only 
feed-forward  connection is  defined, from  the  simpler  to  the 
complex layer. The simple cells in the layer S1 detect the local 
orientation of  the  image region,  then  the  complex cells  in  the 
layer  C1  joins  the  same  directions.  In  the  Composite  feature 
cells in the layer S2 local features are summed up, and finally 
in  the  Complex  composite  cells  features  are  also  joined to 
generate viewpoint-independent representation. [4]

B. The Projected Principal Edge Distribution
The  Principal  Projected  Edge  Distribution  description  is 

primary intended to describe 64x64 pixel square image regions. 
The image is scanned in overlapping windows, and the resulted 
feature  vector  for  every  window  is  compared  to  labeled 
templates.

The  PPED  feature  vector  for  a  64x64  pixel  window  is 
generated in the following way. The edges of the image region 
are detected in vertical, horizontal, -45 and 45 degree directions 
respectively. For every pixel a threshold value is computed as 
the median of the differences of neighboring pixels. For every 
pixel  location  the maximal  edge value  is  selected as principal
and  preserved  only  if  exceeds  the  threshold  value.  The 
principal  edge  value  flags are  then  projected  in  the  same 
direction  as  the  edges,  resulting  four  edge  vectors.  After 
concatenation  averaging  and  smoothing  is  applied  to  reduce 
local  noise  and  increase  the  robustness. The  final  result  for  a 
window is a 64 long feature vector.

The  method  involving  principal  edge-detection  in  various 
directions, and adaptive threshold computation tries to copy the 

basic  human  visual  processing.  The  PPED  and  its 
modifications  (APED,  CPED)  was  successfully  used  for 
detecting X-RAY image regions and also faces. [5]

. Figure 2. The generation of the PPED feature vector

III. BIO-INSPIRED SHAPE DESCRIPTORS

A. The PPED as a shape descriptor
Since  PPED  describes  the  edges  of  the  image  region,  it 

offers  the possibility  to use  it  as  a  shape descriptor. However 
some modification, mainly simplifications can be applied.

To  achieve  scale-invariant  shape  analysis  I  resized  the 
shape to a uniform 64x64 pixel, preserving the original aspect 
ratio. In previous works it showed that resizing to bigger size is 
unnecessary.

The locally adaptive thresholding is not the primary role of 
the shape description, but the preprocession resulting the binary 
shape image. Nevertheless the differences between neighboring 
pixel gray-values  in a binary  image are 0 or 1 (1 for  in-shape 
pixels and 0 for others), consequently the median value is also 
0  or  1.  Though  the  results  showed  that  it  is  better  to  use 
constantly 2 as the threshold value to select only the important 
edges.

The modified PPED as a shape descriptor shows good, but 
not  perfect  performance.  Since  the  result  feature-vector  is 
relatively  small,  a  large  dimension-reduction  is  performed,  I 
completed the feature-generator algorithm by other information 
about  the  shape.  The  goal  was  to  find  extra  features  that  are 
orthogonal to the edge information.

Since the  PPED can  be  considered  as  an  edge-based 
descriptor,  as  orthogonal information  I  chose  features  that 
describe  the  whole  area  of  the  shape. In  the  Moments-Edge 
based  Shape  Descriptor  presented  in  the  section  III.B.  I
involved eccentricity, extent and the first four moments; and in 
the Skeleton-Edge based description I used the skeleton of the 
shape as an extra data.

The  deficiency  of  the  PPED  is  also  the  lack  of  rotation-
invariance. In the following two attempts to solve the rotation-
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invariance  I  applied  re-rotation  by  the  orientation  angle  and 
rotation-variant template-vectors.

B. The Moments-Edge Shape Descriptor
1) Feature extraction
In  the  first  attempt  I  completed  the  PPED  vector  by 

eccentricity  and  extent  property;  and  also  by  the  first  four 
statistical  moment  of the  shape.  I  used  these  two  data  in 
decision  for  selecting  only  similar  candidate  templates  thus 
rejecting  other  samples.  Finally  the  classification  was  made 
based on the PPED feature vector.

The  eccentricity  (in  the  case  of  shapes)  is  a  single  value 
between 0 and 1. The smaller  the eccentricity  is,  the closer  is 
the shape to a circle, while shape with eccentricity value of 1 is 
a line. The eccentricity is an appropriate property to categorize 
the  templates  as well  the  input. The  area  ratio,  as  the  ratio of
the area occupied by of the shape and the area of the minimal 
rectangle  consisting  the  shape  is  also  a  simple  and effective
characterization property of a shape.

The  two-dimensional  statistical  moments  are  frequently 
used  as  shape  descriptors. Using  more  moments  enables  to 
describe  the  shape  more  in  details,  but  loose  the  general 
recognition  ability. [6] Since  I  used  the  statistical  moments 
only  as  complement  features  I  compute  only  the  first  four 
moments.

2) Rotation invariance by re-rotating
To achieve rotation invariance a characteristic angle had to 

be  detected,  to  re-rotate  the  shape,  and  to  have  a  normalized 
rotation. For  shapes having small  eccentricity  (i.e.  circles)  the 
method  is  unambiguous,  but  shapes  usually  have  higher 
eccentricity.  As  a  characteristic  angle  I  used  the  orientation 
property,  more  exactly  the  angle  difference  of  the  ellipse 
having the same first two moments as the shape.

3) Gradual decision
The  shape  description  described  below  enables  to  make 

gradual decision.

First candidate templates are selected from the template set 
based on the eccentricity, extent and moment values. For each 
of  these  properties  a  threshold  is  determined  based  on 
preliminary measures.  Only those templates become candidate 
templates, which distance of  the first 10 elements of  the  input 
feature vector is within the limits. After the candidate selection 
the  input  is  compared  to each of  the  templates based only on 
the  PPED  vector. The  nearest  template  is  selected  in  the 
Euclidean  space,  but  it  is  accepted  only  if  the  distance  is 
smaller than the minimal acceptance threshold of the template 
sample described in the section III.B.4.

4) Rejecting non-class input
The deficiency of  the Nearest Neighborhood decision,  , as 

illustrated  in  Figure  3, is  that  normally  it  cannot  reject  those 
inputs,  which  do  not  belong  to  any  class,  because  without 
specifying additional constraints there always will be a nearest 
element  to  every  input  vector,  even  if  the  distance  is  high. 
Defining a threshold is an obvious solution but the value of the 

threshold  is  dependent  on  the  task  and  may  vary  for  every 
template.

To  determine  the minimal  acceptance  threshold  I  used  an 
automatic  generation  algorithm.  In  human  recognition  the 
classification  is  done  by  knowing  which  previously  seen 
objects does not belong  to  the classes. Therefore I  collected a 
huge database of  shapes consisting various  shapes called zero 
class  examples.  Then  for  every  in-class  template  element  I 
found  the  nearest  zero-class  example,  considering  the  first  10 
vector elements of basic properties and moments, and defined 
the minimal acceptance threshold as the half of the distance to 
it. The  minimal  acceptance  threshold  is  automatically 
computed for every template shape. 

Figure  5.  Automatic  definition  of  minimal  acceptance  range.  C1  and  C2 
represent  two  in-class  elements,  C0  a  zero-class  element.  The  minimal 
threshold is the half of the distance from the in-class element to the zero-class 
one.

C. Skeleton-Edge Shape Descriptor
1) Feature vector generation 
From  the  aspect on  the  information  source,  shapes can be 

split  into  two groups. The symbolic  shapes carry  the meaning 
in  their  skeleton  (letters  of  alphabets,  etc).  The  area  based 
shapes code the information in their contour (circle, siluette of 
a car, etc.). The PPED describes the edge of the shape, hence I 
chose  skeleton,  as  the  complement  descriptor;  and  since  the 
PPED  encodes  the  spatial  distribution  of  the  shape  in 
directional  projections,  to  represent  another  spatial  split,  I 
chose  square  cell  distribution  of  the  skeleton.  I  defined  16, 
16x16 pixel non-overlapping windows,  form a 16  long vector 
from summing up the skeleton pixels in each window. 

The advantage of employing skeleton distribution is that the 
skeleton can be computed iteratively using local operations on 
neighboring  pixels.  The  algorithm  of  the  PPED,  detecting 
directional  edges  and  summing  up  can  also  be  performed 
locally. Hence the combined algorithm is feasible to implement 
paralelly,  and  is  effective  on multi  core  processors,  including 
Cellular Neural/Nonlinear Network. [7]

2) Decision 
The  skeleton  and  the  edge  values  represent  different 

property  of  the  shape.  To  use  the  feature  vectors  for 
classification  I  normalized  and  concatenated  the  two  vectors, 
and computed the distance on the concatenated vectors.
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IV. EXPERIMENTAL RESULTS
1) Moments-Edge Shape Descriptor 
I  tested  the  Moments-Edge  Shape  Descriptor  on  the 

banknote-portrait  shape  database  obtained  from  the Banknote
Recognition task of the Bionic Eyeglass.[8] Images were taken 
by  visually  impaired  during  live  tests,  processed  by  a 
morphologic  feature-extractor [9],  resulting  portrait  candidate 
patterns.  I  selected  600 shapes  of  6  classes  corresponding  to 
different  denominations,  and  also  200 non-class  shapes  as 
training set.

Figure 6. a) Eccentricity and b)  Area ratio distribution of the 6 class and the 
zero-class train elements

The Figure 6. shows the distribution of the eccentricity and 
area  radio values. The values are overlapping,  but  for many 
cases large number of templates, or even complete classes can 
be rejected.

I  tested  the model on database of  2700 portrait  shapes.  In 
average  the  feature  extraction  took  0.09 seconds  on  a  single 
core CPU at  2.3 GHz. The  accuracy of  the  classification was 
99.1%.

2) Skeleton-Edge Shape Descriptor 
I  tested  the  Skeleton-Edge  Shape  Descriptor  on  a  shape 

database consisting company logos. In the training set I put 25 
different logos. In the test set I distorted the logos by rotating, 
aspect  ratio  change and  adding  random  shape  noise. I  made 
rotations  from  -20 degrees  to  20 degrees,  aspect  ratio  change 
maximally by 30%, and added shape noise maximally 10% of 
the  shape  area  to  the  image.  Figure  7 shows  sample  images 
from the test set.

Figure 7. Sample shapes of the test set.

The global accuracy on the test set was 81%, the precision 
(the  ratio  of  positive  decisions  and  the  total  number  of 
decision)  and  the  cover  (ratio  of  decisions  and  the  positive 
elements) also. The Figure 8. shows the accuracy depending on 
the type and strength of distortion.

Figure 8. The robustness of the Skeleton-Edge Description in accuracy values, 
a)  rotation by maximally 20, b) maximally 10 degrees, c) aspect ratio change 
by maximally 30%, d) maximally 10%, and 10% random shape noise.

SUMMARY

In  this  paper  I  presented  two  approaches  of  bio-inspired 
shape  descriptors  and  classification  system.  The  results  show 
that the descriptors are efficient both for classic computational 
architectures and for many-core processor architectures.

ACKNOWLEDGMENT

The help of University of Tokyo and Mr. Tadashi Shibata is 
gratefully acknowledged.

REFERENCES
[1] R.C.  Veltkamp, M.  Hagedoorn,  “State-of-the-Art  in  Shape Mathcing”, 

Principles of visual information retrieval, Pages 87 – 119, 1999.
[2] K. Karacs,  A.  Lázár,  R. Wagner,  D.  Bálya,  T.  Roska,  and M.  Szuhaj, 

“Bionic Eyeglass:  an Audio Guide  for Visually  Impaired,”  in  Proc.  of 
the First  IEEE Biomedical Circuits and Systems Conference  (BIOCAS 
2006), London, UK, Dec. 2006, pp. 190–193.

[3] K. Karacs, A.  Lázár, R. Wagner, B. Bálint,  T. Roska,  and M.  Szuhaj, 
“Bionic  Eyeglass:  The  First  Prototype,  A  Personal  Navigation  Device 
for Visually Impaired,” in Proc. of First Int’l Symp. on Applied Sciences 
in  Biomedical  and  Communication  Technologies  (ISABEL  2008), 
Aalborg, Denmark, 2008.

[4] M. Riesenhuber , T. Poggio, “Hierarchical models of object recognition 
in cortex”, Nature Neuroscience, pp. 1019-1025, 1999.

[5] Masakazu Yagi, Tadashi Shibata, "An Image Representation Algorithm 
Compatible  with  Neural-Associative-Processor-Based  Hardware 
Recognition  Systems,"  IEEE Trans.  Neural Networks,  Vol.  14, No.  5, 
pp. 1144-1161, September (2003).

[6] A.  Stubendek:  “Human  like  semantic  models  for  object  detection  and 
classification”, PPKE – ITK PhD Proceedings 2011, Budapest.

[7] T.  Roska  and  L.  O.  Chua,  “The  CNN  universal  machine:  an  analogic 
array  computer,”  IEEE  Trans.  Circuits  Syst.  II,  vol.  40,  pp.  163–
173,Mar. 1993.

[8] Z.  Solymar,  A.  Stubendek,  M.  Radvanyi,  K.  Karacs,  "Banknote 
Recognition for Visually Impaired" in Proc. of the European Conference 
on Circuit  Theory  and  Design  (ECCTD’11),  Linköping,  Sweden,  Aug 
2011.

[9] M. Radványi: “Visual Feature Detection and Classification for Banknote 
Detection on Low Resolution  Images”, PPKE – ITK PhD Proceedings 
2011, Budapest.



133

Understanding Image Flows on Mobile Platform
Zóra Solymár

(Supervisor: Dr. Kristóf Karacs)
solymar.zora@itk.ppke.hu

Abstract— Cell phones seem to be an adequate platform to 
house an assistive device, since people already carry them, and 
they have also learned how to use them. With my colleagues we
have developed an intelligent algorithmic framework that can 
process important ambient visual information and provide the 
user with short and informative results. We consider two main 
use cases: either the cell phone is used on its own or an external 
computing unit is attached to it wirelessly to increase the 
available computing power. Results of tests with blind subjects 
are analyzed and compared to algorithmic results. Portable 
assistive devices are getting more and more widespread. Since 
most cell phones are nowadays equipped with cameras they can 
provide an easy way for blind and visually impaired people to 
obtain visual information about their environment. In this paper 
we present a banknote recognition system for our previously 
proposed mobile device, called the bionic eyeglass. We employ a 
recognition scheme based on the structural topology of banknotes 
that enables that the visual features detected are not joined in an 
ensemble classifier independently, but they are coupled via an 
excitation-inhibition model. We have shown that the technique 
outperforms classical ensemble classifiers.

Keywords- bankote recognition, real-time video processing

I. INTRODUCTION
Blind and visually impaired people have several difficulties 

performing  daily  activities.  Dozens  of  solutions  have  been 
proposed and  realized  in order  to help  them and  improve  the 
quality  of  their  lives,  but  only  the  most  reliable  and  simple 
ones  remained  in  use.  Traditional  aids such  as  white  canes, 
guide  dogs  or  tactile  pavings  are  primarily  intended  to  help 
blind and visually impaired pedestrians in navigating in urban 
environment,  but  are  not  feasible  in  common  situations 
requiring  visual  input  and  more  advanced  visual 
understanding.  Situations  where  traditional  aids  have 
limitations  are  very  common  in  our  daily  lives  such  as 
recognition  of  banknotes,  reading  LED/LCD  displays  or 
avoiding chest and higher level obstacles.
The  main  approaches  of  vision  restoration  for  blind  and 

visually  impaired  people  vary  from  invasive  technologies  -
such  as  retinal  implants  or  optogenetic  researches  - to  non-
invasive  external,  handheld,  mobile  devices.  Functional 
rehabilitation  through  universal  electronic  devices  are  more 
widely accessible for blind and visually impaired people, since 
no special diagnose is needed for usage.
Assistive  technologies  that  help  the  lives  of  visually 

impaired people get more and more widespread. Devices with 
single  functionality  solve  specific problems of  the  target user 
group properly, but leading the users to carry and use several 

devices during their daily routine. There is a clear demand on 
having general purpose - universal - assistive devices.  Mobile 
phones  are  ideal  platforms  to  provide  ambient  intelligence 
functionality, since people do not need to buy and carry a new 
device.  Taking  into  account  that  blind  and  visually  impaired 
people  are  already  confident  using  mobile  phones,  and  that 
today’s  cell  phones  are  equipped  with  a  continuously 
expanding suite of embedded sensors - such as accelerometer, 
digital  compass,  gyroscope,  GPS,  microphone,  and  camera  -
cell phones are promising platforms for developing intelligent 
mobile  devices.  Mobile  Internet  connection  provides  the 
possibility to use remote central knowledge-base in navigation 
or  object  detection  tasks,  minimizing  the  local  computing 
consumption  of  the  device.  Existing  solutions  using  central 
knowledge  base  are  equipped with  general  databases  or  task 
specific target databases to search in.
Since  the  computing  power  of  mobile  devices  are 

continuously increasing, local computing can be accomplished 
more  and  more  efficiently  eliminating  the  need  of  a  remote 
knowledge  bases.  From  the  number  of  sensor  modalities 
incorporated into mobile devices, vision is the most commonly 
used  on  in  assistive  technologies  for  the  blinds.  Instead  of 
forcing  the  user  to  take  adequate  still  images  of  the  target 
object or scene it is more convenient to process image flows at 
a  few  frames  per  second  and  to  track  detected  features  from 
frame to frame until a confident decision can be made.
In this paper I present the Bionic Eyeglass [1, 2] - a portable 

recognition  device  based  on  a  smartphone. The  rest  of  this 
paper  is  structured    as    follows.    Section  II  deals  with  the 
system  architecture.  Section    III elaborates  on the    writer’s 
work  within banknote  recognition  – including  detection    of 
interesting   banknote   patterns    in    the    field   of   view and a 
corner estimation algorithm. Section IV gives an overview of 
the  experiments  performed  and  an  analysis  of  the  results  is 
shown. 

II. THE BIONIC EYEGLASS FRAMEWORK

A. System aspects
When  designing  a  mobile  navigation  device  for  visually 

impaired  people,  we  have  to  consider  more  aspects  then  for 
usual  systems.  Besides  low  consumption  and  mobility,  the 
need  for  accessibility  yields more  constraints  in  selecting  the 
proper hardware architecture.
The key challenge in creating such a device is to be able to 

process video flows in the selected situations in real time on a 
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mobile  device,  where  mobile  refers  to  the  following 
requirements:  (i)  portable,  (ii)  small  form  factor,  (iii) 
autonomy  of  at  least  6-8  hours.  In  order  to  satisfy  these 
requirements we need a computational platform that has high 
computing power as well as low power consumption.
We  expect  processes  of  high  complexity  (such  as 

continuous  monitoring  of  the  environment  and  image 
processing)  to  run  as  long  as  possible,  therefore  high 
computational power at low consumption is a key issue.
An accessible user  interface  is essential. The basic options 

for input are tactile and auditory, where tactile can mean either 
buttons  or  touchscreens.  Unfortunately  for  the  blind, 
touchscreens have become more and more popular nowadays, 
yet  it  is  impossible  for  them  to feel  where  to  point  their 
fingers. The natural need for input interface for these people is 
buttons. Audio is less usable in general urban noise and cannot 
be  applied  in  places  demanding  silence  (e.g.  theaters, 
conferences, etc.).
Considering the previous aspects it seemed useful to follow 

the  smart-phone market with  attention.  In  the  past  few  years 
mobile  Central  Processing  Unit  (CPU)  technology  has 
developed  fast  giving  base  to  a  new  generation  of  mobile 
navigation  systems.  The  hardware  requirements  for  the 
functions  - e.g.  camera,  processing  unit,  mobility,  low 
consumption are mostly available in smart-phones. But do the 
mobile  phones  available  in  the  market  have  enough 
performance  to  run  real  time  image  processing  functions  for 
hours?  Toytman  and  Thambidurai  did  banknote  recognition 
tests on Android platform and their average results were about 
30 seconds on Motorola Droid phone equipped with 800MHz 
CPU. [3] Instead, we expect that such function gives feedback 
several times within a second. Given the speed of development 
of mobile CPU  it  may  become  possible  to  achieve  that  time 
limit  within  1-2  years,  but  other  options  are  also  can  be 
considered.
Processing Unit (GPU) is also in the state of fast development. 
López et al. achieved remarkable acceleration in mobile image 
recognition by using Nokia N900 Mobile phone,  included an 
ARM  Cortex-A8  CPU  and  a  PowerVR  SGX535  GPU 
included in an OMAP3530 platform. [4]. Since the number of 
mobile phones with integrated GPU inside is  increasing these 
days,  GPU  technology  could  grant  a  cellphone-based  only 
architecture for our navigational system.
Embedding  another  high-performance  computing  device 

gives  an  option  to  increase  speed,  yet  in  this  case,  a 
communication  protocol  between  the  device  and  the  mobile 
has  to be built and can cause  latency. Dedicated,  task-special 
hardware devices are able to achieve the same power at lower 
consumption,  compared  to  the  mobile  phone  market.  Field 
Programmable  Gate  Array  (FPGA)  technology  is  great 
example  for  such  dedicated  hardware.  An  FPGA  board with 
Ethernet  interface would be  easily  embeddable  in  the  system 
by  sending  the  image  flow  from  the camera of  the mobile  to 
the  FPGA  either  through  wireless  or  direct  connection. 
Ongwattanakul  et  al.  showed  that  FPGA  architectures  are  a 

good  choice  to  implement  morphological  operators  therefore 
the  attached  FPGA  would  be  responsible  for  the  image 
processing part.[5]
We  see  that  there  are  basically  two  scenarios – one  is  the 

cellphone with an embedded special device other is cellphone-
based only architecture. Since the functions are in the state of 
development, we tried to come up with a prototype that could 
be  improved  in both directions, and where  the algorithms are 
easy to modify through a MATLAB developer interface, yet it 
can be tested by visually impaired people with the impression 
of a mobile navigation system. 

B. Developer Interface
We built a communication protocol through Wi-Fi between 

an  Android  smart-phone  and  a  laptop,  where  the  cellphone 
sends  the  camera  image  flow  captured  by  the  camera  to  the 
laptop. (Figure 1.)

Figure 1.  The Bionic Eyeglass prototype – a smartphone interacting with a 
laptop

The  processing  runs  in  MATLAB  at  a  few  frame  per 
second,  depending  on  the  complexity  of  the  actual  task,  and 
the  answer  is  sent  back  to  the mobile  phone where  auditory 
information  is  given  to  the  user.  Different  recognition 
functions  can  be  tested  in  the  proposed way,  where  the  user 
has to operate only with the cellphone. 

III. BANKNOTE RECOGNITION
In  countries  where  banknotes  cannot  be  distinguished  by 

their size people with visual impairments have real difficulties 
in  determining  their  face  values.  Some  currencies  have  been 
designed  with  tactile  marks  embossed  on  the  banknotes, 
however, due  to everyday usage  they  lose most of  the  tactile 
information  in  a  short  time  and  become  practically  unusable 
for the intended target group. 

A. Tactile markers – detection and classification
Since our aim was to develop a side-dependent recognition 

algorithm, we had to focus on an extractable area that uniquely 
identifies the banknotes. Considering the Hungarian notes, one 
can  find  different  symbols  on  the  upper  right  corner  of  the 
backside:
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Figure 2.  Markers on the upper right corner.

These  embossed marks were originally  designed  for  blind 
people  but  after  a  few  weeks  of  usage  they  become  hardly 
tactile, still the visual information remains. The right side of the 
banknotes,  especially  the  upper  region  has  light  background 
and  low density,  therefore  it  is  easy  to  extract. The  following 
morphological steps are performed:

1. Binary conversion with threshold returned by the 
module discussed in section I. A.

2. Morphological closing using a 4 x 4 kernel
3. Remove objects with an area less than 350 pixels
4. Take XOR of the results of step 2 and 3
5. Remove objects with an area less than 10 pixels

Figure 3.  Steps to extract the tactile mark region on the back side of the 
banknote

Patches  in  the resulting binary  image are grouped  together 
into sets of 3, 4 or 5. Initial rules for pairing two sets are:

1. Distance between centers of mass are less than 35 
pixels.

2. Difference between the areas is under 50%.

Further matching requires angle analysis. When  forming a 
group of three sets, the bearing between the first two centers of 
mass and the bearing between the second and the third must not 
differ more than 15 degrees. The rules adapt locally as the sets 
grow,  considering  the  local  features  of  the  actual  patch  sets. 
Adaptation means, that once we have a pair of two sets with a 
given  d  distance,  we  don't  look  for  a  third  object  with  mass 
center within 35 pixels, but within d*1.15. For example, having 
two  sets  with  distance  20  pixels,  we  look  for  a  third  object 
within  23  pixels.  Same  rules  apply  to  degree  and  area 
difference.  The  parameters  used  for  morphological  steps  and 
patch  grouping  are  optimal  for  640x480  images,  at  other 
resolutions they are modified proportionately.

Ideally the patches in the group corresponding to the region 
of interest have equal area and equidistant center of masses that 
lie on the same line. In the following step we select the group 
with minimal deviation with respect to these features. Once the 

decision  is made, we have  the presumed upper  right corner of 
the patterns.

To  classify  the  results,  first  all  symbols  are  resized  to  a 
10×10  window.  The  features  extracted  for  the  classifier  are
summarized in Table I.

TABLE I.  FEATURES FOR TACTILE MARK CLASSIFICATION

Name of the Feature Description
Number of Objects The number of connected components in the 

region of interest
Axis Ratio The ratio of Major Axis Length to Minor Axis 

Length 
Extent The ratio of pixels in the region to pixels in the 

total bounding box
Distance from Center The mean distance between 4 extreme points and 

the mass center point
Distance and Major 
Axis Ratio

Solidity

The ratio of mean distance between the centroids 
of the symbols and the Major Axis Length 

Scalar specifying the proportion of the pixels in 
the convex hull that are also in the region.

Using a test set of 5000 backside banknote image reference 
feature  vectors were  calculated  for  each  class  using K-means 
algorithm. During classification a simple Euclidean distance is 
calculated between the actual feature vector and the references, 
and the output is the class belonging to the smallest distance.

B. Corner estimation
In  certain  cases  the  morphological  detection  algorithm 

returns  acceptable  results  on  detecting  tactile  marks,  but  the 
classifier returns without having definite answer.  This happens 
typically with the denomination 2000 and 5000, when the sizes 
of  the  detected  markers  are  too  small  for  accurate  shape 
comparison. In such cases even though no acceptable decision 
is  made,  the  position  and  orientation  information  of  the 
detected  markers  can still  be  useful  for  other  detection 
modules. For  instance  assuming  the  threshold  returned by  the 
adaptive  binarization  algorithm was  not  suitable  for  detecting 
the  number  patches,  corner  coordinates  of  banknotes can  be 
determined,  and  it  can  yield  to better  result  in  number 
detection. Thus  corner  coordinates  have  to be estimated  from 
the presumptive position and orientation of the tactile markers.
During grouping tactile marks together – described before – the 
orientation  of  the  set  is  already  determined,  and  the  mean 
distance  between  the  mass  centers  is  also  calculated.  Let  d 
denote  the  mean  distance  between  centers  in  the  rest  of  the 
paper.  Based on the center point and orientation of the group a 
coordinate  system related  to  banknote  can  be  defined.  Center 
point  becomes  the  origin,  and  the  ordinate points  to  the 
direction defined by  the  orientation  of the marker  group. The 
ordinate – y  axis – is  than  parallel  to  the  shorter  edge  of  the 
banknote, leading us to detect the upper right corner easily, by 
simply  going  among  the  y  axis.  In  order  to  define  which 
direction  (y– or  y+) the  upright  corner  appears  along  the 
ordinate,  one  has  to  consider  the  following.  On  every 
Hungarian banknote a thick, darker line appears on both the top 
and  the bottom part, and since  the  top  line  is always closer  to 
the tactile markers, by analyzing small ROIs in both y+ and y–
directions,  upright  corner  can  be  estimated.  Experimental 
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results showed  that selecting  the ROI  to be a d*d square on a 
4*d distance  from  the origin gives  the best  results.   Once  the 
upper right coordinate is calculated, the rest of the corners can 
be determined as well, based on the available information and 
the aspect  ratio of  the Hungarian banknotes.  Fig.  5  shows  an 
example of corner estimation for banknote.

Figure 4.  Corners detected based on the upper right tactile markers

visualization.  The  outer  rectangle  indicates  the  estimated 
position of the banknote, the inner rectangle corresponds to the 
ROI it was derived from.

C. Ensemble Classification
Having multiple weak  learners in  the banknote recognition 

task  – namely  portrait,  number,  tactile  marker,  color  and 
orientation  classifiers  – we  had  to  develop  an  ensemble 
decider to name a denomination. Since dealing with an image 
flow,  decision  making  is  a  spatial-temporal  event  where  we 
can use priori hypothesis to predict the actual class.

𝑦𝑦𝑖𝑖 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑐𝑐∈𝐶𝐶𝑠𝑠𝑖𝑖  (1),

where 𝑦𝑦𝑖𝑖 is  the  predicted  class, 𝐶𝐶 is  the  set  of  all  possible 
classes, 𝑠𝑠𝑖𝑖 is the summed vote vector (2).

𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑖𝑖−1𝑎𝑎 + 𝑣𝑣𝑖𝑖𝑤𝑤𝑖𝑖  (2),

where 𝑠𝑠𝑖𝑖−1is the summed vote vector for the previous frame, 𝑎𝑎
is  the attenuation (the elements are equally 0.8 and dim(𝑎𝑎) =
dim (𝐶𝐶)), 𝑣𝑣𝑖𝑖 is the sum of the output vectors of each classifier 
(dim(𝑣𝑣) = dim(𝐶𝐶))  and every class  has a probability  for  the 
actual  frame), 𝑤𝑤𝑖𝑖 (3)  is  a  weight  that  amplifies  𝑣𝑣𝑖𝑖 at  the 

maximum  argument  depending  on  the  previous  five 
predictions.

𝑤𝑤𝑖𝑖 = ∑ 𝑘𝑘𝑗𝑗5
𝑗𝑗=1  (3),

where 𝑘𝑘𝑗𝑗 = 1 if 𝑦𝑦𝑗𝑗 equals 𝑦𝑦𝑖𝑖 and 0 otherwise. 

IV. EXPERIMENTAL RESULTS
We  performed  experiments  with  five  visually  impaired 

subjects  who  were  given  a  few  basic  instructions  including 
hints  on  good  measurement  techniques  and  14 Hungarian 
banknotes  including  all  denominations.  Their  task  was  to 
name  the  note  they were  holding  using  the mobile  banknote 
recognition  system. With  each  subject  two  or  three  series  of 
tests were carried out yielding 11 series altogether.
The ensemble decider made a decision 392 times during the 

eight  tests,  and 382 of  them were correct, which corresponds 
to  an  algorithmic  accuracy of  97.45%. Based on  these votes, 
the subjects could correctly identify the banknote in 109 of the 
112 cases. Typical causes for errors were covering the region 
of  interest  with  one  or more  fingers,  or  placing  the  previous 
banknote too close, making it show up in consecutive rounds. 
We have noticed that as time went by during the tests, the ratio 
of  errors  reduced,  and  subjects  have mastered  the  use  of  the 
device in less than half an hour. 
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Abstract—In the human motor control system there are differ-
ent types of movement patterns and control methods. Continuous
target tracking is one of the movement patterns that needs
online control of the end-effector device (e.g. hand or pointing
finger). Similar movements can be executed using different joint
configurations of the arm because the human arm is a redundant
kinematic manipulator in the 3D space. The main goal of this
study is to evaluate whether target path predictability (as an
internal constraint) has any influence on the control of the human
arm as a multi-joint system in manual tracking movements using
the redundancy-based Uncontrolled Manifold concept.

Keywords-manual tracking; variance; uncontrolled manifold

I. INTRODUCTION

The synergystic control of arm movements is an important
property of the human nervous system. Reaching and grasping
are often used to evaluate motor control processes because
they represent an essential part of human movements [1]–[7].
In addition, effects of external modulation constraints (e.g.
target shape) have been analyzed recently in reaching [8], [9],
however other arm movement types are not so well examined,
especially from the aspect of internal modulation constraints
(e.g. path predictability in a tracking task).

Reaching and tracking are different from the control point
of view, because in reaching there is a stationary target with a
known position in our reference frame, therefore the nervous
system needs to solve a feed-forward type problem to reach
the target with the hand. Contrarily, in a tracking task there
is a moving target that one wants to follow as accurately as
possible. This involves countinuous error calculation and for
good performance, tracking error minimization should be one
of the goals of the nervous system which leads to a feed-back
type controller method.

The main goal of this study is to evaluate whether target
path predictability (as an internal constraint) has any influence
on the control of the human arm as a multi-joint system in
manual tracking movements. The effectiveness of control is
described by means of joint angle variabilities. In addition
to joint angle variances, manual tracking performance was
analyzed by calculating constant and variable errors, and eye
gaze was measured during movement execution. In the first
stage of the study eye movement data was not analyzed.

Experimental setup design, measurements and data analysis
have been performed at DFG Research Training Group 1091
”Orientation and motion in space”, Munich, Germany.

II. MATERIALS AND METHODS

A. Subjects

Movements of 9 healthy subjects were measured and an-
alyzed during the experiment. All of them had normal or
corrected to normal vision to the viewing distance (40 cm
in average). 7 subjects had right hand dominance, 2 of them
were left handers. The male/female ratio was 7/2. The subjects
had given informed consent prior to participation.

B. Experimental setup

During movement execution 3 properties were measured
by a custom measurement system containing the following
devices:

• An ultrasound-based movement analyzer system devel-
oped by Zebris Medical GmbH to record the spatial
position of the subject’s arm using ultrasound-emitting
active markers attached to the anatomical landmarks of
the arm. [8]–[10]

• A Wacom digitizer tablet capable of displaying VGA
content on its screen to present the developed visual
stimulus and record hand movements using a special pen
device [11].

• A binocular VOG device (EyeSeeCam) developed at the
University Hospital Munich Grohadern to record move-
ments of the eyes during movement execution.

• A chin rest to prevent trunk and head movements during
the experiment (trunk movement is highly reduced if the
subject has to keep his/her head in a stable position,
therefore no belts or any other fixing devices had to be
used).

All measurement devices had their own control computers and
those were connected to a main recording computer running a
real-time operating system (QNX). Using this setup, real-time
storage of all measurement data was achieved. Fig. 1. shows
the experimental setup.

C. Visual stimulus and procedure

Specially designed visual stimuli were presented to the
subjects on the Wacom digitizer tablet to make them perform
the desired manual tracking movements. To deal with the
trade-off between path randomization and repetition (variance
calculation requires many trials with the same conditions), we

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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Fig. 1. Experimental setup

decided to generate 4 periodic random traces (Fig. 2.), and
later on categorized one of them as the predictable or learned
part (L), and the rest as random parts (R1, R2, R3). Using
this categorization we were able to build the stimulus paths as
follows:

• Both predictable and unpredictable paths had 4 times the
length as the generated traces.

• The predictable path was constructed by appending the
so-called learned part (L) 4 times after each other, so
in total we had exactly the same motion pattern on
the screen 4 times for the visual target (PATH =
[L|L|L|L]).

• The unpredictable path was constructed by appending
a randomly generated introductory part (Ri) and the
previously generated random parts, in a permuted order
(e.g. PATH = [Ri|R2|R1|R3]).

Having 3 different random parts to be permuted, an unpre-
dictable block of these path variations was generated contain-
ing all 6 possible combinations of R1, R2 and R3 following
the Ri section, which was randomly regenerated in every
case. This resulted in 6 paths, each having a real random
introductory section (1/4th of total length) and a randomly
permuted second section presented as one continuous path
(3/4th of total length). To prevent the subjects from learning
these ”random” paths, the predictable and unpredictable paths
were mixed up in an alternating way, so the final block
structure looked like the following:

[L|L|L|L]
[Ri|R1|R2|R3]
[L|L|L|L]

[Ri|R1|R3|R2]
...

Each of these blocks contained 12 paths determining
individual trials, and 5 of these blocks were used in the
experiment. Because the main interest of the study is the
steady-state response, the first part of each path was left out
from data analysis, so in sum 90 repetitions of the learned
trace (L) and 30 repetitions for each of the random traces
(R1 −R3) were analyzed per subject.

Fig. 2. Examples of L, R1, R2, R3 and Ri traces

It is important to note that at this point the predictable part
(L) would be just as unpredictable to the subject as the others
(R1−R3). To assure predictability, a learning phase took place
before the measurement of the 5 blocks. This phase had its
own block, containing those paths that were constructed using
the L part only. 10 repetitions of these paths were used to
make the subject familiar with the L trace, making him/her
to be able to predict the movement of the visual target on its
trace.

The instruction to the subjects was to follow the target with
the Wacom pen on the screen as accurately as possible.

D. Data analysis

Recorded pen position data was transformed into cen-
timeters and the constant and variable tracking errors were
calculated. The constant error is the mean distance between
pen position and target center, while variable error was defined
as the variability of pen position direction with respect to the
instantaneous tangential of the target path.

The recorded anatomical landmarks were transformed into
7 consecutive Cardan angles to express arm movements in the
space of joint angles (for details see [9]). If subjects execute a
movement task with identical measurement conditions repeat-
edly (e.g. in trials), total variability per DoF across trials can
be calculated by computing the normalized variance of joint
angles per total DoF. This variability, however, contains the
sum of both kinds of joint angle variances: those that affect
the variability of the task variable (in this case endpoint of
the kinematic chain) and those that do not. A more detailed
view of arm control can be achieved by decomposing the
space of joint angle variances into 2 orthogonal subspaces
(Vucm and Vort) by means of the uncontrolled manifold
(UCM ) concept. This decomposition is based on the Jacobian
matrix of the instantaneous mean joint configuration (across
trials). This matrix contains the partial derivatives of hand
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position cordinates with respect to the joint angles, therefore
it defines a linear relationship between angular changes of
the arm and spatial movement of the endpoint. By calculating
the null space of this linear mapping we can get the basis
vectors spanning a subspace in which any element (e.g. a
particular joint-configuration change) will not result in the
spatial movement of the endpoint. This subspace is called
the uncontrolled manifold and variability in this subspace
is Vucm. It is often referred as ”good variance” because it
does not have to be controlled or minimized by the nervous
system to achieve the movement goal. Conrarily, computing
the UCM ’s orthogonal subspace we get the basis vectors
spanning a subspace in which any element (e.g. a particular
joint-configuration change) will result in the spatial move-
ment of the endpoint, therefore variability in this subspace
(Vort) should be minimized by the nervous system to reduce
movement noise. Therefore, this variability is often referred as
”bad variance”. The UCM analysis was performed using the
QR-decomposition of the actual Jacobian to get its null space
(UCM ) and the orthogonal space (ORT ), and the variance
values of Vucm and Vort later on. During variance per DoF
calculation a dimension reduction was made in Vort, because
the task variable (pen position) had only 2 active dimensions
(dimtot = 7, dimucm = 4, dimort = 2).

It is important to note that the UCM decomposition is based
on the Jacobian of a virtual arm position (mean across trials) to
get Vucm and Vort, therefore the method described here is only
appropriate for descriptive statistics, but in other applications
the principle can be used for real-time kinematic chain control
(e.g. obstacle avoidance), too.

III. RESULTS

The analysis of the recorded data showed the following
results:

• the constant tracking error was significantly larger for the
unpredictable path condition (Fig. 3. top),

• the variable error showed almost no difference between
the two conditions (Fig. 3. bottom),

• Vort was significantly smaller than Vucm in each condi-
tion, but

• no difference was found between the conditions in Vort,
nor in Vucm.

IV. CONCLUSION

The constant pen error results show that the subjects were
able to learn the predictable trace because they produced larger
errors in the unpredictable (random) condition, while they
showed the same variable errors during the tracking. This
could be caused by a mixed-mode operation of the nervous
system: during the learning phase subjects ”preprogrammed”
a feed-forward controller to memorize the trace of the moving
target - as a result, they produced better accuracy in that
condition - while the fine tuning of the tracking was executed
by a feed-back controller during real-time operation.

The UCM analysis results show that the human arm is
highly redundant for the examined movement task, because

Fig. 3. Time courses of constant and variable pen errors. Vertical lines denote
the borders of the analyzed period. This was needed because the larger pen
errors in the beginning of the traces can be caused by the directional mismatch
of the R1 −R3 parts.

Vort (”bad variance”) is significantly smaller than Vucm (”good
variance”). This means that most of the joint-configuration
variability remained in ”standby” mode - it did not induce
noise in the task variable (endpoint) - resulting in a synergystic
movement control scheme. It is assumed that using this
additional variability the nervous system can handle additional
external perturbations during movement execution. Comparing
the experimental conditions the results show that target path
predictability does not affect the measured movement. This
can mean that the synergystic control of continuous target
tracking movements is not affected by prior knowledge of the
end-effector path but it is more closely related to the real-time
feed-back principle.
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Abstract—By applications of terahertz imaging the 
acquisition speed is a critical question. On the other hand the 
sources are weak that limits the achievable signal to noise ratio 
(SNR). Therefore it is a great challenge to find a good 
compromise between these two competing goals. In the followings 
I describe the possibilities of compressed sensing (CS) in relation 
with CMOS technology based terahertz detection.

Keywords-compressed sensing; CMOS based terahertz 
detection

I. INTRODUCTION
In the past years terahertz imaging has developed a lot and 

expanded  to  new  fields.  Surveillance [1]  and  material 
engineering  [2]  was  followed  by  quality  control,  chemical 
imaging, and diagnostics [3][4]. However the high price of the 
different  measurement  configurations [5] hindered  the 
technology from becoming more wide spread in real industrial 
applications.

CMOS  based  detectors  are  very  competitive  solutions 
regarding  price  and  responsivity [6],  but it  is  hard  to  fulfill
application  specific  requirements. In  this  paper  I  investigate 
the  increase of  the resulting SNR by exploiting some domain 
specific  information. This  type  of  sensors  can  be  20  times 
faster than pyroelectric detectors and thermopiles. By forming 
small arrays they are a tradeoff between the complex, electro-
optical  setups  and  pure  scanning [8]. Today  kpixel  sensor 
chips  are  already  available. Due  to  their  small  area  the 
terahertz beam can be maximally focused to increase the SNR. 
Hence  they  have  considerable  advantages  in  terahertz 
microscopy.

II. IMAGING SETUP

Fig.  1.   Overview of  the  imaging  setup:  a,  the  terahertz  source b,  parabolic 
mirror  c,  the  observed  specimen within  a  high  precision manipulator  d,  the 
focal plane sensor array.

The  transmissive  imaging configuration is depicted  in Fig. 
1.  We  built  an  active  imaging  setup  with  a  YIG  oscillator 
powered  amplifier  multiplier  chain  (AMC).  The  AMC  is  a 
purely  semiconductor  based  waveguide  multiplier  that  emits
with its actual VCO compound about 1-0.01 mW power within 
the range of 0.15-0.52 THz respectively. For parallelizing and 
focusing  the beam off-axis parabolic mirrors are utilized. The 
targets are placed into a high precision mover  that operates in 
x, y, z direction with approximately 0.05 mm precision.

We  tried  out  3  different  type  of  measurement  configuration, 
namely  transmissive,  reflective  and  tomographic.  The 
radiation  is  polarized  and  coherent.  In  this  configuration  we 
don’t  record  any  phase  information,  however  this  extension 
could be  possible  to  exert  more  information  about  the 
observed object.

III. CS IN THZ MEASUREMENTS

In  terahertz  measurements  even  the  windowing  function 
plays  an  important  role.  Both  constant  offset  and  linear  drift 
have  to  be  canceled.  Considering  white,  1/f  and  1/f2 noise 
power  spectral  densities  (PSD)  the  “on-off-off+on” 
measurement scheme seems to be a standard.

As  the  terahertz sources are weak  the SNR is critical  in most 
of  the  cases.  CMOS  based  detectors  are  fast.  They  give 
useable  data  within  milliseconds and  near  8  bit  precision  is 
achievable by  100  ms  integration.  These  properties  are 
competitive  regarding  other  technologies,  but  terahertz 
imaging  is  still  time  critical.  This  gives  grounds  to  apply 
compressed sensing.

A. Brief summary of the used CS notation
The compressive sampling of a discrete  signal 𝑥𝑥 is written

as the multiplication:

 𝚽𝚽𝒙𝒙 = 𝒚𝒚 (1)

where 𝚽𝚽 is an M by N random matrix containing only binary 
values  with  equal  distribution. 𝒙𝒙 is  the  signal  vector  and 𝒚𝒚 is 
the vector of measurements. The signal can be reconstructed if 
a  basis  exists,  in  which  the  representation  of  the  observed 
signal is sparse:

𝚿𝚿𝒂𝒂 = 𝒙𝒙. (2)

AMC

d)

b)

a)

c)
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Fig. 5. Gain of an alternate projecting algorithm over L2 minimalization. On 
the vertical axis the sensor noise deviation is given relative to a fixed maximal 
signal  value  in  y.  The  horizontal  axis  shows  the  number  of  measurements 
relative to the total number of pixels. This test was performed on moderately 
structured images that are more close to the real measurements in tissues. This 
example makes obvious that for this type of application the classical CS based 
algorithms have exploitable advances only in a restricted region.

Here Ψ is the matrix of the special basis and a is the sparse 
representation of the signal x. Exploiting this extra information 
one can minimize according to the L0 norm, that is finding an a 
vector with the most zero components. Substituting (2) into (1), 
the problem formulated as:

𝑎𝑎∗ = arg min𝑎𝑎‖𝑎𝑎‖0  𝑠𝑠. 𝑡𝑡.  𝚽𝚽 𝚿𝚿𝑎𝑎 = 𝑦𝑦. (3)

To  solve  the  combinatorial  problem  above  several 
techniques  were  examined.  For  instance  the  L2 and  L1
optimization  [9]  and  alternating  projection methods  based  on 
smoothed zero norm functions [10][11].

These algorithms tolerate noise relatively good. However if 
the problem size is small, the measurements are noisy, and the 
imaged  scene  is  less  clearly  structured  then  the  problem 
became harder to solve. This is demonstrated on Fig. 3 and Fig. 
4.

If one investigates the space determined by the noise variance, 
the  size  of  the  image,  the M/N  ratio  and  the  entropy  of  the 
target  texture  it  can  be  observed  that  the  space  where 
computationally  more  intensive  methods  yield  considerable 
gain against L2 minimization is small. This is partly visualized 
on Fig. 5. Here an obvious case is shown of a  less structured 
object.  This  example  was performed  with  smoothed  L0
minimalization algorithm.  I have  to emphasize  that  in  typical
applications of terahertz imaging the scene consists of mainly 
moderately  structured  features.  The  sensor  SNR  is 
approximately 40 dB at  free  space. However  it drops  rapidly 
either in transmissive or reflective configuration by scanning a 
specimen  that  has  greater  spatial  extension  or  includes

Fig.  3.  It  shows  the  usual  performance  of  a  CS  algorithm  on  a  structured 
target.  On  the  vertical  axis  the  sensor  noise  deviation  given  relative  to  the 
maximal  signal  value  in  y.  The  horizontal  axis  shows  the  number  of 
measurements relative to the total number of pixels.

Fig. 4. On the left one can see the data of Fig. 3. as a surface. On the right the 
resulting SNR is depicted of the same algorithm on an image with much lower 
entropy  indicating a  richer  surface  texture.  It  can be  seen  even on  the  small 
images that the latter became much sharper.

dispersive  layers.  In  addition  the  size  of  the  practically 
solvable  problems  is  also  limited  both  physically and 
computationally.  Due  to  the  intrinsical  properties  of  CS,  I
found that a sensor SNR between 31-36 dB is the lower limit 
of  applying  classical  CS.  Under  these  circumstences  it 
provides practically no gain over L2 minimalization.
These  facts  imply that  in  our  case  oversampling has  to  be 
considered as well. Although, to keep  the  samples count low 
whereas  increasing  the  resulting  SNR, compressed 
measurements are combined with cross validation technique.

B. Cross validation for increasing SNR
Cross  validation  (CV)  has  several  applications  within  CS 

and has  rigorous mathematical background. See [12] and [13] 
for  details.  However  these  works  focus  mainly  on  the 
approximation  error  estimation,  and  aiding  the  choice  of 
parameters like the number of measurements or the sparsity. In 
this paper I investigate cross validation as a tool for increasing 
the SNR of the resulting images.

By  usual  compressed  sensing  imaging  thorough cross 
validation  is  too  expensive.  Yet  in  our  case  N  is relatively 
small,  meaning  that  the  arising  computational  overburden  is 
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tractable despite of the O(L*N*log(N) ) or in best case O(L*N) 
algorithms (here L is the number of CV runs).

By  cross  validation  our  measured  data  set is  divided
asymmetrically into  two  subsets.  Then  the  optimization  is 
performed on  the bigger  set. These  two  steps  are  repeated by 
new  partitions  of  the  original  image. With  these  efforts  an 
increase of 2-5.5 dB was achieved regarding the image SNR of 
a single L1 optimization.

IV. NOISE MODEL

Two different type of noise is defined: image noise (𝜂𝜂i ) and 
sensor  noise  ( νk )  With  these  the  measurements  take  the 
following form:

Yk =  ∑(ϕki ∗  𝜂𝜂i ) +  𝜈𝜈k
Here  𝜂𝜂i denotes  independent  Gaussian random  variables  at 
each pixel with ck mean and 𝜎𝜎 standard deviation.
It  is obvious  that  the  image noise will  scale  linearly with  the 
square  root  of  the  image  size.  Hence  the  tolerance  will 
intrinsically improve with the increase of the problem size.
Its  effect  on  the  reconstruction  can  be  the  appearing  of  low 
frequency components in the sparse representation. In our case 
this kind of noise is neglectable.
The  other  type  of  noise  has  a  much  greater  effect  on  the 
reconstruction.  In  relatively  small  problems  it  has 
approximately  one  order  of magnitude  stronger  influence  on 
the  sensitivity. It  never  can  be  neglected  because  by  real 
measurements the SNR of the sensor is always limited.
By inspecting living tissues in small scale the situation can be 
even  worse  concerning  that  the  observed  scene  is  only 
moderately  structured  or  with  other  words  it  represents  rich 
content.  From  our  viewpoint  these  samples  can  be 
characterized by low sparsity and high entropy.
The achievable gain is always limited by the sensor SNR and 
the entropy of the imaged object.

V. CONCLUSION

Both  the  one  dimensional  measurements  and  the  two 
dimensional vector based signal reconstruction schemes prove 
that it  is  possible  to  achieve  significant  increase  in  resulting 
image  SNR  by  utilitzing  compressed  sensing  based  image 
processing.
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Abstract— This paper presents the GPU implementation of 
the Cellular Particle Filter (CPF) algorithm. Though Particle 
Filters represent an attractive solution for Hidden Markov Model 
based problems, due to their computational requirements 
parallelization is inevitable for real time applications. Compared 
to distributed particle filters, our algorithm preserves the local
connectivity of the particles, therefore it achieves the accuracy of 
the original filter, however with a running time less than 12 
milliseconds at 16 thousand particles per state.
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I. INTRODUCTION
GPGPU  grants  us  efficient  parallel  implementation  of  the 

suitable algorithms. The main challenge  lies  in  remodeling an 
algorithm  to  fit  it  to  the  architecture.  Particle  filter  can  be 
considered as an extension of  the Kalman filter, and  therefore 
would  be  a  great  tool  in  many  applications,  such  as  image 
processing,  robotics,  stock  market  forecasts.  The  original
algorithm  has high  running  time  due  to  the  resampling  step, 
thus it was considered unsuitable for parallelization.

Although there have been some implementations to parallel 
architectures [4], these cannot maintain the local connections of 
the particles.  In [4] the authors admit,  that  information  loss  is 
around  25%  compared  to  the  original, locally  connected 
algorithm.

Cellular  particle  filter  [5]  offers  a  solution for  the  local 
connectivity  issue  as  well.  This parallel  version  of  the 
algorithm  uses  the  structure  of  the  CNN  architecture  for 
representation. This enables to model and utilize the connection 
of the particles.

However  the  cellular  representation  is  not  optimal  for  a 
GPU  architecture.  Therefore  we  made  some  further
modifications to  the  algorithm  to  make  it  fully  suitable  and 
efficient.  One  of  the  cardinal  issues  is  the  random  number 
generation, which is the key point of the modified algorithm.

II. THEORETICAL BACKGROUND

A. Hidden Markov Models
Hidden  Markov  Models  (HMM)  consist  of  a  hidden 

stochastic  process  determined  by  Markovian  dynamics
(Equation  1),  and  its  stochastic  observation (Equation  2) in 
time  space. The  observation  is  dependent  on  the  hidden  state 
sequence,  but  we  have  less  limitation than  in  case  of  the 
Kalman filter. Both sequences are non-linear, and noise (e1 and 

e2) needs  not  to  be  Gaussian,  only  its  distribution  has  to  be 
known.

𝑥𝑥𝑡𝑡+1 = 𝜑𝜑(𝑥𝑥𝑡𝑡 , 𝑒𝑒1(𝑡𝑡 + 1)) (1)

𝑦𝑦𝑡𝑡 = 𝜓𝜓(𝑥𝑥𝑡𝑡) + 𝑒𝑒2(𝑡𝑡) (2)

For  more  information  about  Hidden  Markov  models  see 
[1].

B. Particle Filter
Particle filter is a tool for estimating the hidden states based 

on the observation. It is not an analytical calculation, but using 
a  set  of  particles  at  each  time  step that follow  the  model 
dynamics.  However  there  are  many  alternations,  the  basic 
particle filter algorithm is built up from three main steps. 

The  first  step  is  error  calculation  between  the  current 
particle set, and  the current observation value (Eq.3), where L
is the likelihood value, for i= 1, …, N particles.

𝐿𝐿𝑡𝑡𝑖𝑖 = 𝑙𝑙(𝑦𝑦𝑡𝑡 − 𝜓𝜓(𝑥𝑥)) (3)

In equation  (3)  we  use  the  density  function  of  noise  of  the 
hidden process  (e1). Using  the corresponding  fitness value we 
calculate likelihood based on the density function.

Each particle is assigned a weight based on this likelihood,
by normalizing over the whole particle set (Eq.4).

𝑤𝑤𝑡𝑡𝑖𝑖 = 𝐿𝐿𝑡𝑡𝑖𝑖 (4)

𝑤𝑤𝑡𝑡𝑖𝑖 = 𝑤𝑤𝑡𝑡
𝑖𝑖

∑ 𝑤𝑤𝑡𝑡
𝑗𝑗𝑁𝑁

𝑗𝑗=1
(5)

Due  to  this  normalization  all  of  the  particle  weights  are  not 
only in the [0, 1] interval, but they sum up to 1.

The  second  main  step  is  resampling. We  choose  a  new 
particle  set  from  our  current  particles,  by uniform  random 
sweepstake, using particle weights. The resampled  set  is used 
for the current estimation.

The last main step is the iteration, when we use the model, 
to generate the next time step’s initial particle set.

More  information  about  particle  filters  can  be  found  in 
[2][3].

C. Cellular Particle Filter
In  the resampling  step  for  each  retake we  have  to  use  the 

whole particle  set, which is highly  time consuming, and  for a 
long  time  was  considered  not parallelizable.  Cellular  particle 
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filter offers a solution for this problem, and in contrast to other 
distributed  particle  filters  [4],  it  maintains  local  connectivity, 
which ensures a better approximation.

Figure 1.: Cellular architecture for particles, which enable 
parallelization of resampling step.

The  basic modification  is  a  change  of representation. The
set  of particles  are organized in  a CNN type architecture. For 
each  particle we perform  the  resampling  on  a  neighborhood 
instead of the whole grid, see Figure 1. Therefore the filtering 
steps  now  can  be  simultaneously  performed  for  each  particle 
for  each  time step,  which  makes  the  algorithm  suitable  for 
parallel architectures. More details of the CPF can be found in 
[5].

III. GPU ADAPTION OF THE CELLULAR PARTICLE FILTER

A. About the architecture
We decided to implement the CPF to GPU architecture, as the 
devices’ computational efficiency is high, the price of a device 
is  relatively  low. Also  GPUs  are  spreading  fast  thanks  to 
games  industry,  and  development  has  quite  fast  speed,
therefore  computational  effort  is  increasing by  leaps  and 
bounds. We  used NVIDIA CUDA,  see  [6] for  notations  and 
details. 

B. Main considerations of modification
Memory  usage  is  critical  issue  on  GPU  architecture.  To 
achieve a high throughput, on-chip memory (shared memory) 
should be used. The main computational  tasks are performed 
block-wise,  in  the  shared  memory  of  the  blocks,  and 
synchronization is performed in each time step through global 
(off-chip) memory between the blocks. 

Although  the CPF  presents  a  two  dimensional 
representation,  the  shared  memory  throughput  can  be 
optimized for a one dimensional array type representation. The 
local  connectivity  is  preserved by  choosing each  shared 
memory array size higher than the thread number exactly with 
the size of the required neighborhood. Each thread with index 
i can obtain its k neighbors at indexes i-1, i-2, …, i-k.

C. Random numbers for resampling
Random  number  generation  on CPU  hardly  arise  any 

problems  thanks  to  the  high  number  of  libraries which  we 

simply include and are ready to use.  On GPU this issue is one 
order harder. 

Due  to  memory  and  communication  optimization  it  is 
senseless to transfer random numbers from CPU. The random 
values  should  be  generated  on  the  device  to  avoid  memory 
transfer  between  the  main  memory  of  the  system  and  the 
global  memory  – which  would  add  huge  delay. The  particle 
filter  is  sensitive  on  the  resampling  step,  therefore  if  the 
random number distribution  is not appropriate,  the result will 
be biased. 

NVIDIA  SDK  provides  an  implementation  of  Mersenne 
twister [7], which on  the  first  sight would be  a  solution. We 
found  that  the  generated  distribution  is  inappropriate  for  a 
small set of numbers (hundreds or  thousands). The Mersenne 
Twister’s output  is  admissible for around  2 million  numbers 
and  above. As  mentioned  before,  the  main  operations  are 
performed  in  shared  memory,  and  shared  memory  size  is 
usually  around  a  few hundreds. This means,  that  the original 
NVIDA  SDK  Mersenne  Twister  is  not  feasible  for  our 
implementation. Figure  2  shows  the histogram  of  the MT 
generated numbers (gray line) compared to the histogram of a
same  number  of  random  values  from Matlab  rand() (black 
line).

Figure 2.: Histogram of 1000 random numbers with 60 bins. 
Both Matlab and Mersenne Twister numbers were generated 

as uniform distribution.
In  our first  approach  we  implemented  a  Linear  Feedback 

Shift  Register  Pseudo  Random  Bit  Sequence  generator.  In 
every iteration a binary value is generated, by a single shift and 
XOR of  the shift register values. Then we write  the generated 
bit  to  the  first position of  the  register. To avoid periodicity  in 
the  pseudorandom  sequence  a  24  bit  shift  register  was 
implemented.  We  analyzed  the  auto- and  crosscorrelation  of 
the  generated  numbers  for  different  threads,  and  compared  to 
MATLAB generated values. Also histogram was checked, and 
all  criteria were  fulfilled  to  use  the LFSR PRBS generator  in 
our implementation.

However, we decided to review Mersenne Twister as it is a 
more  sophisticated  and  commonly  accepted method.  To 
achieve  an  adequate distribution  for  the  resampling, we made 
the modifications as listed below:
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• The  SDK  implementation  defines  the  degree  of 
recursion 19, which was changed to the originally 
defined value: 397 [8].

• The SDK implementation defines the middle term 
9,  which  was  changed  to  the  originally  defined
value: 624 [8].

• In  the  tempering  transformation  we  used  the 
originally defined masks, with hexadecimal values 
in the bitwise operations. 

• we  changed  shift  value  u to  11  from  the  SDK 
value 12.

• for each thread the first element of the state array 
is calculated with a thread and current time based 
seed value

• the final value is calculated with initializing on the 
first element of the bit vector for each thread.

With  the  above modifications, we  achieved  an  acceptable 
uniform  distribution  from  the  Mersenne  Twister,  which  is 
illustrated on Figure 3.

Figure 3.: 1024 random number generated with modified 
implementation of Mersenne Twister compared to Matlab, on 

40 bins.

D. Implementation of CPF
In  the  following  we  specify  some  implementation  details. 

We  assume  to  allocate  global  memory  arrays  for  the 
observation sequence  (Y),  for  the  state estimation (X), and  for 
the particles (xparticles). The number of particles is denoted by N,
the  size of  the neighbourhood by r. The number of  threads  in 
each  blocks  were  set  constant  256.  All  arrays  are  one 
dimensional.

In  each  time  step  we  copy  the  particle  values  from  the 
global memory to the shared memory by overlapping spilt. We 
load  256  values  respectively  to  each  shared  memory,  to  the 
particle’s  array  (xshared),  but  sparin  the  first  r elements  of  it.
These  positions  are  filled with  the  r neighbours  in  the  global 
memory  of  the  first    element  in  xshared.  For  the  very  first 

element, we use a circular approach, by taking the values from 
the end of the global memory array. There are three kernel calls 
for each estiated values to provide full synchronization.

The main kernel performs the following  operations in each 
t time  step, where  global  and  local  thread  IDs  are  defined  as 
follows: 
igl = blockDim.x*blockSize.x + threadId.x, iloc = threadId.x.

1. Initialization

• xshared [iloc+ r]  xparticles[igl]

• if iloc < r then xshared[iloc] xparticles[igl – r +iloc]

• if igl < r then xshared[iloc] xparticles[N – r +iloc]

2. Error calculation

• Lshared l (Y[t] – xshared[iloc + r])

• if iloc < r then Lshared[iloc] l (Y[t] – xshared[iloc])

3. Resampling

• if  iloc == 0 refresh seed value for the block

• fill Ushared with uniform random numbers

• wshared Lshared[iloc] + … + Lshared[iloc + r]

• select  a  particle  from  the  neighbourhood 
depending on Ushared[iloc].

4. Iteration on particles

• fill Ushared with new uniform random numbers

• apply  Box-Muller  transform  on  pairs  of  uniform 
samples (nt, stored in thread level)

• xshared[iloc] φ(xshared[iloc], nt)

• xparticles[igl] xshared[iloc]

The estimation  is performed by  two kernel calls. The  first 
kernel calculates  the  sum for each shared memory  to a global 
memory  array.  The  second  kernel  takes  the  average  value  of 
these sums with respect to the number of particles.

The following optimizations has been applied to the initial 
version, and we achieved a three-times speedup:

• random  number  generation,  resampling,  average 
calculation,  Gaussian  transform  for  the  iteration: 
these  operations  are  performed  only  on  the 
relevant part of the shared memory to spare time;

• if statements have benn converted to inline;

• decreased  the  number  of  shared  memory  arrays: 
some are used twice (in cases where this poses no 
threats).
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IV. MEASUREMENTS

During  the  measurements  we  used  the  following 
benchmark model (Equations 6,7), which is widely used due to 
its high complexity:

𝑥𝑥𝑡𝑡+1 = 𝑥𝑥𝑡𝑡
2

+ 25𝑥𝑥𝑡𝑡
1+𝑥𝑥𝑡𝑡

2 + 8 cos(1.2𝑡𝑡) + 𝑛𝑛𝑡𝑡 (6)

𝑦𝑦𝑡𝑡 = 𝑥𝑥𝑡𝑡
2

20
+ 𝑢𝑢𝑡𝑡 (7)

This  model  is  nonlinear,  and  the  n and  u noises  are  IID 
Gaussian sequences, nt~N(0, 10) and ut~ N(0, 1).

Measurements were done on a PC with Intel i5 4 CPU with 
4 GB  system memory  running Ubuntu Linux 11.04. We used 
an  NVIDIA  GeForce  GTX  550  Ti  GPU  with  1  GB  GDDR 
memory with CUDA toolkit 4.1. Running times were measured 
with the official profiler provided by the toolkit. The quality of 
estimation was measured by the RMSE of 1000 estimation for 
each particle number – neighborhood size pair of 100 time step 
long HMMs.

V. RESULTS
Table 1 shows  some  measurement  data  of  the  kernel 

running  times of the reviewed  implementation. Table 2 shows 
some  measurement  data  from  the  MatLab  simulation. 
Comparison shows, that the speedup is impressive.

Reviewed CPF on GPU running times

Configuration Main 
kernel(ms)

Estimation 
kernels (μs) RMSE

512 particles 256 neighbours 0.1352 6.62 50.51
1024  particles  256 
neighbours 0.1369 6.73 50.00

4096  particles  256 
neighbours 0.3001 7.82 49.70

8192  particles  256 
neighbours 0.5789 12.04 49.68

16384  particles  256 
neighbours 1.1387 18.33 49.71

Table 1.: Measurements of the reviewed implementation

MatLab simulation of CPF
Configuration Time(s) RMSE

64 particles 25 neighbours 1.03 69.13

128 particles 25 neighbours 2.02 65.49

256 particles 25 neighbours 4.05 64.20

1024 particles 25 neighbours 16.16 63.14

4096 particles 25 neighbours 64.33 62.78

Table 2.: Measurements of the MatLab simulation

Beside running  time  root  mean  square  error  is  an 
appropriate  tool  to  measure  the  goodness  of  the  estimated 

sequence  compared  to  the  hidden  states.  Based  on  our 
measurements  we  can  say,  that  RMSE  of  the  GPU 
implementation  is  satisfying, compared  to  the  MatLab 
simulation results, and to [5].

VI. CONCLUSION AND FURTHER PLANS
The  implemented  algorithm  based  on  the  modification  of 

Cellular  Particle  Filter  to  suit  GPU  architecture  solves  the 
problem  of  parallelization  of  the  computationally  expensive 
steps  of  the  algorithm on  a  locally  connected  array.  The 
measurements  show  that  a system  with  a  large  number  of 
particles can be processed in real time.

As  further  work, we  would  like  to  examine  if  a  single 
kernel  call  could  be  implemented  to  spare  kernel  call 
overheads. Also, from the measurement data it can be seen that 
RMSE does not improve significantly. The reason is the type of 
the solved model; therefore we would like to implement more 
complex  (e.g.  3D)  models,  to  emphasize the effect  of  high 
particle numbers’ on the precesion of the estimation.
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Abstract— In this paper I present an algorithmic framework 
that takes advantage of a component-based object detection 
model, using specific spatial relations determined on canonical 
viewpoints. This method let us to investigate object detection as a 
combination of high and low level description of target objects.

Keywords-canonical viewpoint, component-based, object 
detection

I. INTRODUCTION
The  goal  of  object  detection  is  to  determine  whether  a 

specific  target  object  is  present  on  the  input  image  flow  or 
depending on the task even the class of the target object should 
be identified.

Objects  can be viewed  from various distances and angles, 
each of which providing  information of  the  target  item. Since 
image  acquisition  is  a  projection  form  the  real  3-dimensional 
world  into  a  2-dimensional  image  plane,  measurable  object 
properties are highly dependent on the actual viewpoint of the 
target  object. The one(s) delivering  the most  information of  a 
given  object,  or  alternatively  the  ones that  people  are  more 
likely  to  recognize/name  the  target of  are  called  canonical 
viewpoints (CPOV  or  POV in this  paper). Most  object 
detection algorithms are highly dependent on specific/canonical 
viewpoints of the target object.

Object  that  are  to  be  recognized  are  usually  decomposed 
into  smaller  components,  where  components  are  easier  to 
detect even  in case of partial occlusion. This approach makes 
the  detection  less  sensitive  on  processing  losses or 
environmental  difficulties. In  my  work  I  defined spatial 
relations between  the components  to describe target objects  in
specific  (canonical) viewpoints and – similarly  to  text 
recognition  where  a  corpus  of  valid  character  combinations 
(words)  is  given  in  order to  increase  the  detection  rate  –
relevant 2-dimensional models are defined for object detection 
tasks.  During  detection,  candidate  features  are  validated 
through  model  matching,  and  classified  via  weak  learners. I
designed the detection algorithm to be compatible with Cellular 
Neural/Nonlinear  Network  – Universal  Machine  (CNN-UM) 
and the underlying Cellular Wave Computing principle. [1]

Object  detection  examples  discussed  in  Section  4. are 
related  to  the Bionic Eyeglass project,  that aims  to help blind 
and  visually  impaired  people  in  everyday’s  navigation  and 
orientation  by  developing  a  mobile  navigational  device with 
diverse functionalities. [2]

The  paper  is  structured as  follows:  Section  2 introduces 
component-based  object  detection,  Section  3 shows  the 
algorithmic framework used for the experiments and Section 4
brings two sample tasks. Section 5 concludes the paper.

II. COMPONENT-BASED OBJECT DETECTION

There exist two main approaches in object detection: 1) one 
considers  the  target  object  as  a whole  to be detected – called 
global  feature based model, 2) while  the other decompose  the 
target  object  into  smaller, specific  and  distinctive  regions 
(components)  that  are  easier  to  detect. Fig. 1.  illustrates  the 
difference  between  considering  the US  dollar  bill  as  a  global 
object  or  defining  unique  components  which can  be  detected
even in case of occlusion.

Figure 1. First row illustrates global feature based model and second row 
shows component-based model. Global feature based model uses the overall 
target object as a whole for recognition, while component-based approach 

divides the object into small features/components. In case of occlusion a set of 
components can still be detected, while global object is hard to detect.

A. Component selection
In  order  to  obtain  the  best  detection/classification  results, 

we  have  to  clarify  whether we  are  interested  in  detecting  the 
presence of a given type of object – cars, banknotes, mugs, etc. 
– or if we need to be more specific by distinguishing classes –
van, truck, sport car – within the object types. Components can 
be  selected  to  be  more  class-specific  or  to  be  similar  across 
different  classes,  depending  on  the  actual  task  and  needs. 
Components that are similar across the classes help detecting a 
specific  type  of  object  - such  as  banknotes  -,  whereas  class-
specific  ones  serve  the  base  for  classification  of  objects  - for 
instance  determining  the  denominations  of  banknotes.  Since 
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recognition  of  an  object  does  not  necessarily  require  the 
detection  of  all  the  components,  component-based  approach 
has the advantage of being less sensitive to partial occlusions or 
processing losses.

Suppose  that  each  – or  most  – component  has  a  unique 
detector algorithm. Relevant components  can be grouped  into 
sets  based  on  the  Point  of  View  (POV)  they  appear  on, 
providing  mainly  two  advantages: 1) in  case  there  is 
acceptable/small overlap  between  the component  sets,  by 
detecting  only  a  few  components  the  actual  POV  can  be 
identified  narrowing  the  number  of  steps  needed  for  further 
processing;  and  vice  verse  2)  if  the  actual  POV  is  known, 
detection  steps  of  components  related  to  other  POVs  can  be 
ignored. The same method can be applied on various classifiers
related  to  the  different  components  as well. This  scheme  can
interpret  as  a  simple  inhibitory/excitatory  feed  forward 
network, as it can be seen on Fig. 2.

Figure 2. Schematic view of the algorithmic flow. Features are grouped into 
sets regarding to the Point Of View they appear on. Spatial relations between 

detected components are analized in order to validate the actual set of 
components and to determin the POV. Once the actual POV is determined the 
corresponding detectors are activated for the processing of the next frame and 

others are ignored.

B. Feature description
Both  global  and  component-based  models  have  several 

methods  to describe  the  features. There exists  line/edge based 
descriptions  [3][4],  interesting  point  and  blob  based 
descriptions as well. Most of these approaches generate feature 
vectors for each point or region of interest for training as well 
as  for matching. Harris corners [5][6] are  commonly used  for
interesting point detection and the method proposed by Lowe -
Scale  Invariant  Feature Transform  (SIFT)  – is  often  used  for 
interesting  point  description  [7].  SIFT  became  common  in 
object recognition tasks until a much faster alternative of SIFT 
was  introduced  by  Bay  et  al.  called  Speeded-Up  Robust 
Features  (SURF)  [8].  SURF  generates  scale  and  rotation 
invariant interesting point descriptions, with high repeatability, 
distinctiveness  and  robustness. SURF  features  are  used  for 
component based object detection in [9].

Shape  descriptors  characterize  regions  obtained  from 
segmentation  and morphological  extraction  based  on  simple 
properties such as area, perimeter, eccentricity or orientation of 
the shape. Using these properties candidate features of different 
component  classes  can  be  selected.  The  set  of  component 

classes that are to be detected can be tightened by information 
on actual POV given by previous processes.

C. Spatial relations
Similarly  to  the  human  face where  eyes,  eyebrows,  nose, 

mouth  and other  parts  has  an  anatomically  predefined  pattern 
of  appearance,  spatial  relations  between  components  of 
common  objects  can  be  determined.  Spatial  relations  can  be 
defined pair-, triple, or arbitrary n-wise, ensuring the system to 
be  less  sensitive  to  partial  occlusions  and  detection 
errors/losses. A possible set of topological descriptions is:

• Normalized distances of center points

• Angle between major axis of components, or between 
vectors connecting different components

• Shape  defined  by  center  points  – or  other  specific 
points – of components

• Ratio of areas (perimeters) of components.

Spatial  relations  are  used  before  final  classification  and 
decision  in  order  to  determine  whether  the  extracted 
component  set  forms  a valid/possible  configuration or  further 
processing is needed. In case the extracted features do not form 
a valid configuration, detectors are applied again with modified 
parameters,  otherwise  classification  of  components  and  final 
decision is made.

III. ALGORITHMIC FRAMEWORK

In  the  proposed  framework image  flows  are processed 
frame  by  frame  extracting as  many  components  as  possible. 
Once the actual POV is identified, corresponding detectors are 
activated/exhibited  and  others  are inhibited.  Detected 
components are  analyzed,  and  the  ones  fitting  predefined 
requirements of  their  shape and  size  are  selected as  candidate 
features  and  primarily  classified  (presclassification). Besides 
simple  classification spatial  relations  between  candidate 
features  are  investigated  taking  into  account  the  topological 
arrangement  of  objects  as  well.  In  case  the  requirements  of 
spatial  relations do not meet,  the confidence of selecting false 
candidate features increase. However it does not mean that all 
the  candidate  features were  selected  incorrectly.  Features  that 
can  be  verified  by  their  spatial  relations  are  kept,  and  false 
candidates  are  ignored.  In  order  to  be  able  to  select  false 
candidates,  confidence  intervals  of  feature  descriptors  and 
detectors should be known. Once weakest features are ignored, 
a  few  classes  might  remain  without  candidates.  Missing 
candidates  can  be  detected  based  on  the  position  of verified 
features.  Verified  (true)  candidates  can  define  Region  Of 
Interest (ROI) for those missing features and ROI-s are given to
a  next  iteration  of  the  algorithm  in  order  to  detect  missing 
features  on  the  same  frame  if  possible.  This  process  can  be 
repeated until processing time allows us to stay within real time 
performance. Based on properly detected and verified features 
of frame i, the actual canonical POV can be identified and this 
information can be feed forward to frame i+1. Once the POV is 
known,  the  corresponding  set  of  feature  classes  is
selected/excited and  outlier  classes  inhibited  (see  Fig.2.  for 
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details). This method allows us to execute only a minimal set of 
detectors/classifiers corresponding to the determined POV.

After processing a given number of frames, primary votes -
voting vectors – are formed and evaluated  in order  to make a 
final  decision  on  the  appearance  or  recognition  of  the  given 
target object.

IV. SAMPLE TASKS / EXAMPLES

In  order  to  demonstrate  the  usability  of  the  previously 
proposed  method  two  sample  tasks  are  presented.  Both 
examples  are  parts  of  the  Bionic  Eyeglass  Project  as  it  was 
mentioned before. Table 1. summarizes the different definitions 
applied  in banknote  recognition and crosswalk detection  tasks
using the proposed framework.

TABLE I.  OVERVIEW OF SAMPLE TASKS

banknote recognition crosswalk detection

Global object banknote crosswalk

POVs frontside, backside front and side view

Components portrait,  crest,  number, 
tactile  signs,  backside 
graphics

stripes

Spatial relations ratio  of  areas,  distance 
of  center  points,  angle 
between major axis

orientation of  major 
axis,  center  points 
fitting the same line

Output classes denominations binary  or  confidence
values

A. Banknote recognition
In banknote recognition task the global object to be detected 

is defined as the whole banknote itself. Considering Hungarian 
banknotes,  there  are  six  different  denominations  (classes)  and 
two canonical Point Of Views, such as front side and back side 
of  the  banknote.  Each  POV  has  unique  features  as  well  as 
common  ones,  and  similarly,  each  denomination  class  have 
unique  versions  of  components as  well  as  similar  ones. 
Considering  actual  POVs,  components are  divided  into  three 
categories:  1)  front  side  only  elements:  portrait,  crest  of 
Hungary, logo of the National Bank, 2) back side only objects: 
tactile  marks,  background  image,  3)  POV  independent 
elements:  numbers.  Across  the  different  classes  of 
denominations  crest  is  the  only  one  that  appear  on  each 
denomination unchanged, the logo of the National Bank might 
vary depending on the edition date, and the rest of the features 
are denomination/class dependents (Fig. 3.).
A  principal  feature  detection  algorithm  extracts  portrait  or 

backside  image objects  respectively  to  the  actual POV,  and  a 
number  detector  returns  objects  that  are  more  likely to  be 
numbers. Structural dependencies and valid configurations are 
defined  based  on  the  different  POVs  of  the  Hungarian 
banknotes. Experimental results showed that the angle enclosed 
by  the  orientation  of  the  major  axis  of  principal  features

(portrait  or backside  graphics) and  number  features  or the 
normalized distance between  the centroids of  the  two  features 
can  be  detected  with  high  confidence,  thus  can  be  used  for 
candidate  feature  validation  and POV  determination.  The 
process works as follows: candidate are extracted for principal 
components and numbers, than properties  such as orientation, 
normalized  distance  of  features  are  determined.  In  case  the 
values lie within a predefined confidence interval specified for 
front  side or  similarly  for backside,  components are validated 
and the POV can be determined (Fig. 4.). Confidence intervals 
are determined based on results obtained on learning set. If the 

extracted values  are  outliers,  candidate  features  cannot  be 
validated (nor POV), requiring further processing. 
Suppose  that  the  candidate  features  are  validated  by  their 

Figure 3.Different components of Hungarian banknotes are shown. 
Dashed bounding box indicates static objects and continuous the dynamic 
ones. Static objects appear on each denominations, while dynamic ones 
change regarding to the actual denomination. Objects within green frames 
are capable for banknote recognizing tasks, while reds are not due to 

detection difficulties.

Figure 4.Spatial dependecies applied on a 500HUF banknote. a) shows the 
major axis and the center point of number (MAoN) and portrait (MAoP) 

components; b) shows the distribution of angles between MAoN and MAoP 
over a 300 element training set of 500 HUF images; c) shows the distribution 

of normalized distances of centroids on the same training set.
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spatial  relations,  the  following  step  is  to  classify  the 
components one  by  one  using  Projected  Principal  Edge 
Distribution [3] or applying  a  number  recognition  process  on 
number  candidates. The  classification  results  (votes  on 
denominations) are weighted based on the confidence values of 
the  different  classifiers  and  stored  in  order  to  accumulate 
results  over  a  few  frames  and  to  make  deliberate  decision.
Results are further detailed in [10].

B. Crosswalk detection
In  case  of  zebra  type  crosswalks the  global  object  to  be 

detected is a set of pavement marks or the bounding box of the 
crosswalk itself. Considering pedestrian users, crosswalks have 
one  canonical  POV,  containing  parallel  pavement  marks 
orienting  quasi-horizontal.  Furthermore we  do  not  distinguish 
different classes of crosswalks, but since crosswalks can easily 
be  occluded  partially  by  traffic,  we  decided  to  return 
confidence  values  of  detection  instead  of  strict  decisions. In 
case a binary decision is needed the confidence value can easily 
be cut through a well defined threshold. Components that are to 
be detected  are  the  stripes  themselves  defined  as  the  lighter 
holes  within  road  surface.  Spatial  relations  for  candidate 
feature  validation  are  determined  as  objects with:  similar 
orientation,  quasi-horizontal  - due  to  perspective  distortion  a 
minimal  variance  is  accepted  - shrinking  size  and  finally, 
centroids lie on the same line. Once a minimal set of candidate 
features  are extracted  and  verified  by  relative  positions,  a 
confidence value of the detection is calculated. The confidence 
value is defined by the number of components, the aspect ratio 
and  area  of  the  components. Once  stripes  of  zebra  type 
crosswalks are detected, a final decision is made by considering 
the estimated length and density of crosswalk stripes.
Fig. 5.shows  extracted  crosswalk  stripes  projected  back  on 

the  original  input  images.  Output  masks  of  the  crosswalk 
detection algorithm indicating orientations and centroids of the 
stripes and the  histogram  of  the  orientations  of  stripes  in  a 
given frame are shown on Fig. 6. One can quickly realize, that 
the  originally  parallel  lines  appear  to  be  transformed on  the 
image  flow due  to  perspective  distortion.  This  explains the 
need  of  a  tolerance  interval  to  be  determined  for component 
validation.

Figure 5. Images show crosswalk patterns detected by the Bionic Eyeglass.

Figure 6. Detected crosswalk stripes are shown on a) and b) indicating the 
center points by red crosses and the major axis of components by blue lines. c) 

shows the distribution of angles of major axis of crosswalk stripes.

CONCLUSION

In  this  paper  I  presented  an  algorithmic  framework  that 
takes  advantage  of  a  component-based  detection  scheme. 
Further on,  it  uses  spatial  relations of  components  in order  to 
identify valid configuration of extracted components generating 
excitatory  or  inhibitory  feed-forward  connections  for 
classification and detection modules of other components. Final 
decision  is  made  only  in  case  the  extracted  features  form  a 
valid  configuration,  speeding  up  the  overall 
detection/recognition process.
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Abstract—In this report, a probabilistic approach will be intro-
duced for foreground segmentation in 360◦-view-angle range data
sequences, recorded by a rotating multi-beam Lidar sensor, which
monitors the scene from a fixed position. To ensure real-time
operation, we project the irregular point cloud obtained by the
Lidar, to a cylinder surface yielding a depth image on a regular
lattice, and perform the segmentation in the 2D image domain.
Spurious effects resulted by quantification error of the discretized
view angle, non-linear position corrections of sensor calibration,
and background flickering, in particularly due to motion of
vegetation, are significantly decreased by a dynamic MRF model,
which describes the background and foreground classes by both
spatial and temporal features. Evaluation is performed on real
Lidar sequences concerning both video surveillance and traffic
monitoring scenarios.

Keywords-rotating multi-beam Lidar, MRF, motion segmenta-
tion

I. INTRODUCTION

Foreground detection and segmentation are a key issues

in automatic visual surveillance. Foreground areas usually

contain the regions of interest, moreover, an accurate object-

silhouette mask can directly provide useful information for,

among others, people or vehicle detection, tracking or activity

analysis.

Range image sequences offer significant advantages ver-

sus conventional video flows for scene segmentation, since

geometrical information is directly available [1], which can

provide more reliable features than intensity, color or texture

values [2], [3]. Using Time-of-Light (ToF) cameras [1] or

scanning Lidar sensors [4] enable recording range images

independently of the outside illumination conditions and we

can also avoid artifacts of stereo vision techniques.

Rotating multi-beam Lidar systems (RMB-Lidar) provide

a 360◦ FoV of the scene, with a vertical resolution equal

to the number of the sensors, while the horizontal angle

resolution depends on the speed of rotation. For efficient data

processing, the 3-D RMB-Lidar points are often projected onto

a cylinder shaped range image [4], [5]. However, this mapping

is usually ambiguous: On one hand, several laser beams

with slight orientation differences are assigned to the same

pixel, although they may return from different surfaces. As a

consequence, a given pixel of the range image may represent

different background objects at the consecutive time steps.

This ambiguity can be moderately handled by applying multi-

modal distributions in each pixel for the observed background-

range values [4], but the errors quickly aggregate in case of

dense background motion, which can be caused e.g. by moving

vegetation.

On the other hand, due to physical considerations, the raw

data of distance, pitch and angle provided by the RMB-Lidar

sensor must undergo a strongly non-linear calibration step

to obtain the Euclidean point coordinates [6], therefore, the

density of the points mapped to the regular lattice of the

cylinder surface may be inhomogeneous. To avoid the above

artifacts of background modeling, [5] has directly extracted

the foreground objects from the range image by mean-shift

segmentation and blob detection. However, we have experi-

enced that if the scene has simultaneously several moving and

static objects in a wide distance range, the moving pedestrians

are often merged into the same blob with neighboring scene

elements.

In this report, we propose a hybrid approach for dense

foreground-background point labeling in a point cloud ob-

tained by a RMB-Lidar system, which monitors the scene

from a fixed position. This method solves the computationally

critical spatial filtering steps in the 2D range image domain

by an MRF model, however, ambiguities of discretization

are handled by joint consideration of the true 3D positions

and the 2D labels. Using a spatial foreground model, one

can significantly decrease the spurious effects of irrelevant

background motion, which is mainly caused by moving tree

crowns. We provide evaluation versus three reference methods

using our new 3D point cloud Ground Truth (GT) annotation

tool.

II. PROBLEM FORMULATION AND DATA MAPPING

Assume that the RMB-Lidar system contains R vertically

aligned sensors, and rotates around a fixed axis with a possibly

varying speed. The output of the Lidar within a time frame

t is a point cloud of lt = R · ct points: Lt = {pt1, . . . , p
t
lt}.

Here ct is the number of point columns obtained at t, where

a given column contains R concurrent measurements of the

R sensors, thus ct depends on the rotation speed. Each point,

p ∈ Lt, is associated to sensor distance d(p) ∈ [0, Dmax],
pitch index ϑ̂(p) ∈ {1, . . . , R} and yaw angle ϕ(p) ∈ [0, 360◦]
parameters. d(p) and ϑ̂(p) are directly obtained from the

Lidar’s data flow, by taking the measured distance and sensor

index values corresponding to p. Yaw angle ϕ(p) is calculated

from the Euclidean coordinates of p projected to the ground

plane, since the R sensors have different horizontal view

angles, and the angle correction of calibration may also be

significant [6].

The goal of the proposed method is at a given time frame

t to assign each point p ∈ Lt to a label ω(p) ∈ {fg, bg}
corresponding to the moving object (i.e. foreground, fg) or

background classes (bg), respectively.

For efficient data manipulation, we also introduce a range

image mapping of the obtained 3D data. We project the point

cloud to a cylinder, whose central basis point is the ground

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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position of the RMB-Lidar and the axis is prependicular to

the ground plane. Note that slightly differently from [5], this

mapping is also efficiently suited to configurations, where the

Lidar axis is tilted do increase the vertical Field of View. Then

we stretch a SH×SW sized 2D pixel lattice S on the cylinder

surface, whose height SH is equal to the R sensor number,

and the width SW determines the fineness of discretization of

the yaw angle. Let us denote by s a given pixel of S, with

[ys, xs] coordinates.

Finally, we define the P : Lt → S point mapping operator,

so that ys is equal to the pitch index of the point and xs is set

by dividing the [0, 360◦] domain of the yaw angle into SW

bins:

s
def
= P(p) iff ys = ϑ̂(p), xs = round

(
ϕ(p) ·

SW

360◦

)
(1)

III. BACKGROUND MODEL

The background modeling step assigns a fitness term fbg(p)
to each p ∈ Lt point of the cloud, which evaluates the

hypothesis that p belongs to the background. The process

starts with a cylinder mapping of the points based on (1),

where we use a R × S
bg
W pixel lattice Sbg (R is the sensor

number). Similarly to [4], for each s cell of Sbg, we maintain

a Mixture of Gaussians (MoG) approximation of the d(p)
distance histogram of p points being projected to s. Following

the approach of [7], we use a fixed K number of components

(here K = 5) with weight wi
s, mean µi

s and standard deviation

σi
s parameters, i = 1 . . . K. Then we sort the weights in

decreasing order, and determine the minimal ks integer which

satisfies
∑ks

i=1 w
i
s > Tbg(we used here Tbg = 0.89). We

consider the components with the ks largest weights as the

background components. Thereafter, denoting by η() a Gaus-

sian density function, and by Pbg the projection transform

onto Sbg, the fbg(p) background evidence term is obtained

as:

fbg(p) =

ks∑
i=1

wi
s · η

(
d(p), µi

s, σ
i
s

)
, where s = Pbg(p). (2)

The Gaussian mixture parameters are set and updated based

on [7], while we used S
bg
W = 2000 angle resolution,

which provided the most efficient detection rates in our

experiments. By thresholding fbg(p), we can get a dense

foreground/background labeling of the point cloud [4], [7]

(referred later as Basic MoG method), but as shown in

Fig. 2(a),(c), this classification is notably noisy in scenarios

recorded in large outdoor scenes.

IV. DMRF APPROACH ON FOREGROUND SEGMENTATION

In this section, we propose a Dynamic Markov Random

Field (DMRF) model to obtain smooth, noiseless and obser-

vation consistent segmentation of the point cloud sequence.

Since MRF optimization is computationally intensive [8], we

define the DMRF model in the range image space, and 2D

image segmentation is followed by a point classification step

to handle ambiguities of the mapping. As defined by (1) in

Sec. II, we use a P cylinder projection transform to obtain the

range image, with a SW = min(ĉ, Sbg
W /2) grid with, where

ĉ denotes the expected number of point columns of the point

sequence in a time frame. By assuming that the rotation speed

is slightly fluctuating, this selected resolution provides a dense

range image. Let us denote by Ps ⊂ Lt the set of points

projected to pixel s. For a given direction, foreground points

are expected being closer to the sensor than the estimated mean

background range value. Thus, for each pixel s we select the

closest projected point pts = argminp∈Ps
d(p), and assign to

pixel s of the range image the dts = d(pts) distance value. For

pixels with undefined range values (Ps = ∅), we interpolate

the dts distance from the neighborhood. For spatial filtering,

we use an eight-neighborhood system in S, and denote by

Ns ⊂ S the neighbors of pixel s.

Next, we assign to each s ∈ S foreground and background

energy (i.e. negative fitness) terms, which describe the class

memberships based on the observed d(s) values. The back-

ground energies are directly derived from the parametric MoG

probabilities using (2):

εtbg(s) = − log
(
fbg(p

t
s)
)
.

For description of the foreground, using a constant εfg
could be a straightforward choice [2] (we call this approach

uniMRF), but this uniform model results in several false

alarms due to background motion and quantitization artifacts.

Instead of temporal statistics, we use spatial distance similarity

information to overcome this problem by using the following

assumption: whenever s is a foreground pixel, we should find

foreground pixels with similar range values in the neighbor-

hood. For this reason, we use a non-parametric kernel density

model for the foreground class:

εtfg(s) =
∑
r∈Ns

ζ(εtbg(r), τfg,m⋆) · k

(
dts − dtr

h

)
,

where h is the kernel bandwidth and ζ : R → [0, 1] is a

sigmoid function:

ζ(x, τ,m) =
1

1 + exp(−m · (x− τ))
.

We use here a uniform kernel: k(x) = 1{|x| ≤ 1}, where

1{.} ∈ {0, 1} is the binary indicator function of a given event.

To formally define the range image segmentation task, to

each pixel s ∈ S, we assign a ωt
s ∈ {fg, bg} class label so

that we aim to minimize the following energy function:

E =
∑
s∈S

VD(dts|ω
t
s) +

∑
s∈S

∑
r∈Ns

α · 1{ωt
s �= ωt−1

r }

︸ ︷︷ ︸
ξt
s

+
∑
s∈S

∑
r∈Ns

β · 1{ωt
s �= ωt

r}

︸ ︷︷ ︸
χt

s

, (3)

where VD(dts|ω
t
s) denotes the data term, while ξts and χt

s are

the temporal and spatial smoothness terms, respectively, with

α > 0 and β > 0 constants. Let us observe, that although
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(a) Range image part (90◦ horiz. view) (b) Basic MoG [4], [7]

(c) uniMRF [2] (d) Proposed DMRF segmentation

Fig. 1. Foreground segmentation in a range image part with three different methods

the model is dynamic due to dependencies between different

time frames (see the ξts term), to enable real time operation,

we develop a causal system, i.e. labels from the past are not

updated based on labels from the future.

The data terms are derived from the data energies by

sigmoid mapping:

VD(dts|ω
t
s = bg) = ζ(εtbg(s), τbg,mbg)

VD(dts|ω
t
s = fg) =

{
1, if dts > max{i=1...ks} µ

i,t
s + ǫ

ζ(εtfg(s), τfg,mfg), otherwise.

The sigmoid parameters τfg, τbg, mfg, mbg and m⋆ can

be estimated by Maximum Likelihood strategies based on a

few manually annotated training images. As for the smoothing

factors, we use α = 0.2 and β = 1.0 (i.e. the spatial constraint

is much stronger), while the kernel bandwidth is set to h =
30cm. The MRF energy (3) is minimized via the fast graph-cut

based optimization algorithm [8].

The result of the DMRF optimization is a binary foreground

mask on the discrete S lattice. The final step of the method

is the classification of the points of the original L cloud,

considering that the projection may be ambiguous, i.e. multiple

points with different true class labels can be projected to the

same pixel of the segmented range image. With denoting by

s = P(p) for time frame t:

• ω(p) = fg, iff one of the following two conditions holds:

(a) ωt
s = fg and d(p) < dts + 2 · h

(b) ωt
s = bg and ∃r ∈ Nr : {ωt

r = fg, |dtr−d(p)| < h}

• ω(p) = bg: otherwise.

The above constraints eliminate several (a) false positive and

(b) false negative foreground points, projected to pixels of the

range image near the object edges.

V. EVALUATION

We have tested our method in real Lidar sequences con-

cerning both video surveillance (Courtyard) and traffic mon-

itoring (Traffic) scenarios (see Fig. 2). The data flows have

been recorded by a Velodyne HDL 64E S2 camera, which

operates with R = 64 vertically aligned beams. The Courtyard

sequence contains 2500 frames with four people walking

in a 25m2 area in 1-5m distances from the Lidar, with

crossing trajectories. The rotation speed was set to 20Hz. In

the background, heavy motion of the vegetations make the

accurate classification challenging. The Traffic sequence was

recorded with 5Hz from the top of a car waiting at a traffic

light in a crowded crossroad. The adaptive background model

was automatically built up within a few seconds, then 160

time frames were available for traffic flow analysis. We have

compared our DMRF model to three reference solutions:

1) Basic MoG, introduced in Sec. III, which is based on

[4] with using on-line K-means parameter update [7].

2) uniMRF, introduced in Sec. IV, which partially adopts

the uniform foreground model of [2] for range image

segmentation in the DMRF framework.

3) 3D-MRF, which implements a MRF model in 3D.

We define here point neighborhoods in the original

Lt clouds based on Euclidean distance, and use the

background fitness values of (2) in the data model. The

graph-cut algorithm [8] is adopted again for MRF energy

optimization.

Qualitative results on two sample frames are shown in Fig.

2. For Ground Truth (GT) generation, we have developed a

3D point cloud annotation tool, which enables labeling the

scene regions manually as foreground or background. Next, we

manually annotated 700 relevant frames of the Courtyard and

50 frames of the Traffic sequence. For quantitative evaluation

metric, we have chosen the point level F-rate of foreground

detection [3], which can be calculated as the harmonic mean

of precision and recall. We have also measured the processing

speed in frames per seconds (fps). The numerical perfor-

mance analysis is given in Table I. The results confirm that

the proposed model surpasses the Basic MoG and uniMRF

techniques in F-rate for both scenes, and the differences are

especially notable at the Courtyard. Compared to the 3D-MRF

method, our model provides similar detection accuracy, but the

proposed DMRF method is significantly quicker. Observe that

differently from 3D-MRF, our range image based technique is

less influenced by the size of the point cloud. In the Traffic

sequence, which contains around 260000 points within a time
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Aspect Sequence Seq. property Basic MoG uniMRF 3D-MRF DMRF

Detection rate Courtyard 4 obj/frame 55.7 81.0 88.1 95.1
(F-rate in %) Traffic 20 obj/frame 70.4 68.3 76.2 74.0

Processing speed Courtyard 65K pts/frame 120 fps 18 fps 7 fps 16 fps
(frames per sec) Traffic 260K pts/frame 120 fps 18 fps 2 fps 16 fps

TABLE I
NUMERICAL EVALUATION ON THE Courtyard AND Traffic SEQUENCES: DETECTION ACCURACY (F-RATE IN %) AND PROCESSING SPEED (FPS, MEASURED

IN A DESKTOP COMPUTER)

(a) Basic MoG, Courtyard sequence

(b) Proposed DMRF, Courtyard sequence

(c) Basic MoG, Traffic sequence

(d) Proposed DMRF, Traffic sequence

Fig. 2. Point cloud classification result on sample frames with the Basic MoG

and the proposed DMRF model: foreground points are displayed in blue (dark
in gray print).

frame, we measured 2fps processing speed with 3D-MRF and

16fps with the proposed DMRF model.

VI. CONCLUSIONS

I have introduced a Dynamic MRF model for foreground

segmentation in point clouds obtained by a rotating multi-

beam Lidar system. We have proposed an efficient spatial

foreground filter to decrease artifacts of angle quantitization

and background motion. The model has been quantitatively

validated based on Ground Truth data, and the advantages

of the proposed solution versus three reference methods have

been demonstrated. The author thanks his supervisor, Tamás

Szirányi for guidance and help, and Csaba Benedek for his

contributions in the concerning work.
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Abstract—During the years different solutions have been cre-
ated to substitute the CNN (Cellular Neural Network) hardware
if it is not available. Simulators have been created to help
the implementation of algorithms based on CNN processor.
Commercially available graphics cards with high computing
capabilities make this simulator feasible. The aim of this work
is to present the use of nVidia’s Fermi architecture for speeding
up such simulations. Different implementation approaches are
considered and compared to a multi-core, multi-threaded CPU
and some earlier GPU implementations. A detailed analysis of
the introduced GPU implementation is presented.

Keywords-CNN, simulator, Fermi, CUDA, GPGPU.

I. INTRODUCTION

The use of GPU platforms is getting more and more general
in the field of HPC (High Perfomance Computing) and in real-
time systems. This lead to the evolution of GPGPU (General
Purpose GPU) computing. The bare computing power of these
devices is tremendous compared to the conventional CPUs.
At this point it is worth noting that the memory wall in this
computing environment is the most problematic bottleneck.
Usually the data is stored in the main memory of the system.
A CPU can access this memory through a cache hierarchy
(with a maximum 21 GB/s bandwidth), which is quite fast
compared to the a GPU that can access this data only through
a PCIe (PCI Express) bus (with 4 GB/s aggregated speed
through a 16 lane PCIe connector). On the other hand when
the data is on the device (GPU) memory it can be accessed
by the GPU with 128 GB/s through a 256 bit width GDDR5
memory interface (according to the specification of nVidia
GeForce GTX 560 - Asus DCII Top graphics card). The
computing power of these devices is given by the large amount
of computing units, the cores. Different GPU manufacturers
construct their cores differently. But it is common that each
core contains pipelined ALU (Arithmetic Logic Unit) that
implements the most essential arithmetic functions. These
units have smaller instruction set implemented than CPUs
have. The GeForce GTX 560 GPU has 336 CUDA (Compute
Unified Device Architecture) cores in it. An Intel i5 660 CPU
has two computing units (without the integrated GPU unit).
These two units are used as 4 cores by the help of a hardware
implemented Hyper-Threading Technology developed by Intel.

After a brief introduction to CNN state equation, CUDA
programming architecture and Fermi hardware architecture the
discussion of the optimized GPU and CPU implementation
follows. The simulation performance results are then compared
to prior implementations published earlier.

II. THE CNN MODEL

During the analisys the conventional CNN model introduced
in [2], [1] is used. The original model is an analogue one
defined by the following differential equation:

ẋi,j(t) = −xi,j(t) +
∑

C(k,l)∈Sr(i,j)

A(i, j, k, l)yk,l(t)+

∑
C(k,l)∈Sr(i,j)

B(i, j, k, l)uk,l(t) + zi,j

where x(t) is the state variable, C(k, l) is an element in
the Sr(i, j) neighbourhood, A(i, j, k, l) and B(i, j, k, l) are
the feed-back and feed-forward templates, uk,l(t) is the input,
zi,j is the offset and yk,l(t) is the output that is calculated
according to the following formula:

yk,l(t) = f(xk,l) = 0.5(|xk,l + 1| − |xk,l − 1|)

The solution of this state equation is approximated using
the forward-Euler method.

xi,j(k + 1) = xi,j(k) + h


− xi,j(k)+

∑
C(k,l)∈Sr(i,j)

A(i, j, k, l)yk,l(k)+

∑
C(k,l)∈Sr(i,j)

B(i, j, k, l)uk,l(k) + zi,j




If one assumes that the input image is permanent during
the solution (i.e. uk,l(k) = uk,l) of the state equation, the
calculation can be divided into two parts: the feed-forward
and the feed-back part. The feed-forward part contains all the
calculations that has to be done only once, at the beginning
of the calculation:

gi,j =
∑

C(k,l)∈Sr(i,j)

B(i, j, k, l)uk,l + zi,j

The feed-back part uses the results of the feed-forward part
to perform the given number of iterations:
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xi,j(k + 1) = xi,j(k) + h


− xi,j(k)+

∑
C(k,l)∈Sr(i,j)

A(i, j, k, l)yk,l(k) + gi,j




This way unnecessary calculations can be avoided.
In this paper the diffusion template with h = 0.2 step size

has been used to measure the performance of the presented
implementations. The result of the template on a grey-scale
image is shown in Fig. 1.

A =




0 0 0
0 0 0
0 0 0


B =




0.1 0.15 0.1
0.15 0 0.15
0.1 0.15 0.1


 z = 0

Fig. 1. Example of diffuson template. Original image on the left, diffused
image on the right.

III. THE CUDA ARCHITECTURE

CUDA is a combination of hardware and software tech-
nology [4] to provide programmers the capabilities to create
well optimized code for a specific GPU architecture that is
general within all CUDA enabled graphics cards. A thread
in the CUDA architecture is the smallest computing unit.
Threads (1024 in Fermi) are grouped into thread blocks.
Thousands of thread blocks are organized into a block grid
and many block grids form a CUDA application. This thread
hierarchy with thread blocks and block grids make the thread
organisation simpler. Thread blocks in a grid are executed
sequentially. At a time n Streaming Multiprocessors (SM)
are executing the n blocks (a portion of a block grid). The
execution and scheduling unit within an SM is a warp. A
warp consists of 32 threads. Thus the scheduler issues an
instruction for a warp and that same instruction is executed
on each thread. This procedure is similar to SIMD (Single
Instruction Multiple Data) instruction execution and is called
SIMT (Single Instruction Multiple Threads).

The memory hierarchy of the CUDA programming model
can be seen in Fig. 2. Within a block each thread has its own
register, can access the shared memory that is common to
every thread within a block, has access to the global (graphics

card RAM) memory and has a local memory that is allocated
in the global memory but private for each thread.

A. Fermi hardware architecture

The CUDA programming architecture is used to implement
algorithms above nVidia’s hardware architectures such as the
Fermi. Capabilities of the Fermi architecture are summarized
in [7]. The base Fermi architecture is implemented using 3
billion transistors, features up to 512 CUDA cores that are
organized in 16 SMs each encapsulates 32 cores. Compared to
the earlier G80 architecture along with others a 10 times faster
context switching circuitry, a configurable L1 cache (16 KB or
48 KB) and unified L2 cache (768 KB) is implemented. The
L1 cache and the shared memory is allocated within the same
64 KB memory segment. The ratio of these two memories can
be chosen as 16/48 KB or as 48/16 KB.

Just like the previous nVidia architectures, a read-only
texture cache is implemented in the Fermi architecture. This
cache is embedded between the L2 cache and ALU, see Fig. 2.
This type of cache has many advantages in image processing.
During a cache fetch, based on the given coordinates, the
(dedicated) cache circuitry calculates the memory location
of the data in the global memory, if a miss is detected the
geometric neighbourhood of that data point is fetched.

Beside the texture cache the Fermi architecture has a
constant memory cache (prior architectures had it as well).
This memory is globally accessible and its size is 64 KB.
Constant data are stored in the global memory and cached
through a dedicated circuitry. It is designed for use when the
same data is accessed by many threads in the GPU. If many
threads want to access the same data but a cache miss happens,
only one global read operation is issued. This type of cache is
useful if the same, small amount of data is accessed repeatedly
by many threads. If one would like to store this data in the
shared memory and every thread in the same block wanted to
access the same memory location, that would lead to a bank
conflict. This conflict is resolved by serializing the memory
access, which leads to a serious performance fall.

In Fermi nVidia introduced the FMA (Fused Multiply and
Add) [7] operation using subnormal floating point numbers.
FMA performs the multiplication, and all the extra digits of the
intermediate result are retained. Then the addition is performed
on the denormalised floating number. Truncation is performed
in the last step. This highly improves the precision of iterative
algorithms.

IV. FERMI BASED CNN IMPLEMENTATION

Earlier different implementations of CNN using GPU were
reported [10], [9], [3]. In this paper a different approach is
presented.

The memory access pattern of the CNN simulation makes
this problem a memory-bandwidth bounded problem. Fortu-
nately, the introduced memory caching structure perfectly fits
the problem and hides most of the latency and bandwidth
limitations.
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Fig. 2. Fermi memory hierarchy according to [8]

The following discussion details the use of texture and
constant caching methods. A texture array reference is defined
in the code as global variable. The reference is bounded to the
float array using the cudaBindTexture2D() function. In this
way the array can be written using global memory access
(through L2/L1 cache) and read as read-only memory through
the texture cache. After the texture cache is defined it can
be read using the tex2D() function. Similarly to the previous
texture definition, the constant memory definition works in
the following way. The array containing the template values
is stored in a float array. A global constant memory reference
is defined. This reference is bounded to the float array using
the cudaMemcpyToSymbol() function. After the constant cache
is defined it can be used as a conventional array using square
brackets.

Using these techniques the CNN state equation can be
solved easily. If the input image considered static, the feed-
forward part of the equation has to be calculated only once.
This result can be reused in every iteration of the feed-
back part of the equation. The equation is solved with the
conventional forward (explicit) Euler method discussed earlier.

Every thread that realizes the kernel calculates one pixel
of the state equation. Threads are organized in 32x32 sized
blocks, and the grid size is calculated according to the size of
the image. The block size has been obtained by trial and error
method.

One iteration of the state equation is calculated in each
kernel invocation. Thus 50+1 (feed-backs+feed-forward) ker-
nel invocations are necessary to perform the calculations.
This is an important fact, because kernel invocations are OS
dependent. Under Windows each kernel invocation takes 36µs.
This value is significantly lower under Linux. The overall time
saved by running the entire simulation under Linux is nearly
0.9ms.

The available computing power is not utilised perfectly. The
memory wall problem can not be avoided even with these
techniques. Using texture and constant cache the code becomes

clear and efficient.

V. CPU BASED CNN IMPLEMENTATION

For the sake of comparison an optimized CPU code has
been produced. During the tests an Intel i5 600 is used with
2 cores at 3.33 GHz clock rate, 4 MB L3, 256 KB/core L2
and 64 KB/core L1 cache. The latter is subdivided to data and
instruction cache, in 32 KB and 32 KB partitions. The pro-
cessor has hardware support for multi threaded applications,
called Hyper-Threading Technology (HTT), which is Intel’s
implementation of SMT (Simulatanious MultiThreading). This
processor is based on the Westmere architecture.

The optimized CNN simulator code exploits the benefits
of the SSE4.2 (Streaming SIMD Extension 4, subset 2) in-
struction set. These instructions are operating on the 128 bit
wide specialized registers and 4 single precision floating point
operations can be performed in each clock cycle.

For the implementation the Intel Integrated Performance
Primitives (IPP) library was used. This library contains highly
optimized image and signal processing functions for Intel
CPUs. It takes advantage of the SSE4.2 instruction set and
the HTT, thus providing an easy to use yet efficient tool for
solving the state equation of CNN.

VI. COMPARISON OF IMPLEMENTATIONS

Exhaustive comparison of the presented implementations
together with the previous FPGA and GPU implementations
is detailed in this section. First, the presented GPU and CPU
implementation is discussed. Then these results are compared
to prior implementations created by different authors.

In order to compare the two devices the theoretical FLOPS
(single precision) rates provide a good basis. The test system
was a desktop machine with an Intel Core i5 660 processor,
4GB of RAMs, an Intel motherboard and Asus graphics card
with nVidia GeForce GTX 560 DCII Top (over-clocked by
Asus to 925MHz engine and 1850 MHz shader frequency).
The operating sytem was a 64bit Ubuntu 11.10 with kernel
version 3, nVidia driver version 285.05.33 and CUDA 4.1
toolkit was used. According to Intel [5] the performance of the
processor is 26.664 GFLOPS (at 3.33 GHz) and 29 GFLOPS
(at 3.6 GHz Single Core Max Turbo). According to [6] the
dual warp scheduler in the Fermi architecture is capable of
issuing 2 instructions per clock cycle, thus the total number
of instructions issued per second is the product of clock cycles
per second and the n number of CUDA cores times the 2 in-
struction issued per second: f×n×2 = 1850Hz×336cores×
2 = 1243.2GFLOPS. However there are only n number
of cores, the graphics processor is capable of performing
only f × n = 1850Hz × 336cores = 621.6GFLOPS, i.e.
each core can initiate one floating point operation (Addition,
Multiplication or FMA - Fused Multiply and Add) per clock
cycle [7]. FMA instructions are counted as 2 instructions,
therfore theoretical peak performance is 1243.2GFLOPS.
Performance metrics of the different architectures are com-
pared on Table I.
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TABLE I
COMPARISON TABLE

i5 660 GTX560 CELL 8800GT XC5VSX240T

Frequency [MHz] 3330 1850 3200 1350/1500 550

Cores [pcs] 2(4threads) 336 8 120/112 117

Peak performance [GFLOPS] 26.664 1243.2(FMA) 25.6 504 -

Power consuption [W] 73 150 (base version) 86 160 25

Cell iteration / s [106] 397 4397 3627 590 64350

Communication time [ms] 0 1.56 - - 4.48

Speedup 1 11.07 9.13 1.49 162.1

Results of the presented GPU and CPU implementations on
512x512 sized image compared to the previous results [10],
[11], [12] are summarized on Table I.

Using the presented GPU and CPU implementations 4397
and 397 cell iteration per second was achieved respectively.
The results show that the Xilinx Virtex-5 FPGA implementa-
tion is the fastest during the solution of the CNN state equa-
tion. Taking into account that the first CELL processor was
introduced in 2005, this solution has a remarkable performance
even nowadays. The presented solution using the GTX560
GPU outperformed the previous GPU implementation reported
by Soos et al. [10]. The current implementation is 7.45 times
faster than the 8800GT implementation, if the memory transfer
time is not considered. This factor is reduced to 5 if the
data transfer overhead is taken into account. Partially this is
explained by the facts that the number of cores, the frequency,
the context switching, the FMA instructions and other minor
developments have been introduced in the Fermi architecture.
The main difference between the previous and the current
implementations is the way state image is accessed and stored.
In the previous work [10] the shared memory is used to store
parts of the state image, whereas in the present case texture
cache has been used for this purpose.

VII. CONCLUSION

In the present article a novel Fermi based GPU and an
IPP library based CPU implementation of CNN simulator has
been introduced. A comparison of different solutions with
the presented results has been discussed. The presented GPU
implementation is significantly 11.07 times faster than the
near optimal CPU implementation and 7.45 times an earlier
8800GT GPU implementation. It is even faster than the CELL
processor implementation. The FPGA implementation is the
fastest but developing proper circuitry for an FPGA takes
much more effort than to prepare a GPU code. The presented
GPU solution is simple and effective, thus it is a good choice
for simulation of the CNN dynamics.
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Abstract—Solution of partial differential equations on unstruc-
tured meshes is one of the most important problems in engi-
neering. The finite element method can provide an approximate
solution with a higher accuracy than other methods at the
expense of increased computational requirements. Because the
evolution of computing architectures shows an increasing gap
between memory bandwidth and computational power, the FEM
is better suited for long-term scaling.

We discuss both the assembly and the solution part of the
finite element method with a special attention to the balance of
computations and data movement. We present a GPU assembly
algorithm that scales to arbitrary degree polynomials used as
basis functions without requiring additional on-chip resources
at the expense of redundant computations. We show how the
storage of the stiffness matrix affects the performance of both
the assembly and the solution. We investigate two approaches:
global assembly into the CSR and ELLPACK matrix formats
and matrix-free algorithms, and show the trade-off between the
amount of indexing data and stiffness data.

We discuss the performance of different approaches in light
of the caching behaviour on Fermi GPUs and show a speedup
over the CPU of up to a 100 times in the assembly and up to
40 times in the solution phase. We present our sparse matrix-
vector multiplication algorithms that are part of the conjugate
gradient iteration in the solution phase and show that a matrix-
free approach may be up to two times faster than global assembly
approaches and up to 5 times faster than NVIDIA’s cuSPARSE
library. Finally, we compare the performance of the GPU to a
12 core CPU using OpenMP.

Keywords-Graphical Processing Unit, Performance Analysis,
Finite Element Method, Sparse Matrix-Vector Multiplication,
Conjugate Gradient Method

I. FINITE ELEMENT PROBLEM

The finite element method (FEM) is a powerful numerical
method for approximating the solution of partial differential
equations (PDEs) [1]. The method is based on the polygonal
discretisation of the domain Ω over which the PDE is to be
solved. Equation (1) describes a simple elliptic problem with
a Dirichlet boundary condition:

−∇ · (κ∇u) = f in Ω, (1)
u = 0 on ∂Ω. (2)

The solution is sought in the form of u : Ω → �, with u =
0 on ∂Ω. The standard finite element method constructs a
finite dimensional space Vh of functions over Ω, and searches
for an approximate solution uh ∈ Vh. If the number of vertices
in the discretisation of Ω is Ne, then let {φ1...Nv} be a basis

for Vh, then:

uh =
∑
i

ūiφi (3)

To find the best approximation to u, it is necessary to solve
the system:

Kū = l̄, (4)

where K is the Nv × Nv matrix, usually called the stiffness
matrix, defined by:

Kij =

∫

Ω

κ∇φi · ∇φj dV , ∀i, j = 1, 2, . . . , Nv, (5)

and l̄ ∈ �n, usually called the load vector, is defined by:

l̄i =

∫

Ω

f · φi dV, ∀i, j = 1, 2, . . . , Nv. (6)

If the underlying discretisation mesh has nodes x̄i, it is
possible to choose a finite element space Vh with basis
functions such that φi(x̄j) = δi,j . In this case uh is determined
by its values at x̄i, i = 1, 2, . . . Nv . The mesh is a polygonal
partitioning of the domain Ω into a set of disjoint elements
ei ∈ E, i = 1 . . . Ne. The basis functions are constructed
so that φi is nonzero only over those elements e which have
x̄i as a vertex. This means that finite element basis functions
φi have their support restricted to neighbouring elements, thus
the integral in equation (5) is non-zero only if the two vertices
belong to the same element.

II. STORAGE FORMATS

In our GPU implementation the stiffness matrix described
by equation (5) is stored in three formats:

1) CSR uses three vectors, one for pointers to the first
element of each row, one storing the values of the non-
zeros and one storing their column indices.

2) ELLPACK stores non-zeros and column indices in a
dimRow by K matrix, where K is the maximum row
length. This matrix is transposed in GPU memory so
that the nth non-zero of each row is in one contiguous
block of memory, enabling coalesced memory transfers.

3) LMA stands for Local Matrix Approach which exploits
the fact that during the iterative solution of the linear
system Kū = l̄ the stiffness matrix K is not required
explicitly. During matrix assembly an m∗m local matrix
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is calculated for each element. In the global matrix
approach these values are scattered according to the
vertex indices, but the local matrix approach stores them
as they are, and calculates the matrix-vector product in
the following way [2], [3]:

ȳ = AT (Ke(Ax̄)), (7)

where Ke is the matrix containing the local matrices in
its diagonal and A is the local-to-global mapping from
the local matrix indices to the global matrix indices.
In a similar way to ELLPACK the values of the local
matrices are stored in a way that the nth value of
each one is in one contiguous block of memory. This
approach stores stiffness data redundantly, however it
does not have to store row and column indices explicitly
as it is available in the structural description of the
underlying mesh.

III. THE FINITE ELEMENT ALGORITHM ON GPUS

The algorithms in this paper are based on quadrilateral ele-
ments and can work for elements of any order. The calculation
of the coefficients of the basis functions, the local quadrature
points and the gradients are based on a transformation from the
reference square. This bilinear transformation is calculated for
every element and applied to the data of the reference square
stored in constant memory. The pseudocode for each element
is described by algorithm 1.

When increasing the degree of polynomials used as basis
functions, both the number of degrees of freedom and the
number of quadrature points increases as a square function
of the degree. For 2D quadrilateral elements it is equal to:
(degree + 1)2. To perform the minimal amount of compu-
tations, the local quadrature points and the inverse of the
jacobian evaluated at each one of them can be precomputed
and reused in the innermost loop of algorithm 1. Alternatively,
any of these can be recalculated every time they are needed
thereby saving local storage. This enables us to trade com-
putations for local storage space. In the CPU versions, where
register pressure does not pose a problem, all these values
are precomputed. However, the register pressure makes GPU
implementation infeasible even at degree = 2. Thus, our GPU
kernel recalculates the positions of the local quadrature points
and jacobians every time they are needed in the innermost
loop, which enables the kernel not to store anything in local
arrays that would grow in size with the increasing degree
of polynomials used - our kernel uses the same number of
registers for any degree.

Another approach to the assembly is to exchange the loops
over the quadrature points and the pairs of degrees of freedom,
in which case the jacobian does not have to be recalculated.
However, in this case the values of the local stiffness matrix
are updated repeatedly. This is a viable option on the CPU, but
on the GPU these local matrices cannot fit in either the local
memory or the cache which results in dramatically increased
memory traffic.

For testing purposes meshes were generated with different
numbers of elements and with different degree elements in
a way that a mesh with first degree elements would have
corresponding higher degree meshes with the same number
of degrees of freedom. The default numbering of the degrees
of freedom is based on iterating through elements and their
degrees of freedom and assigning a number in an increasing
order. In several scenarios a colouring of these elements [4]
is required to avoid write conflicts.

Colouring is done on two levels: block and element. Since
there is no explicit synchronisation between blocks in CUDA,
blocks of elements with different colour are processed by dif-
ferent kernel calls, thereby making sure no two blocks access
the same data at the same time. Within these blocks different
elements are assigned to each thread along with their colour.
When these threads access memory in a potentially conflicting
way, these accesses are executed colour-by-colour with an
explicit synchronisation between each one. The colouring of
elements was done by iterating through them and assigning the
first colour available that was not used by any of the elements
neighbours.

Algorithm 1 Local stiffness matrix and load vector assembly
Ilocal ← Me(e)
generate bilinear mapping based on the four vertices
calculate local quadrature points quadPointslocal
Calculate jacobians J to map to each quadrature point
for i = 1 to length(Ilocal) do

if i is not constrained then
for j = i to length(Ilocal) do

if k is not constrained then
for each quadrature point p in quadPointslocal
do
Klocal(i, j)+ = weights(p)∗∇φi(p)∗∇φj(p)

end for
Klocal(i, j) = Klocal(j, i)

end if
end for
for each quadrature point p in quadPointslocal do

l̄local(i)+ = weights(p) ∗ φi(p) ∗ f(p)
end for

end if
end for

Most GPU algorithms differ only in the way the local
stiffness matrix and load vector are written to global memory.

IV. PERFORMANCE EVALUATION

The performance measurements were obtained on a work-
station with two Intel Xeon X5650 6-core processors,
24GBytes of system memory running Linux kernel 2.6.35.
The system has 2 NVIDIA Tesla C2070 GPUs, both with 6GB
global memory clocked at 1.5GHz and 384-bit bus width, 448
CUDA cores in 14 streaming multiprocessors (SMs) clocked
at 1.15GHz. The GPU codes were compiled with NVIDIA’s
nvcc compiler with the CUDA 4.0 framework with the
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Fig. 1. Number of elements assembled and written to global memory when
using different storage formats and storage precision.

− − use fast math flag. The L1 cache size was set to
48kB, turning it off or reducing its size to 16kB decreased
performance in all cases.

A. Test problem

Since our goal was to investigate the relative performance
of the finite element method using different approaches on
different hardware we chose a simple Poisson-problem with a
known solution:

−∆u(x̄) = sin(πx1) · sin(πx2), (8)
u(x̄) = 0 on ∂Ω. (9)

The underlying two dimensional grid consists of quadrilat-
eral elements with number of nodes up to 16 million and the
order of elements ranges from 1 to 4. The performance figures
are constructed in a way that the tests run on grids that have
the same number of degrees of freedom; so the actual number
of elements in a fourth degree test case is one sixteenth of the
number of elements in a first degree test case. The conjugate
gradient iterative method was used to approximate the solution
of the linear system Kū = l̄.

V. PERFORMANCE ANALYSIS

A. The assembly phase

Both the assembly and the spMV phase have to move the
entire stiffness matrix to or from memory, and this transfer
makes up the bulk of all memory traffic in both phases.
Looking at the performance degradation when the order of
elements increase, it is apparent that the assembly becomes
much slower than the spMV. This means that while increasing
the order of the elements results in having to move more data
to and from memory, it also requires more computation in
the assembly phase because the number of quadrature points
also increases as a square function (in 2D) of the degree of
polynomials used. These factors indicate that the assembly
phase is compute limited. CSR throughput figures on the
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Fig. 2. Number of CG iterations per second with different storage formats
at single precision.

other hand show an increasing tendency, while its bandwidth
utilisation is the same as that of the other two approaches. The
reason for this is the high percentage of cache misses; while
threads writing to LMA and ELLPACK data layouts work on
a small set of cache lines at the same time, thanks to their
transposed data layout, threads writing to the CSR layout do
not.

Also shown in figure 1 is that even though the LMA
approach has coalesced memory accesses and transfers sig-
nificantly less data than the ELLPACK format, assembly per-
formance is the same. Based on these observations, it can be
stated that the assembly kernel is increasingly compute limited
with higher order elements. According to the Visual Profiler’s
output and our own calculations the instruction throughput
of the LMA approach is around 540 ∗ 109 instructions per
second, which is a good proportion of theoretical 1TFLOPS
throughput considering the amount of integer arithmetic and
control overhead.

When moving to double precision, it can be seen in figure
1 that the LMA assembly performance performance is only
a third of its single precision version. Double precision ELL-
PACK and CSR have to use colouring due to the lack of native
support for atomic operations with doubles - the performance
ratio between single and double precision assembly using
colouring in both cases is only 2:1. In the case of the CPU,
the compute limits are again apparent, even though the CPU
versions have to perform less computations at the expense of
having to store local quadrature points and their jacobians.
Regardless of the memory access pattern, all versions perform
similarly.

The GPU’s speedup over a single CPU thread is between
a factor of 70 and 100 in single precision using atomics, and
between 25 and 40 in double precision. The speed difference
in the actual calculations and in the theoretical performance
of the GPU versus a single core of the CPU are very close.
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B. The spMV phase

The sparse matrix-vector product is commonly known to
be a bandwidth limited operation [5]. In fact it has to move
just a little less data than the assembly phase, but the number
of operations is significantly less: approximately one fused
multiply-add for each nonzero element in the matrix. Using
the LMA approach incurs an overhead of having to avoid race
conditions using atomics or colouring. The LMA approach
offers fully coalesced access to the elements of the stiffness
matrix, and both ELLPACK and CSR use optimizations to
improve bandwidth efficiency. However, the access to the
elements of the multiplicand vector is not coalesced, but
caching can improve performance. Global matrix approaches
like CSR and ELLPACK store the least amount of stiffness
data, but they have to read a column index for every nonzero
of the sparse matrix. The LMA approach uses the mapping
Me to get row and column indices. Figure 2 shows that
global matrix approaches have very similar performance, but
the less data-intensive local matrix approach provides the
best performance. As expected, the difference increases with
the increasing degree of elements. This also supports the
conclusion that the sparse matrix-vector product is bandwidth
limited. For first order elements the LMA approach utilises
close to 100% of theoretical bandwidth; it is important to
note however that these figures include the effects of caching,
which in this case greatly improves the performance of LMA
by serving global memory requests from L1 and L2 caches.
For higher order elements the ELLPACK layout shows the best
bandwidth utilisation, but since it has to move more data it is
still up to 50% slower than the LMA layout. Although using
either the CSR or the ELLPACK layout results in having to
move the same amount of useful data, the transposed layout
of ELLPACK provides up to 10% higher effective bandwidth.
The zeros padding the rows of ELLPACK are not factored into
these figures.

On average the GPU’s speedup over the CPU using global
matrix approaches is around a factor of 25 in single precision
and 15 in double precision. Local matrix approaches outper-
form the CPU by up to 40 times in single and 15 in double
precision.

VI. CONCLUSION

A study of the finite element method has been presented that
analyses two main approaches to the construction and solution
of the finite element problem: the local matrix approach
and the global matrix approach using either the CSR or the
ELLPACK storage format. We present an assembly algorithm
that scales well with the increasing degree of polynomial
used as basis functions. The implications of the choice of
storage approach are analysed in detail: performance bottle-
necks resulting from patterns of memory access, amount of
computation, handling of race conditions, use of resources
and occupancy. The local matrix assembly is demonstrated
to be viable alternative to global assembly providing the best
performance because of the reduced data transfer required. It is
shown that at higher order elements the advantage of the local

matrix approach in the sparse matrix-vector multiplication
increases. A variation of the local matrix approach, the matrix-
free method which avoids the storage of stiffness data by
recomputing them on-the-fly is shown to become heavily
compute-limited at higher order elements.

The most widely used sparse matrix storage format CSR
(compressed sparse row) turns out to be a slightly worse choice
than LMA or ELLPACK, being on average two times slower
in the assembly and 10% slower in the spMV phase because
of its complicated indexing scheme and non-coalesced access.
NVIDIA’s CUSPARSE library is also used for the spMV
phase, its performance being on average just 50% lower than
our hand-coded kernel. The ELLPACK storage format proves
to be the best choice for sparse matrix-vector multiplication,
because it makes coalesced access possible when transposed.
In the assembly phase it performs close to the LMA approach.
The number of assembled quadrilateral elements per second
outperforms triangular assembly shown in [6], [3] by a factor
of up to 10.

We also show the viability of extension to multiple GPUs
and multi-threaded CPUs. Using multiple threads on a 12
core hyper-threaded CPU increases performance by up to 10
times in the assembly phase and 5 times in the solution phase.
Considering that the assembly is compute-limited, the factor
of 10 speed difference between the fully utilised GPU and
CPU matches the difference in their theoretical performance.
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Abstract—In case of many computational problems an unstruc-
tured mesh is given (computation on sensor data, simulations of
physical systems - PDEs), where the vertices represent computa-
tions with dependencies represented by the edges. Utilization of
processing elements (PEs) during these computations is mainly
depends on the node indexing of the mesh. If the adjacent nodes
are stored close to each other in main memory, the reloading
of node data can be ignored by using the on-chip memory. The
mesh and an ordering of its nodes, define the graph bandwidth,
which determines the minimum size of on-chip memory, which
can provides zero reloading. If the required on-chip size is higher
than the available resources, the mesh must be divided into
parts. In this paper two methods are presented, which constructs
reordered parts from a given unstructured mesh, where each part
meets the constraint on graph bandwidth.

I. INTRODUCTION

Nowadays many-core architectures like GPUs and FPGAs
have hundreds of processing elements (PEs), which leads to
high theoretical computational power. Unfortunately, the PEs
of these architectures are often waiting for input data, and the
utilization drops below 100%. The optimization of memory-
accesses is a possibility to increase utilization of processing
elements.
In case of FPGA the memory accesses can be fully determined
by the designer. Nearly the theoretical bandwidth of the off-
chip DRAM can be utilized by moving data in long sequential
bursts between the off-chip memory and the PEs in the
FPGA. However, optimized input data is necessary, where all
dependent data are inside an index-range (in main memory),
which can be stored on-chip. If the dependencies are described
by a mesh, the result of the optimization is an ordering of
nodes, where the index-range is minimized.
This task is similar to a well-studied optimization prob-
lem, called Matrix Bandwidth Minimization. One of the
most practical heuristic solutions is GPS(Gibbs, Pole and
Stockmeyer)[1], which is fast enough to handle graphs with
many million nodes effectively. If the reordered input has
grater on-chip memory requirement than the available re-
sources, the input mesh must be divided into parts.
Famous partitioning methods, for instance METIS[2], min-
imize the edge-cut between the parts, and balance the size
of the generated parts. The size-balance is important because
each part is given to a multi-processor, and the overall runtime
is determined by the processor which get the largest part.
The edge-cut is proportional to the communication required
between the processors. Bandwidth of the resulting parts is
smaller than the bandwidth of the whole mesh, but the methods
do not deal with the bandwidth directly.

One possible direction of handling the graph bandwidth con-
straint, is an extended ordering method, which estimates the
graph bandwidth, and starts new part, when the estimated value
reaches the bound.
In many cases the covering surface (set of extremal nodes)
of the mesh is also known, which gives information about the
geometry, but not used by traditional partitioners. In this paper
a novel partitioning method is shown, which creates parts with
minimized bandwidth, using geometrical information derived
from the cover. The proposed method is an example, which
presents new possibilities in mesh partitioning.

A. Objective

The main goal is to reduce the bandwidth of the resulting
parts. However, the objective of bandwidth minimization alone
is meaningless, because the bandwidth of the resulting parts
can be decreased optionally by increasing the edgecut. The
edgecut is also important, because communication between
the processors is proportional to the edgecut.
Reducing the bandwidth of the parts with acceptable commu-
nication requirement is the objective of the proposed methods.
The acceptable communication requirement (edgecut) is an
application-specific parameter. In novel FPGA array the cost
of reading data from the off-chip memory of an adjacent
FPGA is usually 10 times slower than reading from its own
off-chip memory. In case of using Alpha-Data ADM-XRC-
6T1 cards, the theoretical memory bandwidth is 12.8 Gbyte/s
inside, and 1.25 Gbyte/s between the cards[4]1. When only
10% of the whole memory accesses are external reads and
their occurrences are balanced, the whole memory bandwidth
can be utilized to feed PEs.

II. EXTENDED ORDERING METHOD (AM1)

Let G(V,E) a graph with vertex set V, |V | = n and edge
set E. Labeling is a function f(v) which assigns integers[1..n]
to vertices. f(v)=f(u) if and only if u=v u, v ∈ V . N(v) is
the set of vertices which adjacent to v. The bandwidth of a
vertex v is Bf (v) = Max{|f(v) − f(u)| : u ∈ N(v)}, and
the graph bandwidth corresponds to G with labeling f() is
Bf (G) = Max{Bf (v) : v ∈ G}.
The minimal size of the Local (on-chip) Memory can be given
as:

Minimal Size = BW ∗ sizeof(node)

BW = (Bf (G) ∗ 2 + 1)

1the number of adjacent parts is limited

Pázmány Péter Catholic University Ph.D. Proceedings 2012
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A. AM1 Bounded BW method

The task of AM1 is to reorder the nodes into a different
sequence such a way to minimize BW, therefore size of the
LM is also minimized.
The structure of a solution part P with n elements is shown
in Figure 1. All nodes in P have been indexed, therefore P is
the ordered part of the mesh-data.

Fig. 1. Structure of solution part P.

s(i): is the distance between i and its lowest indexed neigh-
bor in the part: s(i) = MAX{i.index− j.index : j ∈ N(i)}.
u(i): is the set of nodes which uncovered by P, but must be
added in later steps because of node i: u(i) = {v : v ∈
N(i) AND v /∈ P}.
I: is the index of the first elemet which has not empty u() set,
so for every node i where i.index < I all neighbors covered
by P.
imp(i): Importance of node i, used for decisions: imp(i) =
(n− i.index) + |u(i)|+ s(i)
The starting node is chosen by the same way in GPS[1]. In
each step a node added to the part from u(node(I)). AM1
selects the node which is adjacent to a node in P with highest
importance.
Given an AM1 Part, the task is to estimate its BW value. Every
time when index I is changed, the following equation have to
be checked:

S = s(node(I))

E = (n− I) + |u(node(I))|

BWBound ≥ MAX{S,E} ∗ 2 + 1 (1)

New nodes are added to the part P when Eq. 1 holds, otherwise
the part is finalized and a new instance of AM1 is started on
the rest of nodes, when Eq. 1 is not hold.

III. DEPTH LEVEL STRUCTURE (DLS) BASED BISECTION

DLS is a hidden structure in every unstructured mesh for
which the covering surface is defined. Depth is the distance
from the cover. Nodes of the mesh with same depth belongs
to a level. Nodes in the deepest levels represent the critical
areas of the mesh in case of bandwidth minimization.

A. Basic Entities and Operations

DLS-Based partitioning uses some subroutines which are
general tools for manipulating node sets. The most important
node set is the covering surface, furthermore the separators
are also node sets in our nomenclature. These operations are

based on waves (breadth-first search - BFS) which are starting
from a set of nodes and spreading through the mesh.

a) Cover: Set of nodes belonging to the covering surface.
b) Deepest: Set of nodes in the deepest levels of DLS.

The Deepest set contains the three deepest levels of the DLS
structure.

c) Level Structure(in: in set, out: LS): Generates a
level-structure from in set. LS is a series of sets (levels), where
the elements of in set form the zero level, and the rest nodes
associated to the level according to their minimal distance from
in set.

d) Level(in: node, LS): A function which returns the
level index of node in LS.

e) Pseudo Diameter(in: in set, out: (u,v)): Gives the
two endpoints of a pseudo diameter on in set. The method
is similar to the first step of GPS method, returns two points
which have maximal distance from each other.

f) Grow(in: start node, border set, out: out set):
Grows a set from start node, by adding the neighbors of
included elements into the set. An element is added if it has
no node from border set as its neighbor.

Fig. 2. Deepest set of tunnel202, xyz projections are shown. Points are the
vertices of covering surface, nodes of Deepest set represented by tetrahedrons.

B. DLS Bisection

The base concept of DLS bisection is the division of the
mesh along the deepest set of nodes. GPS method creates
level-structures from an extremal node and indexes nodes level
by level. Bandwidth of the solution is proportional to the
size of the largest level. In geometrical view, the ordering
starts from an extremal surface and creates onionskins through
the mesh, and the bandwidth is proportional to the largest
cutting surface. In case of a structured grid of a rectangle,
the bandwidth of GPS solution is proportional to the smaller
side, which is often optimal. The elements of Deepest set take
place on a line which is perpendicular to the smaller side,
furthermore the line separates the rectangle into two equal
sized parts.
DLS can be obtained by the Level Structure() routine, starting
the BFS from the Cover set, the resulting level structure will
be the DLS structure. The Deepest set is the union of the
three deepest levels in DLS. With pseudo diameter routine,
the method gets two endpoints of Deepest set, which have
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maximal distance from each other in the whole mesh(Deepest
set is not necessarily connected). DLS-Based bisecting method
generates the separating surface in two steps. In the first stage
a set of nodes are obtained which have the same distance
from the two endpoints of the Deepest set’s pseudo-diameter.
The resulting set is used during the second stage.The final set
separates the mesh into two parts.

// Get Separator
1 Level Structure(Cover,DLS)
2 Pseudo Diameter(Deepest, (u, v))
3 Level Structure({u}, LU)
4 Level Structure({v}, LV )
5 sep1 = {x : Level(x, LU)− Level(x, LV ) ∈ {0, 1}}
6 Pseudo Diameter(sep1, (u, v))
7 Level Structure({u}, LU)
8 Level Structure({v}, LV )
9 sep2 = {x : Level(x, LU)− Level(x, LV ) ∈ {0, 1}}

The resulting separator is parallel to the pseudo diameter of
the deepest set, but the separator not necessarily intersects the
Deepest set. The correction step is responsible for placing the
separator to the middle of the Deepest set.
The partition method is not completed by determining the
separator surface, because our separator is a set of nodes,
therefore the partition is ambiguous. Two parts are obtained
by using the Grow subroutine, but the separator and its nearest
neighborhood still remains unpartitioned. Unpartitioned nodes
are added to the smaller part. The method can be finished at
this point, but the size balance is not guaranteed. A simple
solution is to grow the smaller part till balance reached.

// Get parts from separator
1 s /∈ Separator
2 Grow(s, Separator, part1)
3 s /∈ Separator ∪ part1
4 Grow(s, Separator, part2)
5 rest = {x : x /∈ part1 ∪ part2}
6 Add rest to the smaller part
7 Grow smaller part till balance reached

IV. RESULTS

A. Extended Ordering Method

It is obvious that the proposed algorithm generates access
patterns which has lower BW than a given bound. The solution
quality can be measured by the node reload factor k which is
defined by the ratio of the length of the access pattern and the
number of nodes.

Measurements on three meshes with different BW bounds
can be found on Table I. The results shows that the BW value
of large meshes can be reduced more effectively(with better
k factors), with BW Bound=0.5*AM1 BW, we get k={1.65
1.31 1.08}. BW Bound is determined by the on the on-chip
memory capabilities of the FPGA, which is increasing with
every new generation of the technology, furthermore the ratio
becomes better for larger problems.

TABLE I
RESULTS OF AM1 BOUNDED BANDWIDTH OPTIMIZATION

Case AM1 BW BW Bound num. of parts N overall length k time(s)
3d 075 411 412 1 3562 3562 1 0,264
3d 075 411 400 3 3562 4489 1,26 0,485
3d 075 411 300 8 3562 5241 1,471 0,932
3d 075 411 200 15 3562 5899 1,656 1,247
3d 035 1893 1894 1 33730 33730 1 2,367
3d 035 1893 1800 3 33730 37952 1,125 6,979
3d 035 1893 1500 5 33730 39987 1,185 7,14
3d 035 1893 1000 15 33730 44439 1,317 9,523
3d 015 14985 14986 1 417573 417573 1 76,88
3d 015 14985 14000 2 417573 430693 1,031 79,869
3d 015 14985 10000 3 417573 439136 1,052 154,14
3d 015 14985 7500 7 417573 452510 1,084 68,43
3d 015 14985 5000 21 417573 483391 1,158 59,01
3d 015 14985 2500 97 417573 577474 1,383 1170,8
AM1 BW: the bandwidth provided by AM1 for the whole mesh
overall length: length of the generated access pattern
N: number of vertices

B. DLS-Based Bisection

Our test environment is based on GMSH[3], which is a
three-dimensional finite element mesh generator with built-
in pre- and post-processing facilities. In GMSH simple 3D
models can be defined, meshed and partitioned. The covering
surfaces are given as physical surfaces, which makes possible
for our algorithm to get the cover of the mesh.
The test models are shown in Figure 3. Meshes generated
from sgrid are structured grids of hexahedrons, from snake and
weight unstructured tetrahedron-based meshes are generated
with uniform density, in case of tunnel the density of the mesh
is increased around the step.

Fig. 3. Test shapes. sgrid, weight (up), tunnel, snake(down)

A comparison is shown in Table II between the DLS-Based
and the METIS-recursive partitioning. The objective of the
two partitioner is different, but there is no other known
method, which minimizes the bandwidth of the resulting
partitions, and METIS is one of the most popular solver.
For the structured brick-shaped problems, the DLS method
provides average 28% better BW partition, with acceptable
communication ratio (external reads / inner). The COMM
ratio is better for larger problems, in case of sgrid4, which
has 1M vertices, the COMM ratio is only 1,6%.
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TABLE II
RESULTS OF DLS BASED PARTITION

Problem N Orig BW MET BW MET COMM DLS BW DLS COMM
sgrid1 2200 221 181 0,0388 141 0,1216
sgrid2 16800 841 641 0,0192 479 0,0628
sgrid3 131200 3281 2517 0,0087 1719 0,0323
sgrid4 1036800 12961 9967 0,0045 6599 0,0164

snake100 7821 777 689 0,0254 531 0,079
snake038 158544 5701 5371 0,0074 4941 0,0095
tunnel202 18210 2353 1385 0,0292 1303 0,0262
tunnel100 191592 12525 5675 0,017 5949 0,027
weight045 4899 641 581 0,0169 311 0,1764
weight022 35922 2363 2131 0,0078 1411 0,0559
weight012 230891 8087 8785 0,0037 8785 0,0075
N: number of vertices. Orig BW: GPS bandwidth for the whole mesh.
MET/DLS BW: bandwidth of partitions.
MET/DLS COMM: number of outgoing edges / number of internal edges

The communication ratio (edge-cut ratio) is getting better
when the mesh density is increased for all problem instances.
This is obvious because the cutting surface has N-1 dimension
in case of an N dimensional mesh. This feature is important,
because DLS computes a kind of N-1 dimensional surface,
which separates the mesh into two parts. DLS-Based solutions
can have unacceptable communication need for small meshes,
for example weight045, where the COMM ratio is 17,5%.
Using DLS-Based bisection the resulting partitions have
40% reduced bandwidth compared to the whole mesh, and
create 20% better solutions than METIS. METIS minimizes
the edge-cut with providing size-balance, the DLS-Based
solutions have same size balance quality, however the edge-cut
is several times higher. There is a tradeoff between bandwidth
and communication need, and DLS creates partitions with
higher COMM ratio to provide reduced bandwidth.
DLS reduces the bandwidth by 40-50% by separating the
mesh along the Deepest set, in case of tunnel geometry the
METIS solution has the same reduction ratio, for tunnel202
the partition is nearly similar and DLS has better COMM
ratio, for tunnel100 the METIS solution has better bandwidth.
The difference between the traditional methods and DLS-
Based partitioning can be observed on Figure 4, where the
separator of weight022 is shown. DLS-Based bisection cuts
the weight shape in longitudinal direction, instead of choosing
the small edgecut between the two weights. This partition
leads to 34% better bandwidth reduction with 5,6% COMM
ratio.

If the DLS separator do not provide size balance, the
proposed method grows the smaller part until the balance is
reached. This strategy can harm the bandwidth of the solution.
For weight012 the bandwidth of the resulting parts are 6741
without size balance, and 8785 after, because the balance leads
to a quasi similar partition to METIS. The bandwidth of the
parts can be higher than the original mesh, because GPS is a
heuristic algorithm, and the bandwidth mainly depends on the
largest cutting surface.
The proposed method is created for providing partitions which
meet constraints on the bandwidth. If the original mesh has
larger GPS bandwidth than the given bound, the method

Fig. 4. Separator of weight022.

bisects the mesh. Parts can be bisected if the constraint on the
bound is still unsatisfied. The constraints on bandwidth can be
reached in less bisection steps with DLS-Based method, than
with other traditional partitioners.

V. CONCLUSIONS

In this paper a novel partitioning problem is presented,
which is a combination of the classical partitioning problem,
and the bandwidth reduced node ordering on the resulting
parts. The motivation of this partitioning problem is based on
FPGA designs, where the graph-bandwidth of the input parts
has to be below a bound. Two solvers are shown: an extended
ordering method, which can be applied to every unstructured
mesh, and the DLS-Based partitioner, which needs additional
information from the covering node set.
The covering surface is often given (physical simulations),
but is not used by traditional partitioners. The proposed
method is an example of using covering surface in partitioning
techniques. The components of the DLS-Based method are
operations on node sets, which operations use spatial waves
to compute abstract surfaces (node sets) inside the mesh.
The results show that the proposed partitioning algorithm
creates partitions with better graph-bandwidth quality than
METIS, with acceptable edgecut. The size-balancing steps of
the method should be improved, because the graph-bandwidth
quality of the solution can be damaged.
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