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“Then God said: Let there be light, and there was light.
God saw that the light was good.”

(Genesis 1:3-4)
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Abstract

More and more theoretical and experimental results suggest that quantum effects, such as
quantum coherence and quantum entanglement, play a significant role in certain physio-
logical functions—at room temperature, in the vibrant medium comprised of living mat-
ter. Among these physiological functions, photosynthetic exciton energy transfer receives
special attention. During this process, the energy of the photons that has been absorbed
by the antenna complexes is transferred to the reaction center with high efficiency.

The comprehension of the process is also important from the engineering point of
view, since the principles learned from nature might be applied later during the design
of artificial photosynthetic systems and bionic sensors.

Former models of the photosynthetic exciton energy transfer focused exclusively on
the electronic states of the participating molecules. In recent years, however, the role of
intramolecular vibrations attracted increasing interest, and numerous papers concluded
that these vibrations can enhance the exciton energy transfer. To study further how
the intramolecular vibrational modes influence the dynamics and the efficiency of the
transfer process, I elaborated a new, Lindblad-type model, and implemented a simulator
program. Using dimer and heptamer model arrangements, I confirmed that undamped
intramolecular vibrational modes can improve the exciton energy transfer. In addition,
I demonstrated that the damping of these vibrational modes (i.e., vibrational relaxation
induced by the environment) can considerably and robustly increase the transfer efficiency

further in wide ranges of the investigated parameters.
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Osszefoglalas

Egyre tobb elméleti és kisérleti eredmény utal arra, hogy az olyan kvantumeffektu-
sok, mint a kvantumkoherencia és a kvantumosszefonédas, fontos szerepet jatszanak bi-
zonyos élettani miikodésekben — szobahémeérsékleten, az él6 anyag alkotta nyiizsgs kozeg-
ben. Ezek kozott az élettani jelenségek kozott kiemelt érdekl6dés ovezi a fotoszintetikus
excitonenergia-transzfert. E folyamat sordn az antenna komplexek altal elnyelt fotonok
energidja nagy hatékonysaggal a reakcidcentrumba szallitodik.

A folyamat megértése mérnoki szempontbol is fontos, hiszen a természettsl eltanult
elveket késgbb esetleg felhasznélhatjuk mesterséges fotoszintetitus rendszerek és bionikus
szenzorok tervezése soran.

A fotoszintetikus excitonenergia-transzfer kordbbi modelljei a résztvevd molekulak-
nak kizarolag az elektronikus allapotaira 6sszpontositottak. Az elmilt években azonban
a molekuldkon beliili vibracidkra noévekvs figyelem irdnyult, és szamos cikk jutott arra
a kovetkeztetésre, hogy ezek a rezgések fokozhatjik az excitonenergia-transzfert. Ab-
bol a célbol, hogy tovibb tanulményozzam az intramolekularis vibraciés moédusoknak
a transzfer folyamat dinamikajara és hatékonysagara kifejtett hatasat, kidolgoztam egy
4j, Lindblad-tipust modellt, illetve készitettem egy szimuldtor programot. Dimer és
heptamer modellelrendezéseket hasznalva megerésitettem, hogy a csillapitatlan vibraci-
6s modusok javithatjak az excitonenergia-transzfert. Megmutattam tovabba, hogy ezen
vibracios modusok csillapitasa (azaz a kornyezet hatésara végbemend vibréacios relaxa-
cio) jelentds mértékben és robusztus modon tovabb fokozhatja a transzfer hatékonysagat,

mégpedig a vizsgalt paraméterek széles tartomanyaban.
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Chapter 1

Introduction

1.1 Context and motivation: quantum biology and the sec-

ond quantum revolution

In the microscopic world, phenomena that contradict our experience obtained in everyday
life are ubiquitous: particles can occur at a place to the reach of which they do not
have enough energy classically (this effect is called quantum tunneling), they can be in
different states simultaneously (quantum superposition) and can behave as if they were
connected—even if they are far away from each other (quantum entanglement). But
do these quantum effects also play a role in physiological processes, taking place in the
vibrant medium of living matter at high (> 0K) temperature?

The question is still open [11], albeit it has been examined for a long time within the
multidisciplinary field called now quantum biology. Erwin Schrédinger speculated on the
quantum mechanical background of the mutation of the genetic code in his famous book
What is life? as early as 1944 [12], anticipating the description of the structure of deoxyri-
bonucleic acid (DNA) by Watson and Crick [13]. Since then, the occurrence of quantum
effects was supposed in several physiological functions [11], [14]-[16]. For instance, it is
assumed that proton tunneling plays an important role in the emergence of the muta-
tions of DNA molecules [17], and hydrogen tunneling, in enzyme-catalyzed reactions [18],
[19]. It was also suggested that olfactory receptors are activated through electron tun-
neling that is assisted by odorant molecules with appropriate vibrational properties [20].
Moreover, according to a fashionable model, birds sense the magnetic field of Farth by a
molecular compass based on radical pairs [21]-[23], being possibly in an entangled state

[24], [25]. Nevertheless, the most intensely studied topic of quantum biology is probably

16
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1.2. Fundamentals of photosynthetic exciton energy transfer

the energy transport taking place during the first stage of photosynthesis, which is also
the main subject of this dissertation.

As the above examples demonstrate, quantum biology is a colorful area, which is
exciting per se. Nevertheless, it is also of great importance from the engineering point of
view. During the first quantum revolution, which took place at the beginning of the 20"
century, humanity discovered the physical laws of the quantum world. Now, engineers are
making efforts to construct machines that exploit quantum coherence and entanglement.
The design principles learned from quantum biological systems might provide guidance
on this road. If successful, these endeavors can constitute the overture to the second
quantum revolution [26], which might bring along quantum computers as well as new

types of solar cells and bionic sensors.

1.2 Fundamentals of photosynthetic exciton energy transfer

The energy of living organisms on Earth is predominantly provided by photosynthesis,
carried out by plants, algae, and certain types of bacteria [27]. As the first step of the
process, a pigment molecule (chromophore) of a light-harvesting complex (also known as
an antenna complex) absorbs a photon of sunlight. As a result, the pigment is raised to an
excited state—or, in other words, a quasiparticle called Frenkel exciton is created on the
pigment. Then, the Coulomb interaction between the pigments moves the exciton from
molecule to molecule: while the originally excited molecule returns to the ground state,
another molecule is raised to an excited state. The light-harvesting complex behaves,
in effect, as a molecular wire, which transfers the energy of the captured sunlight to
a pigment-protein complex called a reaction center with a strikingly high efficiency:
depending on the type of the antenna complex and on the light conditions, 50-90% of the
energy of an absorbed photon is converted into the energy of a pair of separated charges
in the reaction center [28].

The energy transfer was explained for long by the Forster theory [29], according to
which the exciton hops from pigment to pigment incoherently [30], [31]. The first decade
of the present century nevertheless brought surprising findings: quantum states main-
taining their coherence for a long time were observed experimentally in photosynthetic
systems [32], even at physiological temperature [33], [34]. Shortly thereafter, it was also
reported that such states play a part in the energy transfer [35]. The presumed role of
quantum coherence is to surmount local energy traps and to promote the trapping of

energy at sites connected to the reaction center [36]. The topic is, however, still un-

17
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1.3. Objectives

der vigorous debate; some authors dispute even the occurrence of long-lasting quantum
coherence in photosynthetic systems [37].

Coherence is a central but nevertheless ambiguous concept. In the present thesis,
I shall refer to a state of a quantum system as coherent if it is a linear superposition
of two or more basis states.! (As it follows from this definition, coherence can be base-
dependent.) It is important to add that such a superposition and thus coherence are often
related to transitions between the involved basis states, and these transitions frequently
lead to oscillatory state dynamics. Nevertheless, the interaction between the pigments
and the environment destroys coherence after a while. If, however, (contrary to the
assumptions of the Forster theory) coherence lasts long enough, then it can enable the
exciton to become delocalized between multiple pigments, resulting in a wavelike energy
transfer [31], [32].

The Schrodinger equation provides a general description of the behavior of non-
relativistic atomic systems, but its practical applicability is fundamentally limited by
two factors: on the one hand, the dimension of the state space (called a Hilbert space)
increases exponentially with the number of particles, and on the other hand, the equation
is valid only for closed quantum systems, which—contrary to open quantum systems—do
not interact with their environment?, nevertheless, strictly speaking, the only close sys-
tem is the universe itself. Consequently, ab initio modeling of the exciton energy transfer
is utterly hopeless. Instead, we have to lean on approximate models, in which the system
is restricted to a small number of molecules, characterized by a few states, whereas the
rest of the molecules are taken into account as the environment of the system. The main
point of this division is that while the state dynamics of the system is treated explicitly,
the environment—since we are interested only in the effect it exerts on the system—is

modeled in a simplified, averaged manner, for instance, as a heat bath.

1.3 Objectives

In former publications on the photosynthetic exciton energy transfer, pigment molecules

were usually modeled as sites with two electronic states, while the molecular vibrations

! Note that the off-diagonal elements of the density matrix (see Sec. 2.7.3) are also called coherences,

as each of them expresses the superposition of two basis states.

In this dissertation, I distinguish open and closed quantum systems depending on whether they do or
do not interact with their environment. Note, however, that some authors call a system closed even
if it is exposed to external drives provided that the system dynamics can be described by a time-
dependent Hamiltonian, and they use the term isolated for systems governed by a time-independent
Hamiltonian [38]. Other authors, in turn, define closedness and openness with the reversibility and
irreversibility of the system-environment interaction, respectively, while referring to systems not
interacting with the environment at all as isolated [39].

18
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1.3. Objectives

were merged into a heat bath. In recent years, however, more and more studies treated
some intramolecular modes explicitly as the part of the system. How does the presence of
these modes influence the exciton energy transfer? Many papers related intramolecular
vibrations to long-lasting coherence [40]-[42] or to enhanced exciton energy transfer [43]-
[52], albeit there were also a few reports which inferred that the enhancement is small
if the system interacts with its environment [49], [53]. At this point, another question
also arises, concerning which I have found only scarce and conflicting statements in the
literature [45], [47], [50], [52], [54]: how does the damping of intramolecular vibrations
affect the dynamics and the efficiency of the transfer process? Or, putting it another way,
can vibrational relaxation induced by the interaction with the environment contribute
to the experimentally observed excellent efficiency of the photosynthetic exciton energy
transfer?

In this dissertation I examine the above problems. In Chapter 2, I review the theo-
retical and experimental background of the topic, with special emphasis on the Lindblad
master equation. This chapter also serves as a concise summary of the notions occur-
ring in my dissertation, as many of them (e.g., closed and open system, coherence and
decoherence) are ambiguously used in the emerging literature of quantum technology.
Specialists of the subject can skip these sections (namely, Secs. 2.7, 2.8, and 2.9) and
look them up later if they need it during the reading of the subsequent chapters.

In Chapter 3, I present a new general approximate model formulated as a Lindblad-
type master equation. Based on this model, I implemented a simulator program, outlined
in Chapter 4. By means of the simulator, I investigated dimer and heptamer model
arrangements varying several parameters in a systematic manner. I present the results of
the simulations in Chapters 5 and 6, respectively. After a short discussion in Chapter 7,
I conclude my new scientific results in the form of concise statements in Chapter 8.

Section 2.5, Chapters 3, 5, 6, and 8 as well as the Appendix also form part of a journal

article, accepted for publication in AIP Advances [1].
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Chapter 2

Theoretical and Experimental

Background

2.1 Photosynthesis in a nutshell

In order to place exciton energy transfer in a broader context, let us review briefly the
stages of photosynthesis. Albeit there are significant differences between the phylogenetic
groups, the main scheme of photosynthesis is the same in every organism. The process
begins with the absorption of sunlight, then the captured energy is transferred to the
reaction-center. The arriving energy raises a special pigment of the reaction center to the
excited state, as a consequence of which the pigment molecule ejects an electron. The
electron then passes through a transfer chain, which—depending on the organism and on
the circumstances—leads to the reduction of NADP*! NAD*?, or other molecules. At
the same time, protons are carried through a membrane, generating a proton gradient,
which drives the synthesis of ATP? molecules. In the last stage of photosynthesis, carbo-
hydrate molecules of high-energy content are synthesized from CQO2 molecules utilizing

the previously produced reductants and ATP molecules [27].

2.2 The light-harvesting apparatus of green sulfur bacteria

Living under extremely low light conditions [27|, green sulfur bacteria possess large
antenna complexes, called chlorosomes, built up of about 200000 bacteriocholorophyll

(BChl) ¢, d, or e pigment molecules. Each chlorosome is linked to a baseplate, which is

nicotinamide adenine dinucleotide phosphate
nicotinamide adenine dinucleotide

3 adenosine triphosphate
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2.3. Two-dimensional electronic spectroscopy

photon
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Figure 2.1: The light-harvesting apparatus of green sulfur bacteria. The sunlight is
absorbed by the BChl ¢ molecules of the chlorosome. Then the captured energy is
transferred through the baseplate and the FMO complex to the reaction center, where it
provokes a charge separation process. Adapted from Refs. [16] and [55].

in turn connected to about 40 reaction centers by BChl a-proteins [55] (Fig. 2.1), also
known as Fenna-Matthews-Olson (FMO) protein [56] and as FMO complex. The com-
plex consists of three identical subunits, each of which is composed of a protein chain
and seven (according to subsequent results, eight [57]) embedded BChl a-molecules [58].
Unlike practically all other chlorophyll-containing components of the light-harvesting sys-
tems, the FMO protein is water-soluble, which facilitated its X-ray crystallographic and
spectroscopic investigation [59]. Accordingly, this relatively simple complex was the first
member of the aforementioned group whose structure was determined [58], and later on,
it also became a popular model system of the research of photosynthetic energy transfer.
Accordingly, as an example, I also used a heptamer model of the FMO complex in the

simulations presented in Chapter 6.

2.3 Two-dimensional electronic spectroscopy

Two-dimensional electronic spectroscopy plays a key role in the research of photosynthetic
light-harvesting. During the measurements performed by this technique, the sample
is illuminated with three consecutive ultrashort laser pulses. The first pulse gets the

molecules into a coherent, oscillating superposition of the ground and an excited state.
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After a period 7, the second pulse arrives and brings the system to the excited state.
Thereafter, the molecules are let to relax over time 7. The third pulse then generates
a coherent superposition again. Finally, the electric field of the signal emitted by the
sample is measured as a function of time ¢ elapsed since the third pulse. Repeating the
experiment with different values of 7 and performing Fourier transformations with respect
to 7 and ¢, one obtains the two-dimensional spectrum [60], [61].

The diagonal peaks of the spectrum correspond to the linear spectrum [60], while the
off-diagonal, so called cross peaks indicate electronic couplings between the states [62].
Besides the energy levels and couplings, the two-dimensional spectrum also provides
information about excitonic coherence, the spatial properties of excitonic states as well
as the transport pathways and the relaxation processes [62]-|64]. As already mentioned
in the Introduction, it is this technique that revealed long-lasting coherence in light-

harvesting complexes [32]-(35].

2.4 The mechanism of exciton energy transfer—hopping vs.

coherent transport

As the pigment molecules participating in the exciton energy transfer interact with their
surroundings, it is a standard method to treat them as an open quantum system (Fig. 2.2).
Besides the molecules constituting the system of interest, the model of an open quantum
system also has to take the environment of the system into account. Since directly one is
not interested in its state, only in the effect it has on the system, it is enough to describe
the environment in a simplified manner. Accordingly, in this context, the terms system
and environment do not necessarily reflect spatial partitioning; they refer, instead, to
the conceptual separation of the explicitly and implicitly treated degrees of freedom. For
instance, intramolecular vibrational modes can be either the part of the system or that
of the environment depending on the model.

When modeling exciton energy transfer, one can distinguish three regimes (Table 2.1).
In the first limiting case, where the coupling between the chromophores is much weaker
than their coupling to the environment, the inter-chromophore coupling can be treated
as a perturbation. In this regime, the interaction with the environment abolishes those
states in which the exciton spreads over multiple chromophores. The exciton is thus
localized to one pigment, and it hops incoherently from molecule to molecule taking a

random walk [31], [65]. This process is described by the Forster theory, which assumes
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Figure 2.2: Sketch of an open quantum system. The system is composed of the molecules
of interest (yellow hexagons), while the surrounding molecules (blue circles) constitute
the environment. The blue arrows and J denote the couplings between the molecules of
the system, whereas the white arrows and A, the system—environment couplings.

Table 2.1: Regimes of the exciton energy transfer with respect to the relation of the cou-
pling strength J between the cromophores (pigment molecules) and the coupling strength
A between the cromophores and the environment.

Regime Character of the exciton transfer =~ Descriptive model

J < A incoherent hopping Forster theory
of localized excitons

J ~ A partially coherent exciton transfer more complicated models
(e.g., hierarchical equation of motion)

J > A  coherent, wavelike motion Schrédinger equation (in theory),
of delocalized excitons Redfield and Lindblad equations (in practice)

that the energy transfer occurs between energetically resonant states, and concludes that
the transfer rate of the exciton is proportional to the overlap of the emission spectrum of
the donor and the absorption spectrum of the acceptor molecule [29].

In the other limit, where the inter-pigment coupling is much stronger than the cou-
pling to the environment, the exciton becomes delocalized, that is, it can simultaneously
be present at multiple chromophores, and it propagates coherently in a wavelike manner
following the Schrédinger equation [31], [65]. To comprehend the impact of the inter-
action with the environment, the equation should also include the representation of the
environment—Dbesides, of course, the description of the system composed of the pigments.
In practice, it can only be done in some approximative manner. Since in this second lim-
iting case the coupling to the environment is weak, it can be treated in a perturbative
manner [31], as it is done in Redfield and Lindblad theories, frequently used to describe

photosynthetic exciton energy transfer (see Sec. 2.8).
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Between the two above limiting cases, one finds the intermediate regime, in which the
coupling to the environment is comparable with the couplings between the chromophores,
and into which light-harvesting complexes typically fall [31]. In this regime, the exciton
transfer is partially coherent [65]. Here, neither type of the couplings can be treated
perturbatively. Moreover, the state of the environment can vary considerably while inter-
acting with the system, and its changes might react upon the system [31]|. Thus, formally
exact results can be obtained in this case only by more complicated methods, such as the
hierarchical equation of motion (HEOM) [66] (see Sec. 2.10), whose practical applicability

is, however, limited by computational complexity [28].

2.5 Former findings on the role of the environment and in-

tramolecular vibrations in exciton energy transfer

Interestingly, the interaction of the photosynthetic complexes with their environment was
demonstrated to support the photosynthetic energy transfer significantly [67]. Neverthe-
less, the relation between the system—environment interaction, quantum coherence, and
the efficiency of exciton energy transfer is intricate. On the one hand, environment-
induced correlated fluctuations in the transition energies of the chromophores were re-
ported to protect coherence [68], and appropriately correlated fluctuations in electronic
couplings, to enhance quantum coherence and increase the energy transfer rate [69]. On
the other hand, it was shown that the dephasing noise of the environment can assist
the energy transfer [70] as it suppresses destructive interference and broadens the energy
levels of the sites, thus increasing their overlap [71|. Furthermore, numerical investiga-
tions revealed that the environment-assisted quantum transport (ENAQT) is robust with
respect to many system and environmental parameters [72]. The synthesis of the above
statements coincides with the conclusions of [73] and [74]: the optimal energy transport
is attained through the interplay of coherent and noisy processes.

Light-harvesting complexes usually behave as energy funnels: they transfer the exci-
ton downhill on an energy landscape sloping to the reaction center [27], [36], [45], [75].
The importance of the energy gradient is pointed out by the finding that the FMO com-
plex, interacting with its environment, reaches higher energy transfer efficiency with its
funnel-like (thus off-resonant) site energy arrangement, than it would reach with resonant
site energies [76]. The directionality of the exciton transfer on the energy slope is provided

by thermal equilibration (heat loss) [27], [45], [75]. Accordingly, temperature consider-
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ably influences the exciton transfer [36], [51], [53], [74], [76]. The influence prevails in
several ways: the raise of the temperature usually speeds up vibrational relaxation [77],
[78] and dephasing [74], and it also shifts the thermal equilibrium.

In recent years, vibronic models, which consider the coupling of vibrational and
electronic degrees of freedom, proved to be capable of explaining the long-lasting co-
herence observed by two-dimensional electronic spectroscopy in natural light-harvesting
complexes [40], [41] and in an artificial light harvester [42]. It was demonstrated that
molecular vibrations—especially those whose frequency is resonant with the energy gap
between the electronic states of the sites—can enhance exciton energy transfer [43]-[49],
and, moreover, that the nature of these vibrations is non-classical [50]. Some authors ex-
plained the improvement of the transfer by the speed up of the “original” pathways [51];
others, by the opening of new coherent transport channels [43], [46], [52]. In addition,
the increase of energy transfer was brought into connection with the expansion of the
delocalization of the vibronic states [45], [48]. Nonetheless, certain studies—questioning
the significance of this design principle—inferred that resonant vibronic states enhance
the energy transfer only to a small degree in systems interacting with their environment
[49], [53]-

Concerning the effect of the damping of intramolecular vibrational modes on the exci-
ton transfer, I have found only few, conflicting statements in the literature. Nalbach et al.
got enhanced energy transfer when they included an underdamped intramolecular vibra-
tional mode in their model, but they found no enhancement when the mode—treated
this time as the part of the spectrum of the environment—was strongly damped [52].
O’Reilly and Olaya-Castro obtained slower transfer for stronger coupling between the
prototype dimer and a low-energy thermal bath [50]. (Nevertheless, the presence of the
quasi-resonant intramolecular vibrational mode raised the transfer efficiency in this case
also.) In contrast, Zhang and Wang showed that increasing the coupling strength between
the system and a low-energy thermal bath promotes the energy transfer [47]. Similarly,
Liu and Kiihn found a moderate acceleration of the exciton transfer in the FMO complex
in the case of faster vibrational relaxation [54]|. Furthermore, Irish et al. pointed out
that the damping of a resonant vibrational mode can enhance the energy transfer by

generating directionality in the energy flow [45].
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2.6 The sketch of the road from the Schrodinger equation

to the models of the exciton energy transfer

The following sections outline the road from the ab initio models to the models of the
photosynthetic exciton energy transfer. We will start with the closed quantum systems
(Sec. 2.7), which do not interact with their environment. Provided that they are in a pure
state, their dynamics can be formulated by the Schrédinger equation. As a next step, the
density matrix formalism and the Liouville-von Neumann equation will be introduced,
which provide a more general approach inasmuch as they are also able to describe the
dynamics of systems being in a mixed state. Finally, taking the interaction with the
environment into account, we will arrive at the models of the open quantum systems

(Sec. 2.8), among which we will primarily focus on the Lindblad master equation.

2.7 Theoretical description of closed quantum systems

2.7.1 The postulates of quantum mechanics and the Schrédinger equa-

tion
Quantum mechanics is built on the following postulates |79]:

1. The state of any quantum system is described by a wave function ¥ (q1, g2, . . ., qf, 1),
which maps the generalized coordinates ¢; of the system as well as time ¢ to complex

numbers.

2. The probability that the system is in the volume element dr of the configuration
space is given by ¥*idr, where the asterisk (*) denotes the complex conjugate of

the wave function.

3. There is a linear operator L for each observable L. The results of the measurements

of a physical quantity can only be the eigenvalues A of the corresponding operator:

Ly = M. (2.1)

4. The expectation value of an observable L is

(L) = / Y* Lapdr. (2.2)
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5. The time-evolution of the state of a closed quantum system is given by the time-
dependent Schrodinger equation
9 (x, 1)

ih— - = Hi (r,t), (2.3)

where h denotes the reduced Planck constant, and H is the Hamiltonian, ¢.e., the
operator of the total energy of the system. For one particle, the Hamiltonian can
be formulated as

. h?

H=——V*+V(r), (2.4)

2m

where the first term expresses the kinetic energy, and the second term is the po-
tential energy as a function of the spatial coordinates; m denotes the mass of the
particle, and V is the nabla operator, which, in Cartesian coordinates, is equal to

0 s 0 s 01 4

From the mathematical point of view, the wave functions ¢ describing the possible states
of a quantum system form a Hilbert space. To represent the wave-functions v and their
complex conjugates ¥*, Dirac introduced [¢)) and (1|, called ket and bra, respectively.
Dirac derived these terms splitting the word “bra-ket”; referring to the bracket that he

used to denote the inner product

(W) = / rapdr. (2.5)

The mathematical description of the elements of a Hilbert space requires a basis. A
commonly used one is the energy basis. It is formed by the eigenvectors of the Hamilto-

nian, which can be obtained by solving the time-independent Schrédinger equation

Hy = Ev. (2.6)

In any basis, we can express any element v of the Hilbert space as the linear combination

of the basis functions ¢;; that is, in the form

(0 :Z CiPis (2.7)
=1

4 In general, the Hamiltonian itself can also be time-dependent. See also footnote 2 on page 18.

27



DOI:10.15774/PPKE.ITK.2018.009

2.7. Theoretical description of closed quantum systems

where the coefficients ¢; are the complex amplitudes, for which ) ;" | = |cz-|2. Then, the

ket representing the state can be expressed as a column vector

_61_
C2
) = : (2.8)
_Cn_
and the corresponding bra, as a row vector
W=le a ... al (2.9)

In this approach, an operator A can be represented by a matrix A with complex elements
[80]
Aij = (Wil Alay) . (2.10)

An important example of the operators is the unitary time-evolution operator U (t,t0),

which maps the initial state |1 (o)) to state |1 (t)) at time ¢ according to the equation

[ (1)) = U (¢, t0) ¢ (to)) , (2.11)

expressing the formal solution of the Schrodinger equation (2.3) [38].

2.7.2 The Hamilton operator of a molecular system

For a molecular system composed of pointlike nuclei and electrons, the Hamilton operator

in general takes the form

ﬁmol = Tel + Tnucl + ‘A/elfel + ‘7elfnucl + Vnuclfnuclv (212)
where
Ne¢; 72
2 2
Tu=y_ 5=V}, (2.13)
7=1
R Nnucl hQ 9
Tnucl = nz_:l _mvn (214)

are the kinetic energy operators of the electrons of mass m¢; and nuclei of mass M,;
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A 1 e2
Ver—al = izr 7 (2.15)
i#j J
N 1 7. 2
Vvel—nucl — _izm_niwa (216)
7,n
. 1 Zn T €2
Viwcl—nuel = 5 ) /oo 1 (2.17)
nuc LC 27§T|Rm _Rn‘

are the potential energy operators derived from the Coulomb forces acting between two
electrons, between an electron and a nucleus, and between two nuclei; r; and R; denote
the spatial coordinates of the j-th electron and mn-th nucleus, respectively, while e is the

elementary charge and Z,, is the atomic number of the n-th nucleus [65].

2.7.3 The density matrix and the Liouville-von Neumann equation

The systems discussed so far were in a so called pure state, meaning that they could
be described by a single wave function 1 (or correspondingly, a ket |¢)). If, however,
our knowledge about the state of a system is incomplete, for instance, because we do
not know how certain factors have influenced the system, or we have an inhomogeneous
ensemble, then we say that the system is in a mixed state. Let as assume that all we
know about the system is that it is in state [¢1) with classical probability pi, in [i2)
with classical probability ps and so on. To formulate the state of the system in a concise

manner, we can use the density matrix (or density operator), defined as [80]

p= sz- [¥i) (Wi - (2.18)

The diagonal elements of the density matrix are called populations; the element p;; gives
the probability that the system is in basis state ¢;, introduced above. The off-diagonal
elements are called coherences; pi; expresses a kind of a coexistence of basis states ¢
and ¢y.

By means of the corresponding operators, we can extract the ensemble average of the

expectation value of any observable quantity A according to

(L) =tr (ﬁﬁ) , (2.19)

where
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trd =3 (ol Algi) = D _Ai (2.20)

denotes the trace of operator fl, being equal to the sum of the diagonal elements of the
representing matrix. For the density matrix, as it follows from its definition (Eq. (2.18)),

it holds that

Trp = 1. (2.21)

To determine the time-evolution of a system being in a mixed state, we can of course
use the Schrodinger equation (2.3) for each state |¢;), and then average the outcomes
using the weight factors p;. This is what the Liouville-von Neumann or simply von

Neumann equation

L= a1, (2.22)
expresses in a compact form, when it describes the time-evolution of the density matrix
[38], [80]. The bracket in the equation denotes the commutator of the two operators,
which is defined as [121, B} = AB— BA. Since the effect of the environment on a quantum
system is usually known only in an averaged manner, this formalism is especially useful to

describe the behavior of open quantumn systems, as we will see it in the following sections.

2.8 Derivation of the Lindblad master equation, a widely

used model of open quantum systems

Based on Refs. [38] and [81], this section summarizes the derivation of two quantum
master equations that are widely used to describe the dynamics of open quantum systems.
We will depart from the Liouville-von Neumann equation. Then, making the Born and
Markov approximations, we will reach the Redfield equation. From this, we will get

through the rotating wave approximation to the Lindblad master equation.

2.8.1 The Liouville—von Neumann equation in the interaction picture

Up to this point, we used the so called Schrédinger picture, which describes the time-
evolution of a quantum system through a time-varying state vector [ (t)) or density
matrix p(t), represented in a fixed basis [79] (see Egs. (2.3) and (2.22)). On the other

hand, in the Heisenberg picture, the state vector ‘w(H) (to)) (or density matrix P (t0))
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is fixed, while the operators At (t) are time-dependent. The third, intermediate rep-
resentation is the so called interaction picture (or Dirac picture [79]). In this approach,
the part that describes the interaction between the subsystems is separated within the
Hamiltonian: the interaction term governs the time-evolution of the state vector, while
the “rest” determines the time-evolution of the operators [82]. The three pictures are
equivalent, and it depends on the problem which of them is the most convenient. Note
that (H) or (I) in superscript in the notation of the state vectors and operators refer
to the Heisenberg and interaction pictures, respectively, while the lack of these symbols
indicates the Schrédinger picture.

Following [38] and [81], let us consider an open quantum system .S coupled to its
environment, modeled as a heat bath B. The Hamiltonian of the total arrangement is

given in the Schrédinger picture as

Hoy(t)=Hs®Ip+1Is® Hg + Hgp (1), (2.23)

Hy

where H s and Hp are the Hamiltonians of the system and the bath, respectively, which
together form the free system Hamiltonian ﬁo, Hgp is the Hamiltonian of the interaction
between the system and the bath, Is and Ip stand for the identity operators of the two
subsystems, while ® denotes tensor product. For the composite system, the Schrodinger
picture Liouville-von Neumann equation (2.22) takes the form

dpror (1)

.- )
P = 2 [ Ho+ Hep (1) pror (1)) (2:24)

where por denotes the density matrix of the total system. In the following, this equation
will be transformed to its interaction picture equivalent, in which the time-evolution of
the density operator is governed by the interaction Hamiltonian H gg; (t).

Expanding the commutator, as well as left and right multiplying the equation by the
unitary time-evolution operators U (t,0) = e~ Hot/h ang Ug (t,0) = ellot/h regpectively,

we get

Giftot/nQProt (&) _iioesn _
dt
i < eif{()t/h ﬁOT Brot () e-iﬁot/h _ eiﬁot/h prot (1) Hy e—iﬁgt/h>

I~

,
(10 s () o 0) 00 — 0051 () Frs (1)) (225)

> -

31



DOI:10.15774/PPKE.ITK.2018.009

2.8. Derivation of the Lindblad master equation, a widely used model of open quantum
systems

Let us insert e iHot/heHot/h — | aq 5 multiplying factor at the positions marked with the

arrows, between the Hamiltonians and the density operators. Then we obtain

Jitot/nQProt (8) _iitoesn _
dt
1/ 7 A . 2 .
- (61H0t/hH0eﬂHot/heHot/hpAtot (1) o—iHot/h
_ei]:lot/hﬁtot (t) efiﬁot/heﬁot/hﬁoefiﬁot/h)
_ ﬁ (elHot/fLHSB (t) e—lHot/ﬁeHot/ﬁ[)tot (t) e—lHot/ﬁ

_eiHOt/ﬁ,[)tot (t) e—iﬁot/ﬁeﬁot/ﬁﬁSB (t) e—iﬁot/ﬁ) ) (226)

This equation can be recast as

d /.- .
a (elHOt/ﬁ,atot (t) e—lH()t/ﬁ) —

ir A Lz e 5
- { Aot/ e 1H0t/ﬁ’ i Hot/h prot () € 1H0tb}

_ % [eiﬁot/hﬁsB (t) e iHot/h ciHot/hg, (1) 6_iﬁ0th} ; (2.27)

where it has been considered that

eiﬁot/hdﬁt(;t(t)eiﬁot/h _d (eiﬁot/hﬁtot (t) efiHOt/h) . (2.28)
t dt
In Eq. (2.27), the first commutator on the right hand side diminishes, as eFiflot commutes
with ﬁo, and thus eiﬁot/hﬁoe*i%t/h =1. Introducing the notations
ﬁé% (t) —pifot/h (t) Hep () e—iﬁot/h’ (2.29)
Py () =e 0t/ oy (1) e~ it/ (2.30)

and substituting them to the remaining terms of Eq. (2.27), we arrive at the interaction

picture Liouville-von Neumann equation

i

d (@ (D) (1
&ptot (t) - h |:HSB (t) 7p§035 (t)] ) (231)

which thus contains explicitly only the interaction Hamiltonian.

Let us put Eq. (2.31) in the integral form
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t

. . 1 A .

o0 =00 — 5 [ [AG ). )] ar (2.52)
0

Inserting this formula back into the right hand side of Eq. (2.31), we obtain

t
d Lram A 1 A A (1 (I
G0 == (B0 0] - 5 [ [ @ . [2G 0 0 0] e @3y
0
The density matrix ﬁig, occurring in the above equations, represents the state of the
total system—bath composite. From this, the so called reduced density matrix ﬁg) of the
)

system can be extracted by taking the partial trace of p,,; over the degrees of freedom of

the bath, that is,

5 (1) = teppll) (t). (2.34)

Accordingly, if we take the partial trace of Eq. (2.33) with respect to the bath, then,

assuming that®

tr A (1), ooy (0)] =0, (2.35)
we obtain
t
G 0 =5 [s [AGh 0. [A8h ). 0] or. (2.36)
0

2.8.2 Born approximation

Let ppo denote the initial density matrix of the bath. Then, we may express the state

of the system—bath composite at time ¢ as

Phor (t) = p§) (1) ® ppo+ O (ﬁ33> ; (2.37)

where the last term represents the correction that is required because the interaction

causes changes in the state of the bath as time goes on. If the system—bath coupling

5 As I:I(SI)B is determined by Hsp (see Eq. (2.29)), which in turn depends on the operators B, (t) of the
bath (see Eq. (2.44)), the condition stated in Eq. (2.35) can be traced back to the properties of the

bath. If <Ba> = trp {Ba(t)ﬁB,o} = 0, then Eq. (2.35) holds [38], [83].
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is weak, then these changes are negligible. Accordingly, in the Born approximation, we

omit the correction term O (lﬁl S B). Then, the substitution of the approximate formula

P () ~ Y (1) @ ppo (2.38)
into Eq. (2.36) gives
d 1 y
~(T (1 (1 ~(T ~
G 0= [ [ 0. (88 @) @) @ no]]ar. 239
0

which is the second order approximation of the equation of motion.

2.8.3 Markov approximation—Redfield equation

The next, so called Markov approximation also assumes that the bath undergoes only
small changes during the interaction with the system, or, to be more precise, that the
changes of the bath (as it is large and it is in thermal equilibrium) decay over a time
scale much shorter than the time scale of the dynamics of the system. In other words,
we consider the bath memoryless. Under such circumstances, the evolution of the system
does not depend on the past of the system, but solely on its present state. Therefore, we

can replace ﬁg) (1) with ﬁ(sl) (t) in Eq. (2.39), which yields the Redfield equation
d 1 (I (I (1 R
05 (0=—13 / tr [AG) (1), [AG, (7). 05 (1) @ pmo| [ ar. (2.40)

2.8.4 Secular or rotating wave approximation—Lindblad equation

To eliminate the dependence of the evolution on the selection of the initial time, let us
replace 7 by ¢t — 7 in the integrand and ¢ by oo in the upper limit of the integral assuming.
The latter step means that we consider ﬁé% on the interval [—oo,t]. This can be done
because we assumed that the bath correlation functions decay fast compared to the time

scale of the system dynamics. So, we obtain

d . 1 . - . .
08 0 === [ g [HG @), [HLL ¢ = 7).55 ()@ psol | ar. (2.41)

Let us express the Schrédinger picture interaction Hamiltonian as
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Hsp =Y Ay ® By, (2.42)

where the Hermitian operators A, and B,, reflect which states the system—bath interac-
tion « couples within the system and within the bath. As a next step, we decompose the
operators A, to the eigenoperators A, (w) of the Schrédinger picture system Hamiltonian

I:IS in the form

Ay = Aq (w), (2.43)

according to the energy difference w between the coupled eigenstates. These operators

enable us to rewrite the interaction picture interaction Hamiltonian as

A (1) = Y e A, () © Ba (1), (2.44)
where
Ba (t) = et B e—iflnt, (2.45)

Substituting the formula given in Eq. (2.44) into Eq. (2.41) yields

% P (1) =33 e g (w) (Ag (@) A5 (1) AL ()

w,w’ a,f

— Al () Ag (w) pY (t)) +hec. (2.46)

In the equation, h.c. stands for the Hermitian conjugate of the preceding expression, and

[e.e]

s () = / eies <Bg (t) By (t — s)> ds (2.47)
0

is the one-sided Fourier transform of the bath correlation functions

A~

(BL(t)Ba(t—s)) = trp { BL (1) B (t = ) po } (2.48)

In Eq. (2.46), those terms in which w # w’ exhibit fast oscillation. Provided that

the time scale of these oscillations is short compared to the time scale of the system
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2.8. Derivation of the Lindblad master equation, a widely used model of open quantum
systems

dynamics, these terms can be omitted. Making this so called secular or rotating wave

approximation, we obtain the interaction picture Lindblad equation

S =1 [A%. 0] +2 (9 ). (2.49)
Here,
70 _ 1 _ i
=35 (Tas (@) = By (@) (2.50)
w a,B

is the Lamb shift Hamiltonian, reflecting the alteration of the energy levels of the system

and the bath due to their coupling. The superoperator

D (pg (1)) = DD s (As () 59 (1) AL ()

w a?ﬂ

AL As @0 (0 - 38 0 AL As @) (251

called the dissipator, represents the non-unitary processes in the system, induced by the

interaction with the environment, where

Jap = Tag (W) + T, (). (2.52)

Finally, converting Eq. (2.49) to the Schrédinger picture, we obtain

$ ps () = 1 [Hus + Hs.ps (0] +D (55 (1), (2.59)

which can be simplified to the form

%ﬁs (t)=— I [ﬁLS + Hg, ps (t)] (2.54)

R N T
+3 (AjPS (t) AT — 514}141'/05 (t) = 5ps (t) AjAJ’) ) (2.55)

where the rate constants v; are non-negative numbers, and Aj denote the Lindblad

operators, representing the system—bath coupling.
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2.9. Effect of the environment

2.9 Effect of the environment

Excited molecules relax after a while passing their excess energy in a radiative or non-
radiative way to their surroundings. This phenomenon is called T} (longitudinal) damp-
ing, and it leads to the exponential decay of the population of the excited state. In this
thesis, I will refer to this process as relaxation. On the other hand, we talk about 75
(transverse) damping when the elastic collision of the atoms and the interaction with
molecular vibrations disturb only the phase of the wave functions of the molecules caus-
ing only decoherence without the occurrence of population transfer [84|. For the latter

process, I will use the term pure dephasing.

2.10 Comparison of Redfield equation, Lindblad equation,

and hierarchical equation of motion

As it was presented in Sec. 2.8, both the Redfield and the Lindblad equation treat the
system—environment interaction in a second-order approximation. The main advantage
of the Lindblad equation is that it guarantees the physical meaningfulness of the density
matrix keeping its diagonal elements positive and its trace 1. On the other hand, the
Redfield equation is more general in the sense that it does not require the secular approx-
imation, but in this case one has to describe the system—bath interaction with special
care so that the physicality of the model will be preserved [85].

Although the aforementioned two methods are widely used for the modeling of pho-
tosynthetic exciton energy transfer, it must be kept in mind that they fail as they over-
estimate the transfer rate when the system—environment coupling is strong and thus the
error of the Markov approximation is increased [86]. To handle this shortcoming, Ishizaki
and Fleming [66] adapted a model published by Tanimura [87]. This approach is known
today as the hierarchical equation of motion (HEOM). Using auxiliary operators, the
model describes the dynamics of the system interacting with the coupled bath in a for-
mally exact manner. In practice, however, the number of the auxiliary operators taken
into consideration has to be limited. Moreover, due to the large computational complexity

of the method, its applicability is restricted to smaller systems [28].
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Chapter 3

Simulation Model

3.1 Outline of the model

In this Chapter, I present the general model that I constructed to study how intramolec-
ular vibrational modes influence the dynamics of photosynthetic exciton energy transfer,
focusing particularly on the impact of vibrational relaxation on the efficiency of the pro-
cess.

I approached the problem using the Lindblad formalism, presented in Sec. 2.8, which
enabled me to construct a simple, clear-cut model to explore the characteristics of the

energy transfer. The framework of my model is the following (see also Fig. 3.1):

1. The prototype systems are built up of N pigment molecules (sites). Each site
has two electronic states, coupled with an explicit intramolecular vibrational mode
(which is thus incorporated into the system, not into the bath). The vibronic state
of each site is given as the product of its electronic and vibrational states. The

state of the system is in turn formulated as the product of the states of the sites.

2. The dipole-dipole interaction between two sites is formulated as the coupling be-
tween the corresponding vibronic states of the system, considering the Franck—Con-

don principle.

3. I assume a memoryless environment!, whose effect on the system is described phe-
nomenologically as incoherent relaxation and—if the temperature is higher than

zero—excitation.

! This assumption is required for the Born and Markov approximations, presented in Secs. 2.8.2 and

2.8.3.
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3.2. Basis of the Hilbert space

pigment molecule

reaction center
(N+1-th site)

Figure 3.1: General scheme of the model arrangement. The system is built up of N
pigment molecules (sites) (yellow hexagons), which are coupled to each other, to the
reaction center (N + 1-th site) (gray trapezoid), and to the surrounding molecules (blue
circles).

4. To assess the efficiency of energy transfer, I introduce an extra, N + 1-th site, which
acts as an incoherent energy sink [45], [52], [54], [70]. This site corresponds to the

reaction center, where the exciton energy is trapped by charge separation [88].

Several of the articles cited in Sec. 2.5 applied vibronic models [41], [42], [45]-[47], [50],
|52 (resembling feature #1), some considering the Franck-Condon overlap integrals as
well [40], [44], [48], [49], [53], [54]. Combining these two features with the third and fourth
ones enables the direct investigation of how vibrational relaxation influences the energy
transfer efficiency.

I was about to finish this project when I discovered Ref. [45] and Ref. [54]. The
models applied in these papers resemble mine in many aspects. Nevertheless, the model
in the first paper contains no more than one intramolecular vibrational mode with two
levels, which means that there is only one extra state compared to a purely electronic
model. The second paper, in turn, applies a more complicated model to describe the
system—bath interaction than I do, which corresponds to pure dephasing, that is, this

model model does not reckon with longitudinal damping.

3.2 Basis of the Hilbert space

Applying the Born—Oppenheimer approximation, I express the vibronic basis states of
¢§’)> =

X§Q>, where I have omitted the tensor product operator ® for the sake of sim-

each site i as the product of its electronic and vibrational eigenstates [89], i.e.,
o)

plicity; € = {g, e} denotes the ground or excited electronic state, and v indicates the
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3.2. Basis of the Hilbert space

vibrational states, out of which I consider the V® lowest ones during the simulations
(i.e., v =0,1,..., V® —1). (The notations of states are summarized in Table A.1 of
the Appendix.) The vibrational mode is modeled as a harmonic oscillator. The shape of

the potential surface and thus the frequency of the harmonic oscillator are assumed to
(4.9) (ise) (%)

be independent of the electronic state (i.e., w,; = w,; = w,;); however, the potential
surface of the harmonic oscillator can be shifted when the site is in the excited electronic
state with respect to the case when it is in the ground electronic state (Fig. 3.2). The
vibrational eigenenergies as well as the vibrational eigenstates belonging to the ground

and excited electronic states are given as

5f) =) = sl (v+ 3 ). 51
() _n7(6,9) _g
Xgu (l‘) _Ny Hl/ (5) exp 9 ’ (32)
A\ 2
i ie £ — d®
X&) () =N H, (€ — d) exp (—(2) : (33)

respectively [89], where £ = a(z is the dimensionless coordinate, and d¥) = o) (Ax(i))
is the dimensionless displacement between the two potential surfaces. The latter is ex-
pressed as d® = V280 from Huang Rhys factor S [48]. (Since in the presented
simulations I use the same Huang—Rhys factor S for each site, I will drop the index (7)

from its notation.) In Eqs. (3.2) and (3.3), H, () denotes the v-th Hermite polynomial,

whereas
. , a(®)
N = NG = N (3.4)
stands for a normalization factor with o(? = (m@k® /r2)1/4 In the following, only

the overlap integrals of the vibrational states will be needed (see Eq. (3.10)), in which
a® cancels. Consequently this coefficient can simply be set to 1, and it is needless to

determine the value of the force constant k(Y and the mass m(® of the vibrating particles.

An arbitrary state of the i-th site can be expressed as the linear combination ‘go(i)> =

> ety
e=g,e v
between the sites; therefore, the wave functions of different sites do not overlap, and

gpg,)> of its vibronic basis states. I assume that there is no electron transfer

the basis vectors of the system can be constructed as |U,,) = ’90;;1)> ® ‘9022)> ®...8®

@&N)>® ‘@§N+1)> , where p, q, ..., s, t run over the basis vectors of sites 1, 2, ..., N+1,
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Figure 3.2: Vibrational states of the i-th site. Each site has two electronic states (namely
a ground and an excited state), coupled with a vibrational mode, which is modeled
as a harmonic oscillator. The shape of the potential surface and thus the frequency

of the harmonic oscillator are assumed to be independent of the electronic state (i.e.,

wffi’l;q) = wffi}f) = wf}%); however, there is a displacement d(® between the potential surfaces

belonging to the ground and to the excited electronic state. The horizontal axis depicts
the dimensionless space coordinate £. Eé?, AD and SO denote the site energy, the
reorganization energy, and the Huang—Rhys factor, respectively. [1]

respectively. Thus, the basis vectors of the system can be represented by a tuple formed
of N 4 1 elements, each expressing the state of a site.

To reduce the dimension of the state space, I restrict this set to the single-exciton
basis, which is composed of those state vectors in which at most one site is in the excited
electronic state. This simplification is justified by the idea that I aim to simulate the
transfer of one exciton, being present at the beginning at a predefined starting site, for
instance, site 1. Accordingly, I choose |¥ (0)) = gog)), @é%), ce gpég+1)> as the initial
state of the system at zero temperature. (For the initial state at nonzero temperature,
see Sec. 5.5.2.) Assuming that the site energies are of the same order of magnitude, the
system does not contain enough energy to reach a double-exciton state.

In the case of the simulations performed on the heptamer model, T apply the two-
particle approximation, meaning that I narrow the state space even more to those con-
figurations in which there is one electronically excited site, and among the other sites

(being in the ground electronic state) there is at most one that is vibrationally excited

[54], [90].
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3.3. Master equation

3.3 Master equation

To describe the time-evolution of the system, I use the Lindblad master equation (2.55).
Thus, assuming that ﬁLS = 0, the master equation expressing the time evolution of the

density matrix pg of model system takes the form

%ﬁs () = = |Hs.ps (¢ }+Z% ( s () Al — S AT Azps (1) — L s (1) A}Aj) . (3.5)
I recall that in Eq. (3.5) Hg denotes the Hamiltonian of the system, which contains the
electronic and the vibrational energies as well as the couplings between the sites, and
which determines the unitary (coherent) dynamics of the system (see Sec. 3.4). On the
other hand, the Lindblad operators Aj together with the rate constants v;—following
Ref. |91], I will refer to their contracted forms, (jj = \/’ijlj, as “collapse operators”—for-
mulate the environment-induced, non-unitary (incoherent) evolution. My model involves
five types of incoherent processes: the relaxation of the electronic state, the relaxation
of the vibrational state (i.e., the damping of the vibrational modes), the excitation of
the vibrational state (at nonzero temperature), pure dephasing, and the sink effect of the
reaction center. (The first four are explicated in Sec. 3.5; the last one, in Sec. 3.6).

I determine the population of state ‘¢§’3> (i.e., the probability that the i-th site is in

the excited electronic state and in vibrational state v) from the density matrix as

Pe(zi) = Z <\I’m| p |\Ijm> ) (36)
|Uom) E{ <peu>>® }

where the summation is performed on all the basis states |¥,,) in which the i-th site is

in state ‘gpgzv)>, while the state of other sites is arbitrary. Similarly, the probability that
the i-th site is in the excited electronic state regardless of its vibrational state (i.e., the

site population) is calculated as

=) > (U] [ W) ZP ). (3.7)

v [Wmef.elell) ).}
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3.4. Unitary evolution: the Hamiltonian of the system

3.4 Unitary evolution: the Hamiltonian of the system

I define the Hamiltonian occurring in Eq. (3.5) as

N N
As =" EQaa®@ 1 3™ mol) 60160 137 T [W,) (0] (3.8)
=1 =1 m,n

The first and second terms on the right side express the energies of the electronic and the
vibrational states, respectively (omitting the zero-point energy hwl(fl%, /2 from Eq. (3.1)).
They are expressed by means of the annihilation (creation) operators @ and b (a1
and b1 ), acting on the electronic and on the vibrational states of the i-th site, respec-
tively, and are represented by diagonal matrices. In the above equation, Eé;) denotes
while h"%(;?b is the energy quantum of the vibrational mode. (In the presented simulations,
I use the same vibrational frequency for each site and thus I will drop the index (7) from

the notation.)

The third, off-diagonal term of Eq. (3.8) formulates the coupling between vibronic
basis states |¥,,) and |¥,). Since I consider only dipole-dipole coupling in this study,
the coupling strength .J,,,, is nonzero solely when |¥,,) and |¥,,) differ from each other

in the state of two sites, e.g., A and B, so that

= | o
0,) = ‘) :;éf), Zg), >> (3.9)

where the ellipses (...) denote sites being in the same state in |¥,,) and |¥,). Thus,
when the system goes through the transition |¥,,) — |¥,), the energy is transferred
from site A (behaving as the donor) to site B (behaving as the acceptor), and vice versa
in the case of the reverse transition (see Fig. 3.3(a)). Assuming that the Coulomb matrix
element J(A5) (given as an input parameter) is independent of nuclear coordinates, the

dipole—dipole coupling between states |¥,,) and |¥,) can be expressed as

Inm = J(AB) <X;ﬁ/)

W) ()

where the inner products of the vibrational states are known as Franck—Condon over-

x§5)> : (3.10)

lap integrals [65]. Since the shape of the potential surface of the harmonic oscillator
and thus the shape of the vibrational wave functions are assumed to be independent

of the electronic state, the overlap integral of a given pair of states depends solely on
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3.5. Non-unitary processes induced by the environment

the Huang—Rhys factor, as listed in Table A.2 of the Appendix for the three lowest vi-
brational eigenstates. Note that if the Huang—Rhys factor is zero, then the vibrational

eigenstates are orthonormal and thus the Franck—Condon overlap integrals can be ex-

pressed as <Xé?' xgy)> = Oy

3.5 Non-unitary processes induced by the environment

I treat the environment as a heat bath, whose change due to the interaction with the
system is negligible. Thus, I assume that the Born and Markov approximations, presented
in Secs. 2.8.2 and 2.8.3, are reasonable. I model the effect of the bath on the system
as incoherent electronic and vibrational relaxation and—if the temperature is higher
than zero—vibrational excitation. (I neglect electronic excitation since the corresponding
energy gaps are much larger than the product kT of the Boltzmann constant and the

temperature.) T describe these transitions by collapse operators defined as

CA'nm =/ ’Ynmlenm =V Tnm |\11n> <‘llm| , (311)

where Anpm = |¥,) (U,,] (m # n) denote Lindblad operators. In the Lindblad equation
(3.5), each collapse operator formulates the exponential decay of population P, ., to
population py,, with time constant 7,,, = ’ygnll as well as the decay of all the off-diagonal
elements (coherences) in the m-th row and in the m-th column of the density matrix as
it is shown in Eq. (A.1) of the Appendix. Thus, each collapse operator Chum Tesults in a
transition |¥,,) — |¥,,) together with dephasing.

Note that the presented model does not contain any random steps as it treats the

stochastic effects of the environment on the system on population average.?

3.5.1 Electronic relaxation

Electronic relaxation gets the electron from the excited to the ground electronic state. To

model this process, I define an incoherent transition |¥,,) — |¥,,) for each pair of states

that differ from each other only in the state of site A, so that |¥,,) = |..., gog‘,é), >
and |¥,) =|..., <p§]‘g), > (Fig. 3.3(b)). (Note that, for simplicity, all these transitions

lead to the ground vibrational state, that is, some of them involves vibrational relaxation

2 1In contrast, in the so called Monte Carlo method, the effect of the environment is modeled by
instantaneous state transitions occurring in randomly chosen time steps of the simulation. The
shorter the time constant of a transition, the more probable that the transition occurs in a given time
step. In principle, repeating the simulation many times, the average of the results approaches to the
result of the single run of the population-average-based simulation.
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3.5. Non-unitary processes induced by the environment

as well.) These transitions are formulated by collapse operators Crim = + /Yrm | ) (Wi,
where 7, is the inverse of 7.4, which is in turn the time constant of the electronic
relaxation: an input parameter, chosen for the sake of simplicity to be the same for each

site and vibrational state v.

3.5.2 Vibrational relaxation and vibrational excitation

In a harmonic oscillator, selection rules allow transitions only between neighboring states,

for which Av = £1 [92]. For each pair of states that differ from each other only in the
vibrational state of site A, so that |¥,,) = ’ e gpgf), > and [¥,) = |..., gogfll, . .>, I
define a collapse operator Crim = + /Y |¥n) (¥, |, which expresses the vibrational relax-
ation |¥,,) — |¥,) (Fig. 3.3(c)). I assume that the rate constant vy, of the vibrational
(4) (A>> ?
Xev

relaxation is proportional to ‘ < Xoy_1 , where the inner product is the transition
dipole moment of the involved vibrational states, being proportional to /v [92]. Thus,

i

the rate constant of the vibrational relaxation is given as ynm = VTv_z';v where the time
constant 7,4 is an input parameter, assumed to be temperature-independent and chosen
to be the same for each site and both electronic states.

If the temperature is nonzero, the reverse transition, i.e., vibrational excitation |¥,,) —
|¥,,), also takes place. This process is formulated by the collapse operator Crin =
VYmn [¥m) (V| Considering that the state populations in thermal equilibrium follow

the Boltzmann distribution, the rate constant of the vibrational exciton can be expressed

as

hwvib
mn = Ynm - . 12
gt Vrm €XP < T ) (3.12)

3.5.3 Pure dephasing

Let us replace each collapse operator énm and C’mn introduced in Sec. 3.5.2 with lem =
Vnm [¥m) (Vs | and Cx, = Vmn W) (Wn|, respectively, setting the rate constant
Ym = 1/71;11 to the same value as in Sec. 3.5.2 (i.e., Tpqg = Tyip). The new operators
formulate pure dephasing: they damp the off-diagonal elements of the density matrix ex-
actly like the original collapse operators; however, they do not induce population transfer
(compare Egs. (A.1) and (A.2) of the Appendix). In this study, T apply such operators
only in five simulation cases (indicated with “x” behind their number), namely to deter-
mine how dephasing pertaining to vibrational relaxation (and excitation) contributes to

the investigated effects (see Secs. 5.4 and 6.2).
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3.5.4 Non-Markovian character of the vibrational degrees of freedom

In my model, most vibrational degrees of freedom are treated as components of a Marko-
vian (memoryless) bath, but some of them (namely, the intramolecular vibrational modes)
are modeled explicitly and thus have memory, which means that the description of the
totality of the vibrations is non-Markovian. The coupling strength between a site and
the bath (comprising all the vibrational degrees of freedom) is commonly expressed in
the literature by the reorganization energy A In the present model, this coupling
has two parts: the couplings between the electronic states of the sites and the explicit
intramolecular vibrational modes, described by the Huang—Rhys factor S®; and the
couplings between the vibronic states of the system and the Markovian bath, causing
vibrational relaxation and excitation, characterized by the time constant 7,;. In the
present approach, the reorganization energy is related to the Huang—Rhys factor as

A = f,®

vib

S0 (3.13)

(see Fig. 3.2).

3.6 Reaction center acting as a sink—the measure of the

energy transfer efficiency

Similarly to Refs. [45], [52], [70], I model the reaction center as an energy sink. Iintroduce
it as an extra, N + 1-th site, having a ground electronic state with one vibrational level
and an excited electronic state with as many vibrational levels as the specified site A has.
The energy levels of the energy sink site correspond to those of site A. The sink site is
not exposed to environment-induced transitions, nor is it coupled to any of the “normal”
sites through the off-diagonal elements of the Hamiltonian, but it is linked exclusively to

site A via collapse operators Cp, = /YrC |Vn) (Uhm| constructed for every pair of basis

states for which

W) = |.. ., (pé’;‘), el SO(NJrl) 7
W) =|..., gpgg‘)’ sogi;m;’ (3.14)

where the state of the sites denoted by ellipses is the same in |¥,,) and |¥,). These
collapse operators formulate transitions |¥,,) — |V,), during which the exciton energy

is transferred irreversibly from the system to the sink site (Fig. 3.3(d)). Consequently,
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3.6. Reaction center acting as a sink—the measure of the energy transfer efficiency

the time-evolution of the population p, ,, of state |¥,,) will be a monotonically increasing
function indicating the efficiency of energy transfer. To quantify the efficiency, I simply
divide the expectation value of the energy stored by the sink site at time ¢ by the energy
being present initially at the starting site, say, site 1:

<E(N+1) (t >

n(t) = EO©) (3.15)

where

(ED(t)) = e [5 (1) (EQaMal) + rH0150)] (3.16)

Evidently, the efficiency defined herein depends decisively on the time constant Tpo =
7&&* of the sink effect of the reaction center, which is one of the input parameters of the
model.

The above presented model of the reaction center is slightly modified in the case of the
heptamer, discussed in Chapter 6: first, there are two “normal” sites there that are coupled
to the sink site; and second,—since in the two-particle approximation those configurations
in which one or more “normal” sites are vibrationally excited, but none of them is in
the excited electronic state are excluded from the Hilbert space—all the “normal” sites
(1 =1,2,...,7) are in the ground state both electronically and vibrationally in state

|W,,) appearing in Eq. (3.14).
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Chapter 4

Implementation of the Simulation

Software

4.1 Outline of the simulation algorithm

Following the model delineated in the previous chapter, I implemented a simulation soft-

ware, which determines the state dynamics of the model system by solving the Lindblad

equation (3.5) numerically. I wrote the program code in Python making use of Quantum

Toolbox in Python (QuTiP) [91], [93] (version 3.1.0), an open-source, well documented

library, widely used in the scientific community!.

The algorithm consists of the following major steps:

D.

Reading the input parameters® from a csv file.
Determination of the basis states.
Construction of the matrices representing the operators listed in the next step.
Running QuTiP’s Lindblad equation solver
mesolve(H, rhoO, tlist, c_ops, e_ops),

where H is the Hamiltonian of the system (denoted by Hg in Eq. 3.5), rhoO is
the density matrix of the initial state (5 (0)), and c_ops denotes the applied
collapse operators (C']) The function returns the state populations selected

by the evaluation operators e_ops, in time instances enumerated in tlist.

Construction of diagrams, saving the results to files.

For a list of papers using QuTiP, see http://qutip.org/users.html.
The input parameters are listed in Tables 5.1, 5.2, 6.1, and 6.2.
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4.2. Verification of the implemented simulator program

4.2 Verification of the implemented simulator program

Based on the widespread use of QuTiP, I assumed that its built-in Lindblad equation
solver works correctly. On the other hand, to verify the correctness of my own simulation
program, I checked in several test cases whether the matrices generated by the program

correspond to the ones specified by the model.
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Chapter 5

Simulation Results on Dimers

5.1 Outline of the chapter

In this chapter, first I investigate on dimer model systems how the presence of an un-
damped intramolecular vibrational mode affects the energy transfer (Sec. 5.2). Then,
I study the impact that the damping of the vibrational mode exerts on the transfer
(Sec. 5.3). Afterwards, I compare the influence of vibrational relaxation and pure de-
phasing (Sec. 5.4), and I close the chapter examining the scope of the effects presented
in the previous sections (Sec. 5.5).

I performed the simulations presented in this chapter on various dimer arrangements
(i.e., N = 2), considering the V' = 3 or 5 lowest levels of the vibrational modes (see
Table 5.1 and Fig. 5.1). The efficiencies of the different model systems are compared
based on 7 (2ps), that is, the proportion of energy that arrives to the reaction center
within 2 ps (see Eq. (3.15)). The simulation cases are listed in Table 5.2. Relying on data
published in the literature, I endeavored to use parameters that fall into the physically
relevant range. However, the chosen values do not belong to any particular photosynthetic
complex since my aim in this chapter is to reveal some general characteristics of the energy

transfer process.
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5.2. Energy mismatch of the sites compensated by undamped intramolecular
vibrational modes

Table 5.1: List of dimer (N = 2) arrangements applied in the simulations. Eé;): en-
ergy difference between the excited and the ground electronic state of the i-th site,
hwyip: energy quantum of the vibrational modes (same for each site), J (12). strength
of dipole—dipole coupling between sites 1 and 2, S: Huang—Rhys factor (same for each
site, dimensionless), 7,;: time constant of vibrational relaxation (same for each site;
oo means that the transition is blocked). Asterisk (*) after the roman numeral of the
arrangement denotes that the sites are subject to vibrational relaxation and—if the tem-
perature is nonzero—vibrational excitation. Expressions “resonant” and “detuned” in the
description of the arrangements refer to the electronic levels. See Fig. 5.1 for the energy
level diagrams of the arrangements. [1]

'y @ . (12) _
Arr.  Description Eeg Eey Fiwyit J S T

(em™") (em™!) (em™!) (em™) (1) (ps)

I resonant dimer 15000 15000 300 100 0 00

I detuned dimer 15000 14700 300 100 0 00

11 detuned dimer with undamped 15000 14700 300 100 0.5 oo
vibrational modes

IIT*  detuned dimer with damped 15000 14700 300 100 0.5 0.2

vibrational modes

In each arrangement, the reaction center is coupled to site 2.

5.2 Energy mismatch of the sites compensated by undamped

intramolecular vibrational modes

Consider a system composed of two coupled sites, isolated from its environment at zero
temperature. Let us assume that it is initially in the state |¥ (0)) = ‘gogé)gog))> and
that the frequencies of the vibrational modes of the two sites are the same (hwl(jg =
hwgl)) = hwyip). In the resonant case, that is, when the site energies of the two coupled
sites are equal (Eg]) - Eég):AE = 0cm™ 1) (Arrangement I), the exciton oscillates back
and forth between the sites, being present periodically with unit probability at site 1
and then at site 2 (sim. #1, Fig. 5.1(a)). If, however, the energy levels are detuned
(Arrangement II), the amplitudes of the oscillations of the site populations and thus the
degree of the “dislocation” of the exciton to site 2 will decrease (sim. #2, Fig. 5.1(b)). As
the Huang—Rhys factors S of the sites are zero in the aforementioned simulation cases,

the Franck—Condon overlap integrals <X§]Z3/ ngy)> (i = 1, 2) are also zero for v # V/

because of the orthonormality of the vibrational eigenstates. Accordingly, the states with
vibrational levels higher than 0 are unreachable from the initial state, which corresponds

to the case when there are no intramolecular vibrational modes in the model.
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5.2. Energy mismatch of the sites compensated by undamped intramolecular
vibrational modes

Table 5.2: List of simulations performed on dimers. Arr.: the index of the site arrange-
ment (see Table 5.1 for details), V: number of vibrational states taken into consideration
in each vibrational mode (same for each site), 74 : time constant of electronic relaxation
(same for each site), Tre: time constant of the sink effect of the reaction center, T' : tem-
perature. Infinite time constant means that the transition is blocked (its rate constant is
zero). Ellipsis (...) means parameter sweep, var./vars. denotes variant(s). [1]

Sim. Arrangement V Teg (PS) Trc (ps) T (K) Fig.

1 I 3 (1) o s 0 5.1(a)

2 I 3 (1)8 o0 00 0 5.1(b)

3 111 3 00 00 0 5.1(c), 5.2(a)
42 IIT* 3 00 00 0 5.1(d), 5.2(b)
GBS | 3(1)8 1.6 0.8 0 5.1(e), 5.3
6" 11 3 (1)8 1.6 0.8 0 5.1(f)

70 I 3 1.6 0.8 0 5.1(g), 5.2(c), 5.3
82)b)  IIT* 3 1.6 0.8 0 5.1(h), 5.2(d), 5.3
9a  III 5 1.6 0.8 0...400 5.5

9b  III* 5 1.6 0.8 0...400 5.5

9c T var.©) 5 1.6 0.8 0...400 5.5

9d  III* var.9) 5 1.6 0.8 0...400 5.5

10a  II* vars.d 5 1.6 0.8 0 5.6

10b  TIT* var.9) 5 1.6 0.8 300 5.6

lla I 5 0.8 02...1.2 300 5.7(a)

11b  III 5 0.8 0.2...1.2 300 5.7(a)

llc  III* 5 0.8 0.2...1.2 300 5.7(a)

12a 1 5 1.6 0.2...1.2 300 5.7(b)

12b  III 5 1.6 0.2...1.2 300 5.7(b)

12¢  III* 5 1.6 0.2...1.2 300 5.7(b)

13a 1 5 2.4 0.2...1.2 300 5.7(c)

13b Il 5 2.4 0.2...1.2 300 5.7(c)

13¢  III* 5 2.4 0.2...1.2 300 5.7(c)

14a  III vars.®) 5 1.6 0.8 300 5.8(a)

14b  TI* vars® 5 1.6 0.8 300 5.8(a)

15a  III vars.D 5 1.6 0.8 300 5.8(b)

15b I vars?) 5 1.6 0.8 300 5.8(b)

16a  III vars.®) 5 1.6 0.8 300 5.8(c)

16b  III* vars® 5 1.6 0.8 300 5.8(c)

17 1 5 1.6 0.8 300 5.8(a)—(c)

S: At zero temperature, when the Huang-Rhys factors of the sites are zero, only the
lowest (v = 0) vibrational levels participate in the energy transfer, because
the higher ones are unreachable from the initial state |¥ (0)).

Modifications of the arrangements:

a):  sims. #4 and #8 were rerun as sims. #4% and #8%, respectively, after substituting
vibrational relaxation with pure dephasing of the same time constant (Figs. 5.4(a) and (b))

b): sims. #5 to #8 were rerun after modifying either E(%) and E'é?]) by £5000cm ™! or
J2) by +50cm ! (see Sec. 5.5.1; no figures are included)

;B2 = 14400 cm™!, hwyy = AE = 600 cm™!

d), Toib = 0.1...50ps, 0o

). B =14950...14000 cm ™Y, hwyyp = AE = 50...1000 cm !

): wyip = 100...600cm™! (AE = 300cm ™" fixed)

8 §$=0...1

@

-

Initial state in each simulation case:

. 1 2 3
— T =0K: |\I/(0)> = gpio)’ 9020)’ @éo)>

— if T > 0K: |p(0)), describing the mixed state in which

g0ﬁ)>, uw=0,1,..., V —1, are in thermal equilibrium, while the reaction

go§1y>>,y:0, 1., V-1,

as well as

center is in state )905(,%)>-
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5.2. Energy mismatch of the sites compensated by undamped intramolecular
vibrational modes

AE =0cm™!

AFE =300cm™*! AE = 300cm™!

AE = 300cm™}

Teg = 00, TRC = OO Teg = 1.6 ps, TrRc = 0.8 ps
. . 1.0 1.0
site1 site2 ' RC [l 0 ) T 1 T
! s 0.0%Jff{o8 5 08 (e) sim. #5755
1 (© ©
[ : 3 045 ¢ 04 =
n 2 1 A |
< ' £ oz g 02 LA
Arrangement | : 0.0 0.0
00 05 1.0 15 2.0 00 05 1.0 15 2.
. . 1.0 1.0 1.0
site1 site2 ' RC ol MARANT T ) 1 T
| c b) sim. #2 c f) sim. #6
| S 0.8 L(b) (0.0%]{ 0.8 S 0.8 () 15.1%}
g — — | — | 306 {06 . 2 06} -
< | a =z a2
1] | S 0.4} 404 = S 0.4} =
< h=4 =
“ 0.0 0.0 “ 0.0
Arrangement Il 00 05 10 15 2.0 00 05 10 15 2.
. . 1.0 1.0
site1 site2 ' RC ol v NP J
! S 08 5 089 SIM #7 G70%)
1 © ©
[ : 3 045 g 04 =
«Q = = ) 0.2 g 0.2 -
@ 0. 00  “ 00 EP—
Arrangement [li 00 05 1.0 15 2.0 00 05 1.0 15 2.
site1 site2 ' RC w 1.0 1.0 w 1.0 T T T
! ,
z | S 038 08 508 [ (h) sim. #8 555on |
2 —— X 06 _ = 06} -
1 | § 0.4 04 = § 0.4 .
nE = = g 0.2 02 g 02 |
Arrangement [II* | “ 0.0 0.0 “ 0.0 L S
00 05 1.0 15 2.0 00 05 1.0 15 2.
time [ps] time [ps]
I —1
howip = 300 cm | sitel  — site2  — g(0) |
in each case

Figure 5.1: Dynamics of the exciton energy transfer in various dimer model systems at
T = 0K. Yellow and blue curves denote the occupation probabilities of the excited elec-
tronic states of sites 1 and 2 (i.e., the site populations), respectively, while the thick red
curve, rising monotonically, is the energy transfer efficiency 7(¢). The numerical value in
the top right corner of each plot is 7 (2 ps), that is, the proportion of the initial exciton
energy that arrives at the reaction center by the end of the simulation. In Arrangements I
and II, the states denoted by dotted lines are unreachable from the initial state because
the Huang—Rhys factor is zero. In the energetically resonant dimer (Arrangement I), the
exciton oscillates back and forth between sites 1 and 2 with maximum amplitude. If
the electronic energy levels are detuned (Arrangement II), the degree of exciton transfer
declines. This deterioration, however, can be compensated by intramolecular vibrational
modes creating resonant vibronic levels at the two sites (Arrangement III). In Arrange-
ment IIT* vibrational relaxation traps the exciton at site 2, resulting in an enhanced
energy transfer. The electronic relaxation and the energy absorbing effect of the reaction
center are disabled in the simulations depicted in the left column and enabled in those
ones that are presented in the right column. AFE = Eé};) — Eég): energy detuning between
the electronic states of sites 1 and 2, S : Huang-Rhys factor, 7y, Teg, and Tre: time con-
stants of vibrational relaxation, electronic relaxation, and the sink effect of the reaction
center, respectively, fuwy;p: energy quantum of the intramolecular vibrational modes. See
Tables 5.1 and 5.2 for the simulation parameters not indicated here. [1]
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5.2. Energy mismatch of the sites compensated by undamped intramolecular

vibrational modes

Teg = 00, TRC = OO Teg = 1.6 ps, TrRc = 0.8 ps
(@) sim. #3 (c) sim. #7
site 1 site 2 site 1 site 2
1) (1)

‘e ! @ Mﬁ) ! @
= Pe1 > |%? > |5"a1 > Pe2 >
= el o3 1) 05
g8 e2) |y )
g Il
o0 R
8¢
5 led) o)) o)

lea) e ) len)

o) ) o)

0 1 2 0 1 2 0 1 2 0 1 2
time [ps] time [ps] time [ps] time [ps]
(b) sim. #4 (d) sim. #8
site 1 site 2 site 1 site 2

|e5) |
5 lled) eS) o) 03)
= B lew) v0))  led)) o)

: (2) 2)
g T Peo > |‘Pno >
)
¥ =
< =
;si ° o) l0@) o D) 0@
I &
99911 > W!}}) > ltplel > |<'0!1}) >
W.r;ﬂ)> ‘80.1/(6)> |¢550)> 1 1 1 | 1 1 ] ’¢$[7)>
0 1 2 0 1 2 0 1 2 0 1 2
time [ps] time [ps] time [ps] time [ps]
BT , |
0.0 0.2 0.4 0.6 0.8 1.0

Figure 5.2: Occupation probabilities of the vibronic states of each site over time in dimers
at T'= 0K if the intramolecular vibrational modes are undamped (Arrangement III) or
damped (Arrangement I1I*). The electronic relaxation and the energy absorbing effect of
the reaction center are disabled in the simulations depicted in the left column and enabled
in those ones that are presented in the right column. During vibrational-relaxation-
enhanced exciton energy transfer (VREEET) (Arrangement I1T*), the population of state

<p£?> is increased, indicating that the exciton gets stuck at site 2, which enables the

reaction center to collect a larger proportion of the exciton energy. See Figs. 5.1(c), (d),
(g), (h) for site populations as well as Tables 5.1 and 5.2 for the simulation parameters.

1]
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5.2. Energy mismatch of the sites compensated by undamped intramolecular
vibrational modes

Several studies reported that vibrational modes with frequency close to the energy
detuning of the electronic states of the two sites can promote the exciton transfer [43]-[50].
Indeed, if the Huang-Rhys factors of the sites are changed to 0.5 (Arrangement IIT), the
amplitudes of the oscillations of the site populations almost reach unity again (sim. #3,
Fig. 5.1(c)). Figure 5.2(a) shows the populations of the vibronic states of the two sites
over time. The oscillations of the populations originate mainly in dipole-dipole coupling
between energetically resonant vibronic states, namely between ‘90&)) gpé%)> and ‘gpéll)gag))>
as well as between ‘802(1)) gpé%)> and ‘gpéb) ¢£21)>. Both states ‘goéll)> and ‘gog)> are populated
considerably during the simulation, which implies that both transition ’4,0&))> ~ ’(péll)>

(2

and transition )‘Pfo)> a2 > take place with significant probability. These transitions

connect states of different vibrational levels of a site; therefore, they are allowed only
if the Huang—Rhys factor of the given site is larger than zero so that the corresponding
Franck—Condon overlap integral will be nonzero. If this condition is met, then the involved
vibrational modes can compensate the energy mismatch of the electronic states. (Note
that the frequency of the oscillation is proportional to the coupling strength of the states.
The coupling strength is in turn proportional to the Franck—Condon overlap integrals
(see Eq. (3.10)), which depend on the Huang—Rhys factors. This is why the frequency of
the oscillations of the site populations are smaller in sim. #3 than in sim. #1.)

To assess the efficiency of the energy transfer, let us also consider now the electronic
relaxation (acting on both sites) and the sink effect of the reaction center (acting on site 2),
that is, two competing “energy output channels” resulting in the decay of the populations
of the excited states. In the presented example model, 45.9% of the initial exciton energy
arrives to the reaction center in 2 ps if the electronic energy levels of the two sites are
resonant (sim. #5, Fig. 5.1(e)). By contrast, as expected, the detuning of the energy
levels drastically deteriorates the energy transfer, resulting in an efficiency of only 15.1%
(sim. #6, Fig. 5.1(f)). Nevertheless, the presence of an appropriate vibrational mode
(with a frequency equivalent to the energy detuning of the sites, and a large Huang—Rhys
factor) restores the efficiency of energy transfer to 47.0% (sim. #7, Fig. 5.1(g)). Looking
at the population dynamics of the vibronic states (Fig. 5.2(c)), one can observe a shift
towards the ground electronic states in comparison with the system isolated from its
environment (Fig. 5.2(a)).

I note that the resonance between the vibrational modes and the detuning of the
electronic levels of the coupled sites can in principle also result in the deterioration of the

transfer efficiency if it conducts the exciton to a slower or even a blind path.
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5.3. Exciton transfer enhanced by the damping of intramolecular vibrational modes

5.3 Exciton transfer enhanced by the damping of intramolec-

ular vibrational modes

In the presented model, in general, the energy of the exciton can reach the reaction center
only across some specified site A, while all the sites are exposed to energy dissipation
towards the environment. Therefore, the higher the probability (in time average) that site
A is in the excited electronic state, the more probable that it is the reaction center that
captures the energy of the exciton. That is to say, the optimal energy transfer efficiency
could be reached if the exciton stayed at site A all the time. In this case, the efficiency
of the energy transfer (supposing that the electronic energies of sites 1 and A are equal)

would be

YRC
7 t—>o00)= ——. 5.1
ot ( ) YRC + Yeg ( )

To approach this optimal value, the exciton has to be transferred as fast as possible to
site A and kept there so that the reaction center can “absorb” its energy.

As shown above, the exciton oscillates back and forth among the sites if the system
evolves unitarily, isolated from its environment (Figs. 5.1(a)—(c)). Similar but decaying
oscillations characterize the systems that are exposed to electronic relaxation and the sink
effect of the reaction center (Figs. 5.1(e)—(g)). However, these coherent oscillations be-
come moderate if the intramolecular vibrational modes are damped (Arrangement I1I*),
since vibrational relaxation induces dephasing and, moreover, can bring the exciton to a
state that is energetically detuned from the states of the neighboring site. Consequently,
the (back) transfer of the exciton from this state to the neighboring site is impeded.
This is why the exciton is trapped in state ‘gog))> at site 2. If there is neither electronic
relaxation nor sink effect in the system, the population of ’(pg))> approaches to a value
close to 1 (sim. #4, Figs. 5.1(d) and 5.2(b)). If, however, these transitions are active,
both sites finish in the ground state, but before then, the population of state ‘apg)> is
all along increased (sim. #8, Figs. 5.1(h) and 5.2(d)) compared to the dimer with un-
damped vibrational modes (sim. #7, Figs. 5.1(g) and 5.2(c)). The elevated population
of site 2, in turn, enables the reaction center to collect a larger proportion of the exciton
energy. Accordingly, vibrational relaxation increases the efficiency of the energy transfer
from 47.0% to 56.8%, which means a gain of 21%—a significant advance towards the
optimal efficiency of 66.7%, calculated by Eq. (5.1) for the time constants applied in

these simulations. (Compared to the resonant dimer, the increment is even slightly more,
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5.4. Vibrational relaxation vs. pure dephasing

sims. #5, #7, #8

0.7 : : | 30
0.6 25
0.5 20 5
~ 0.4 15 &
= 0.3 10 £
0.2 5 o
0.1 0
0.0 N 1 1 —
00 05 1.0 15 2.0
time [ps]
| n — ux — gain ofIII*overIII|

Figure 5.3: Efficiency of the energy transfer over time in the resonant dimer (Arrange-
ment I), the detuned dimer with undamped vibrational modes (Arrangement IIT), and
the detuned dimer with damped vibrational modes (Arrangement I11*) at "= 0K. The
thick red curve depicts the gain caused by vibrational relaxation (scale on the right axis).
See Tables 5.1 and 5.2 for the simulation parameters. [1]

namely 24%; whereas the poorly performing detuned dimer of zero Huang—Rhys factor
is surpassed by the resonant dimer with damped vibrational modes by 276%.) From
now on, I will refer to this kind of exciton propagation occurring in Arrangement I11*
as vibrational-relazation-enhanced exciton energy transfer (VREEET). To emphasize its

degree, Figure 5.3 depicts the efficiency curves of different arrangements together.

5.4 Vibrational relaxation vs. pure dephasing

As described in Sec. 3.5, the collapse operators expressing vibrational relaxation (or ex-
citation) |¥,,) — |¥,) result both in population transfer from py, m to pnn, and in the
decay of the off-diagonal elements p;,, and pp, i, © # m, i.e., dephasing. To inspect
in what degree the latter process in itself contributes to the enhancement of the energy
transfer, I repeated sims. #4 and #8 replacing each of the aforementioned collapse opera-
tors with a new one that formulates pure dephasing according to Sec. 3.5.3. The obtained
population dynamics are depicted in Figs. 5.4(a) and (b). I found that pure dephasing
increased the efficiency of the energy transfer from 47.0% obtained for the undamped case
(Fig. 5.1(g)) to 49.8% (Fig. 5.4(b)), while the dimer with damped modes performed at
56.8% (Fig. 5.1(h)). The difference between the two latter cases reveals the importance

of the population transfer during vibrational relaxation in VREEET.
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5.4. Vibrational relaxation vs. pure dephasing

Teg = 00, TRC = 00 Teg = 1.6 ps, TRc = 0.8 ps
(a) sim. #4% (b) sim. #8*

- 1.0 , ‘ [ 1.0 1.0 , , , 1.0
E gz | Zos 2 osf {os
gwa & 06 B 06| o6
| 80 8 04 1%
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0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0
time [ps] time [ps]
| site 1 — site 2 — n(t) |

Figure 5.4: Dynamics of the exciton energy transfer in the dimer model system exposed
to pure dephasing at 7" = 0K if electronic relaxation and the energy absorbing effect
of the reaction center (a) do not or (b) do take place. n denotes the energy transfer
efficiency. The numerical value in the top right corner of each plot is 7 (2 ps), that is, the
proportion of the initial exciton energy that arrives at the reaction center by the end of the
simulation. The simulations presented here are the modified versions of sims. #4 and #8:
the collapse operators describing vibrational relaxation were replaced by new ones that
formulate pure dephasing. The efficiency of the energy transfer in the system exposed
to pure dephasing (49.8%) (Fig. 5.4(b)) is only slightly higher than the value obtained
for the undamped case (47.0%) (Fig. 5.1(g)) and is much lower than the efficiency of the
system with damped vibrational modes (56.8%) (Fig. 5.1(h)). These results demonstrate
that vibrational relaxation surpasses pure dephasing in the enhancement of the exciton

energy transfer. [1]
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5.5. Scope and robustness of vibrational-relaxation-enhanced exciton energy transfer

5.5 Scope and robustness of vibrational-relaxation-enhanced

exciton energy transfer

5.5.1 Dependence on the electronic energy levels and on the inter-
pigment coupling

To inspect how the energy difference Eé? between the excited and the ground electronic

states of the sites as well as the coupling J (i) between the sites influence the efficiency

of the exciton transfer, I reran sims. #5 to #8 after the considerable modification either

of Eé;) and Eéz) by £5000cm ™! or of J#) by +50cm™" (no figures are included).

In each case, the parallel change of the electronic levels of the sites resulted in only
a negligible change in the energy transfer efficiency (+2% with respect to the “original”
version of the simulation). In the case of the modified versions of sims. #5, #7, and
#8, the impact of the alteration of the inter-pigment coupling strength on the efficiency
was also little (the relative changes were £4%).! Consequently, the relative enhancement
caused by the vibrational relaxation (sim. #8 vs. sim. #7) remained remarkable (between
16% and 22%).

On the other hand, the modified versions of sim. #6 revealed strong dependence on
the inter-pigment coupling (setting J) to 50cm~", 100cm ™', and 150 cm ™! leaded to
n = 5.0%, 15.1%, and 23.9%, respectively). In this case, the electronic levels of the two
sites were detuned from each other, which was not compensated by the intramolecular
vibrational modes, either, as the Huang—Rhys factor S was zero. This resulted in a
poor exciton transfer performance, which, however, could be somewhat compensated by

a stronger inter-pigment coupling.

5.5.2 Dependence on the temperature

In the simulations presented up to this point, the temperature was set to zero, meaning
that the initial state is a pure state (‘gpg)), @é%)>) and only vibrational relaxation can
take place, while vibrational excitation does not occur. This setting resulted in simpler
transfer dynamics, which facilitated the explanation of the phenomena. Next, T will
investigate the dependence of the efficiency on the temperature, and then I will study

the scope and robustness of VREEET by sweeping various model parameters at room

temperature.

! However, the frequency of the oscillation of the exciton between the two sites varied proportionally

to J(12),
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5.5. Scope and robustness of vibrational-relaxation-enhanced exciton energy transfer

In my model, the Hamiltonian and the speed of vibrational relaxation are assumed
to be temperature-independent, and the influence of the temperature on the transfer
dynamics appears through the shift of the thermodynamic equilibrium. Accordingly,
for nonzero temperatures, I specify the initial state of the system as a mixed state, in
which the vibrational levels of each site—being in either the ground or excited electronic
state—are in thermal equilibrium; moreover, together with vibrational relaxation, I also
take vibrational excitation into consideration. At this point, I recall Eq. (3.12), which
expresses the proportionality between the rates of these two opposite state transitions.
With this in view, arrangements with damped vibrational modes (i.e., whose vibrational
relaxation time constant 7, is finite) are better to be called thermalizing arrangements,
and those with undamped modes, non-thermalizing arrangements.

Figure 5.5 shows that the increase of the temperature reduces the efficiency of the ex-
citon transfer in both non-thermalizing (sim. #9a) and thermalizing dimers (sim. #9b),
while the significant advantage of the latter over the former remains, that is, VREEET
occurs even at higher temperatures. Doubling the energy gap hw,;, between the vibra-
tional levels together with the detuning between the electronic energy levels of the two
sites (so that the equation AE = fw,;, will still be valid) (sims. #9c¢ and #9d) moder-
ates the temperature dependence of the transfer efficiency. In non-thermalizing dimers,
the temperature affects only the initial state, and the deterioration of the efficiency with
increasing temperature is connected to the fact that I consider limited number of vibra-
tional levels: the decline is intensified if the number of the vibrational levels taken into
account is lower (not depicted in the figure). When thermalization also takes place, the
rise of the temperature speeds up vibrational excitation, which, on the one hand, speeds
up decoherence, and on the other hand, shifts thermal equilibrium and thus the “distri-
bution” of the exciton between the two sites. In this case, considering fewer vibrational

levels hardly affects the curves.

5.5.3 Dependence on the time constants of the incoherent processes

Figure 5.6 depicts the dependence of the efficiency of the energy transfer on the time
constant 7, of the vibrational relaxation at 0 K and 300 K (sims. #10a-b). As expected,
faster vibrational relaxation results in higher efficiency. For the given parameter set, the

enhancement proves to be significant if 7, is shorter than a few picoseconds.
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Figure 5.5: Dependence of energy transfer efficiency on the temperature in dimers if vi-
brational relaxation and excitation (i.e., thermalization) do not (Arrangement III) or do
occur (Arrangement I1T*). In the case of the “variants”, the frequency of the intramolecu-
lar vibrational modes is doubled together with the detuning between the electronic energy
levels of the two sites (so that the equation AE = hw,;, will remain valid), which makes
the exciton energy transfer less dependent on temperature. See Tables 5.1 and 5.2 for
the simulation parameters. [1]

sims. #10a-b

n(2 ps)

0.40 ol L
0.1 1 10
Tvib [ps]
== ||I* variants, 0 K <=« I, 0 K (ref. level)
—> ||I* variants, 300 K -+- |ll, 300 K (ref. level)

Figure 5.6: Dependence of energy transfer efficiency on the time constant 7,; of the
vibrational relaxation in dimers. The dotted lines depict the efficiencies in the undamped
cases (Tyip = 00) as references. See Tables 5.1 and 5.2 for the simulation parameters. [1]
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Figure 5.7: Dependence of the energy transfer efficiency on the time constants 7., and
Tre of the electronic relaxation and the sink effect of the reaction center in dimers at
T = 300K. Arrangements I, I1I, and III* are the resonant dimer, the detuned dimer with
undamped vibrational modes, and the detuned dimer with damped vibrational modes,
respectively. The thick red curves depict the gain caused by vibrational relaxation (scale
on the right axis). See Tables 5.1 and 5.2 for the simulation parameters. [1]

Obviously, 7.4 and 7rc are decisive for the efficiency of the energy transfer: the
slower the electronic relaxation and the faster the sink effect of the reaction center, the
more efficient the energy transfer (sims. #11a-13c, Figs. 5.7(a)—(c)). When the reaction
center absorbs the energy of the exciton quickly (7rc is small), there is little difference
in the efficiency between the resonant dimer (Arrangement I), the detuned dimer with
undamped vibrational modes (Arrangement III), and the detuned dimer with damped
vibrational modes (Arrangement I11*). However, if the sink is slow, and thus the energy
transfer is less efficient, the relative advantage of the dimer with damped vibrational
modes over the undamped case becomes significant. I set the time constant 7., of the
electronic relaxation to three different values: the larger this parameter, the more energy
arrives to the reaction center; nevertheless, the curves of the relative gain achieved by
the damping of the vibrational modes are very similar in the three cases. The curve of
the resonant dimer and that of the detuned dimer with undamped vibrational modes run
close to one another regardless of Trc and 7.4, demonstrating that the detuning of the
electronic energy levels can be compensated by a resonant vibrational mode all over the
investigated parameter range.

From another point of view, one can also interpret Figs. 5.7(a)—(c) in such a way that
the system can reach the same energy transfer efficiency with a much slower reaction

center if the sites are subject to vibrational relaxation.
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Figure 5.8: Dependence of the energy transfer efficiency in dimers at 7' = 300K (a) on
the energy detuning AFE between the electronic levels of sites 1 and 2 in the case when
the energy quantum hw,;, of the vibrational mode is kept equal to it, (b) on the energy
quantum fAw,;, of the vibrational mode (in this case, AF is fixed to 300cm™1!), and
(c) on the Huang-Rhys factor S; if the intramolecular modes are undamped (variants of
Arrangement III) or damped (variants of Arrangement II1T*). The reference level, depicted
by dotted line, is the efficiency of the resonant dimer (Arrangement I). See Tables 5.1
and 5.2 for the simulation parameters. [1]

5.5.4 Dependence on the detuning of the electronic energy levels

Let us modify now Arrangements III and IIT* by sweeping the energy detuning and the
frequency of the vibrational mode simultaneously so that the energy levels of states ’gog))>
and ’@fj)> will coincide, or in other words, the equation AE = hw,; will be satisfied. For
the damped case, energy transfer efficiency increases until AE = hiw,i, ~ 700 cm™!, then
it declines slowly (sim. #14b, Fig. 5.8(a)). To interpret the curve, two factors are to be
considered. On the one hand, the energy detuning between states )apé(l))> and ’(pg))> has
to be large enough so that it can efficiently inhibit the back propagation of the exciton
from site 2 to site 1. On the other hand, larger hw,;; means larger energy loss during the
vibrational relaxation, which results in lower transfer efficiency. The comparison with
the undamped case (sim. #14a) reveals that vibrational relaxation enhances the energy

transfer by more than 20% in a wide range of parameter AE = hw,.

5.5.5 Dependence on the frequency of the vibrational modes

Figure 5.8(b) demonstrates the efficiency of energy transfer versus the energy quantum
hwyp of the vibrational modes, when the energy detuning AE between the electronic
states of sites 1 and 2 is fixed to 300cm™! (sims. #15a-b). Optimal efficiency is ob-
D)

energetically matches ‘90£21)> or ‘cpg)>, respectively. On the other hand, when hw,; is

tained if hw,;p or—in the undamped case—2hw,;p is close to AFE, meaning that

considerably detuned from AF, the energy transfer is drastically deteriorated. Neverthe-
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less, vibrational relaxation boosts the energy transfer in the whole depicted range roughly

by one tenth of the initial exciton energy.

5.5.6 Dependence on the Huang—Rhys factor

If the Huang—Rhys factor S is zero, then—because of the orthonormality of the vibrational
eigenstates—transitions can occur only between the same vibrational levels of the two
electronic states. Conversely, differing vibrational states of the two electronic states—that
can participate in resonant transitions between neighboring sites—are coupled only if the
Huang-Rhys factor is larger than zero (see Table A.2 of the Appendix). Accordingly,
if S is close to zero, dimers with detuned electronic levels exhibit a very poor energy
transfer efficiency (sims. #16a-b, Fig. 5.8(c); see also Fig. 5.1(f)) since in this case the
couplings between the energetically resonant vibronic levels of the neighboring sites are
very week. When, however, S gets larger than approximately 0.05, the coupling between

902%3, +1)> becomes strong enough to get

the energetically resonant states ‘¢§9> and

the exciton easily to site 2, where it can relax to state

gpgg)>, which makes the energy
transfer in the dimer with damped vibrational mode more efficient than in the resonant
dimer. After a steep increase, the curve starts to decline slowly around S = 0.4. Again,
vibrational relaxation considerably enhances the energy transfer in a wide parameter

range.
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Chapter 6

Simulation Results on an

FMO-complex-inspired Heptamer

6.1 Outline of the chapter

To investigate the above effects in a more complex and more realistic system, I constructed
a heptamer model inspired by the FMO complex of the green sulfur bacterium Chlorobium
tepidum. 1 used the Hamiltonian published in Ref. [94] to define the site energies EY
and the dipole-dipole coupling strengths J (i) between the sites (see Table 6.1). There
are two main energy pathways in the FMO complex: one starts at BChly, the other, at
BChlg; and both end at BChls and BChly as these are the sites that are connected to
the reaction center. (Accordingly, the extra site modeling the reaction center is coupled
incoherently to both BChls and BChly by collapse operators. The energy levels of the
extra site correspond to those of BChl;. Thus, there is a minimal energy loss in my
model when the reaction center absorbs energy from BChly.) I set the energy quantum
of each intramolecular vibrational mode to Aiw = 180 cm~!(Ref. [94]), which is near to
the differences between the electronic energy levels of the neighboring sites. Following
Ref. [76], I set the constant 7., of the electronic relaxation to 250 ps, and the time
constant Tro of the reaction center to 2.5 ps. During the simulations performed on the
heptamer, T applied the two-particle approximation (see Sec. 3.2). Furthermore, to handle
computational complexity, I limited the number of considered vibrational levels in both
the ground and excited electronic states to four at BChls and to three at all the other
sites.

In the simulations presented hereunder, I varied three parameters: (i) the Huang—Rhys

factor S of the sites, (ii) the time constant 7,; of the vibrational relaxation, and (iii)
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Table 6.1: Parameters of the heptamer model (N = 7) inspired by the FMO complex.

The site energies Eézg) (diagonal elements) and the dipole-dipole couplings J(7) between
the sites (off-diagonal elements) are defined in cm~! by the Hamiltonian of Chlorobium
tepidum, published in Ref. [94]. The dominant terms are written in bold. V®: number
of vibrational levels taken into account at the i-th site, fiw,;: the energy quantum of the
intramolecular vibrational mode (same for each site). [1]

BChly BChl, BChl; BChly BChl; BChlg BChly
BChl; | 12410 -87.7 5.5 -5.9 6.7 -13.7 -9.9
BChly -87.7 12530 30.8 8.2 0.7 11.8 4.3
BChl; 5.5 30.8 12210 -53.5 -2.2 -9.6 6.0
BChly -5.9 8.2 -53.5 12320 -70.7 -17.0 -63.3
BChl; 6.7 0.7 -2.2 -70.7 12480 81.1 -1.3
BChlg -13.7 11.8 -9.6 -17.0 81.1 12630 39.7
BChly; -9.9 4.3 6.0 -63.3 -1.3 39.7 12440

V(S) =4 V(Z) =3fori=1,2 4,5,6, 7&)
huwyip = 180cm™" (Ref. [94])

The reaction center is coupled to sites 3 and 4; its energy levels correspond to those of
site 3.

a). If both the temperature and the Huang—Rhys factors are zero, only the lowest
(v = 0) vibrational levels participate in the energy transfer, because the higher
ones are unreachable from the initial state |¥ (0)).

the temperature 7. I ran the simulations for 10 ps, a duration chosen arbitrarily. The

simulation parameters are summarized in Table 6.2.

6.2 Population dynamics in some characteristic cases

Let us assume that the exciton is initially at site 6. If the Huang—Rhys factor is set to
the relatively high value of 0.22 [94], and the time constant of the vibrational relaxation,
to 1.5 ps (value chosen from the range given in Ref. [95]), then the FMO model exhibits
a quite good efficiency at zero temperature (sim. #19, Fig. 6.1(b)), and it still performs
well at 300K (sim. #22; Fig. 6.1(e)). At both temperatures, changing the Huang-Rhys
factor to zero deteriorates the exciton transfer drastically, since it ceases the coupling
between the quasi-resonant vibronic states of the neighboring sites (sims. #18 and #21,
Figs. 6.1(a) and (d)). “Turning off” the vibrational relaxation also decreases the efficiency

considerably, especially at room temperature (sims. #20 and #23, Figs. 6.1(c) and (f)),
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Table 6.2: List of simulations performed on the FMO model. S: Huang—Rhys factor
(same for each site), 7,4 time constant of the vibrational relaxation (same for each site),
T: temperature, 7.4: time constant of electronic relaxation (same for each site), Tpc:
time constant of the sink effect of the reaction center. Infinite time constant means that

the transition is blocked (its rate constant is zero). [1]

Sim.?®) S (1) Twib (PS) T (K) Fig.®)
18 /18’ 0 1.59 0 6.1(a) / A.1(a)
199/ 19’ 0.22¢) 1.59 0 6.1(b) / A.1(b)
20 /20’ 0.22°) 00 0 6.1(c) / A.1(c)
21 /21 0 1.59 300 6.1(d) / A.1(d)
220) / 29’ 0.22¢) 1.59 300 6.1(e) / A.l(e)
23 /23 0.22°) 00 300 6.1(f) / A.1(f)
24P) / 24 0.22°) 0.1...500, co 300 6.4(a)
25 /25’ 0...1.5 1.59 300 6.4(b)
26 / 26’ 0.22¢) 1.59 .320 6.4(c)

In each simulation case:
— Teg = 250 ps, Tre = 2.5ps (Ref. [76]),
— initial state (if the exciton is initially at site 6):f)
—ifT=0K: |[¥(0)) = ‘goé%), cey goé?)), 902?))7 ap(gg); ¢;%)>;
—if T'> 0K: |p(0)), describing the mixed state in which ¢£§)>, v=0,1,2,
as well as ‘¢§2>, 1=1,2...,57 u=01,..., v —1 , are in thermal

equilibrium; while the reaction center is in state‘goé%)>.

a).  Plain numbers / numbers with an apostrophe denote simulation cases in which
the exciton is initially at site 6 / site 1, respectively.

) Sims. #19, #22, and #24 were rerun as sims. #19%, #22%, and #24%, respec-
tively, after substituting vibrational relaxation with pure dephasing of the same
time constant (Figs. 6.2(a), 6.2(b), and 6.3).

°):  Ref. [94].
Value chosen from the range given in Ref. [95].
©).  Figure A.1 can be found in the Appendix.

The initial state is constructed analogously in the case when the exciton starts
from site 1.
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which points out the significance of this incoherent process: at 300K, it increases the
transfer efficiency by 88%. (Note that if the Huang-Rhys factor is zero, then at 0K
only the lowest vibrational levels (v = 0) are populated and thus in this case vibrational
relaxation has no effect on the system dynamics.)

Figure A.1 in the Appendix depicts the population dynamics for the same settings,
assuming that the exciton start from site 1 instead of site 6. The results are similar to

the ones presented in the previous paragraph.

After replacing the collapse operators that describe vibrational relaxation with new
ones that induced the same dephasing as the original collapse operators but without
population transfer, I repeated sims. #18 and #21. The population dynamics is depicted
in Figs. 6.2(a) and (b). Comparing the results with the above presented ones, I found that
at 0 K pure dephasing increased the efficiency of the energy transfer to 70.3% (Fig. 6.2(a))
from 70.1% obtained in the undamped case (Fig. 6.1(c)), while the system with damped
vibrational modes performed at 88.2% (Fig. 6.1(b)). At 300K, I obtained 50.0%, 36.9%,
and 69.4%, respectively (see Figs. 6.2(b), 6.1(f), and 6.1(e)). Confirming my findings
on the dimer, these results point out that vibrational relaxation enhances the exciton
energy transfer to a much greater extent than pure dephasing. In the next section, I will
demonstrate that this is true for a wide range of the time constant of the relaxation /

dephasing process.
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Figure 6.1: Population dynamics in the heptamer model of the FMO complex if the
exciton is initially at site 6. The monotonically rising thick red curve denotes the energy
transfer efficiency 7(¢). The numerical value in the top right corner of each plot is (10 ps),
that is, the proportion of the initial exciton energy that arrived at the reaction center by
the end of the simulation. The results demonstrate that the energy transfer efficiency rises
when the Huang-Rhys factor S is increased (second vs. first row) and when thermalization
occurs (i.e., the time constant 7, of vibrational relaxation is finite) (second vs. third
row). Increasing the temperature enhances the energy transfer if the Huang-Rhys factor
is zero (first row), but deteriorates the efficiency, when S = 0.22 (second and third rows).
See Tables 6.1 and 6.2 for further simulation parameters. Compare this figure with
Fig. A.1 of the Appendix, which depicts the case when the exciton starts from site 1. [1]

70



DOI:10.15774/PPKE.ITK.2018.009

6.3. Dependence on the time constant of the vibrational relaxation, on the
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Figure 6.2: Dynamics of the exciton energy transfer in the FMO-complex-inspired hep-
tamer exposed to pure dephasing. Initially, the exciton is at site 6. 1 denotes the energy
transfer efficiency. The numerical value in the top right corner of each plot is 7 (10 ps),
that is, the proportion of the initial exciton energy that arrives at the reaction center by
the end of the simulation. The simulations presented here are the modified versions of
sims. #19 and #22: the collapse operators describing vibrational relaxation were replaced
by new ones that formulate pure dephasing. At 0K, the efficiency of the energy transfer
in the system exposed to pure dephasing (70.3%) (Fig. 6.2(a)) is only slightly higher than
the value obtained for the undamped case (70.1%) (Fig. 6.1(c)) and is much lower than
the efficiency of the system with damped vibrational modes (88.2%) (Fig. 6.1(b)). At
300K, T obtained 50.0%, 36.9%, and 69.4%, respectively (Figs. 6.2(b), 6.1(f), and 6.1(e)).
These results demonstrate that vibrational relaxation surpasses pure dephasing in the
enhancement of the exciton energy transfer. [1]

6.3 Dependence on the time constant of the vibrational re-
laxation, on the reorganization energy, and on the tem-

perature

Figure 6.4(a) (sims. #24 and #24’) demonstrates the significance of the vibrational relax-
ation in the enhancement of the exciton energy transfer. Compared to the undamped case
(denoted by dotted line in the figure), depending on the initial condition, the heptamer
exhibits a 62% or 96% higher efficiency if the damping of the intramolecular vibrational
modes is optimal (7, is about 1ps if the exciton starts from site 1, and 0.5ps if it
is initially at site 6). Besides, also outstripping pure dephasing (Fig. 6.3), VREEET
provides a remarkable improvement for the exciton energy transfer in a wide parameter
range. When the vibrational relaxation is very fast, the decline of the efficiency occurs

presumably because intense decoherence impedes the propagation of the exciton.
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sims. 24 & 24*
08 AL AL L
m
o
o
—
=
0.2} e
0 | | |
0.1 1 10 100
Toiv [PS]/ 7, [PS]
| vibrational relaxation undamped case (ref. level) »—x  pure dephasingl

Figure 6.3: Energy transfer efficiency in the heptamer model of the FMO complex if the
system is exposed to vibrational relaxation of time constant 7,; or to pure dephasing of
time constant 7,4. (The exciton starts from site 6; T' = 300K.) See Tables 6.1 and 6.2
for simulation parameters.

Figure 6.4(b) (sims. #25 and #25’) reveals that the coupling between different vi-
brational levels created by nonzero reorganization energy (being proportional to the
Huang-Rhys factor) is critical for the efficient exciton transfer either if the exciton starts
from site 1 or site 6. In both cases, the highest efficiency is achieved with an intermediate
reorganization energy. These results are in agreement with the ones obtained by non-
Markovian models, such as by the generalized Bloch—-Redfield equation [74] and by the
hierarchical equations of motion (HEOM) |76], which indicates the non-Markovian char-
acter of my model. Around the optimum, the curves are flat; in other words, VREEET
is robust robust against the change of the reorganization energy.

The raise of the temperature accelerates dephasing and shifts the thermal equilibrium
towards higher states, which can also mean a shift towards sites with higher site energies.
Considering these factors, one might predict that the efficiency declines with increasing
temperature if the exciton is initially at site 6, from where the energy pathway slopes
all along to site 3 and 4, being connected to the reaction center. In accordance with the
prediction, I obtained a monotonically declining curve for this case (sim. #26, Fig. 6.4(c)),
which corresponds to former results as well [74]. However, in the other pathway, starting
at site 1, site 2 forms a hill, the ascent of which is assisted by higher temperature. Thus,
one might expect that the optimal efficiency is reached at some nonzero temperature
determined by the opposite effects, in agreement with the results of previous studies.
[74], [76] Nevertheless, my model results in a monotonically declining curve also for this

initial condition (sim. #26’, Fig. 6.4(c)).
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6.3. Dependence on the time constant of the vibrational relaxation, on the
reorganization energy, and on the temperature
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Figure 6.4: Dependence of the energy transfer efficiency in the heptamer model of the
FMO complex (a) on the time constant 7, of the vibrational relaxation (7' = 300 K),
(b) on the reorganization energy A\ = hwyipS (T = 300 K, hwyg is fixed to 180cm™!), and
(c) on the temperature. See Tables 6.1 and 6.2 for simulation parameters. [1]
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Chapter 7

Discussion

7.1 Running time of the simulations

The running time of the simulations depends primarily on the dimension D of the Hilbert
space made up by the possible states of the system as well as on the number of unitary
and non-unitary couplings. Running the simulations on a 2.4 GHz dual-core laptop
(4 GB RAM, Windows 7), 1 experienced running times between a few tens of seconds
(dimer model system, D = 54) and about half an hour (heptamer model of the FMO

complex, D = 309). (In case of parameter sweep, these values obviously multiplied.)

7.2 Comparison with former results

It is known that the efficiency of the photosynthetic exciton energy transfer depends on
many factors (e.g., species, light conditions [96], redox potential [97]). As green sulfur
bacteria live under extremely low light intensity [27], the efficiency of the photosyn-
thetic energy transfer is vital for them. According to spectroscopic measurements, the
efficiency of the energy transfer in these organisms from the antenna complex to the
baseplate—under appropriate conditions—approaches 100% [97]. From the baseplate,
the energy reaches the FMO complex (Fig. 2.1), which in turn transfers the exciton to
the reaction center. The efficiency of the latter step was found to be about 76%—at
least for those FMO complexes that were connected to the reaction center [98]. (In the
cited study, two-thirds of the FMO complexes were unable to transfer the energy to the
reaction center either because of some natural property of the system or because of the
experimental preparation of the sample.) Although the simulation results cannot be com-
pared one-to-one with measurement data, the model presented in this thesis qualitatively

predicts the high efficiency of the photosynthetic energy transfer process, revealed by the
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7.3. Selection of the intramolecular vibrational modes included in the model

experiments. Besides, as mentioned in Sec. 6.3, the simulation results that I obtained
for the heptamer model of the FMO are qualitatively similar in many aspects to those

published in Refs. [74] and [76], produced by other models.

7.3 Selection of the intramolecular vibrational modes in-

cluded in the model

In reality, a pigment molecule has a large number of intramolecular vibrational modes.
Including only a few of them to the system model while treating the rest as the part of
the bath may seem arbitrary. Nevertheless, the computational complexity strongly limits
the number of modes that can be explicitly modeled. Besides, Occam’s razor suggests
that one should use the simplest model to explain a phenomenon. Accordingly, I included
in my model only a “single effective” [94] intramolecular vibrational mode of the spectral
density of the FMO complex, which proved to be sufficient in the presented simulations
to predict the high efficiency of the exciton energy transfer taking place in the FMO
complex.

It is a further question, whether the demonstrated efficiency-enhancing effect of the
intramolecular vibrational modes occurs also when there are plenty of them. Based on the
investigations performed up to now, I cannot give a definitive answer. It is reasonable
to assume that if further intramolecular vibrational modes are included in the model,
they behave in the same way as did the single mode in the presented simulations, that
is, the couplings between the vibronic states originating from the inclusion of a new
intramolecular mode and the states of the neighboring sites create new exciton transfer
pathways, whose efficiency depends on whether they are energetically resonant or not. In
either case, the exciton can still use the pathways that had already existed before the new
intramolecular mode was included.! Thus, the newly added intramolecular vibrational
mode should at least not hinder the propagation of the exciton. Nevertheless, it is
conceivable that the inclusion of a vibrational mode opens up a pathway that takes
the exciton to an energy trap that is isolated from the reaction center. This scenario is,
however, unlikely because the energy landscapes of the light-harvesting complexes usually

slope to the reaction center [27], [36], [45], [75]. Ultimately, therefore, I suspect that the

! This statement might not hold true if the exciton occupies the excited vibrational states of the new

mode with high probability due to high temperature. After, however, the ground vibrational state is
depopulated by the exciton transfer, vibrational relaxation will remove the exciton from the excited
vibrational states.
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findings of this thesis also remain valid for systems with large number of intramolecular

vibrational modes.

76



DOI:10.15774/PPKE.ITK.2018.009

Chapter 8

Conclusions

8.1 Summary of new scientific results

Thesis 1la: I have constructed a general quantum model that describes
photosynthetic exciton energy transfer taking intramolecular vibrational

modes explicitly into account.

The new model describes a system built up of N pigment molecules (sites) considering two
electronic states and an explicitly treated intramolecular vibrational mode at each site. In
addition, the model contains an extra site, representing the reaction center. The couplings
between the sites are calculated by means of the Franck—Condon overlap integrals. The
time-evolution of the model system is described by a Lindblad-type master equation, in
which the interaction with the memoryless environment is expressed phenomenologically

through Lindblad operators.

Thesis 1b: Based on the new model, I have implemented a simulator

program.

According to the particular model system, the implemented simulator program constructs
the corresponding Lindblad master equation, which is then solved numerically by means

of the built-in functions of Quantum Toolbox in Python (QuTiP) [91], [93].

77



DOI:10.15774/PPKE.ITK.2018.009

8.1. Summary of new scientific results

Thesis 2: T have surveyed in a uniform study how undamped and
damped intramolecular vibrational modes influence the exciton energy

transfer and especially its efficiency.

To reveal the role of intramolecular vibrational modes, I have compared various scenarios.
In the well-known case of the homodimer, the exciton coherently oscillates back and forth
between the two sites, being present periodically with unit probability at site 1 and then
at site 2. However, the detuning of the electronic energy levels of the sites decreases the
probability of the “dislocation” of the exciton. I have confirmed that this deterioration of
the transfer can be compensated by the presence of intramolecular vibrational modes [43]-
[52] that create resonant energy states at the two sites, provided that the Huang—Rhys
factors are sufficiently large to couple these levels. In addition, I have demonstrated that
the damping of these vibrational modes can considerably enhance the energy transfer
further. The latter result is in accordance with Refs. [45], [47], [54], but it contradicts
the findings of Refs. |50], [52].

The reason for the improvement of the efficiency is that vibrational relaxation can
take the exciton to a state that is energetically detuned from all the states of the site
from where the exciton arrived, which impedes the propagation of the exciton back to the
previous site (Fig. 8.1). Vibrational relaxation can thus unidirect the energy transfer and,
moreover, trap the exciton at sites connected to the reaction center, resulting in a higher
efficiency. I refer to this kind of transport process as wibrational-relazation-enhanced

exciton energy transfer (VREEET).

Thesis 2a: I have demonstrated that the relative enhancement of the energy
transfer caused by vibrational relaxation is multiple times larger than the

relative enhancement caused by pure dephasing.

By omitting the population transferring effect of vibrational relaxation (and excitation),
I introduced pure dephasing in the model. T demonstrated that this process can also in-
crease the efficiency of the energy transfer (as it had been formerly described in Refs. [70],
[99]); however, the enhancement caused by pure dephasing is notably surpassed by the
one caused by vibrational relaxation (both in the dimer model at 0 K and in the heptamer

model of the FMO complex at 0K and at 300 K).
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Ey site 1 site 2 RC

hwvzb

M
1

AFE ;

Figure 8.1: The path of vibrational-relaxation-enhanced exciton energy transfer
(VREEET) from site 1 to the reaction center (RC) in the dimer model. There is

dipole-dipole coupling between energetically resonant states ‘cp&)) > and ‘gog)>; thus,

the exciton can oscillate among them. Vibrational relaxation, however, gets site 2 from

)gog)> to )gog])> (the latter state is denoted by the thick line), from where the propaga-

tion of the exciton back to site 1 (along the thin double arrow) is impeded because of the
energy mismatch. In effect, the exciton is trapped at site 2 in state ‘apg)>, from where

the reaction center absorbs its energy. [1]

Thesis 2b: I have demonstrated that vibrational relaxation can considerably
and robustly enhance the exciton energy transfer in wide ranges of several

parameters.

I have examined the dependence of VREEET on several simulation parameters. Running
simulations on dimer model systems at 300 K, I have shown that VREEET is robust both
against the parallel change of electronic energy levels of the sites and against the alter-
ation of the strength of the inter-pigment coupling. I demonstrated that faster vibrational
relaxation produces larger enhancement of the energy transfer and also that the slower
the sink effect of the reaction center, the higher the relative increment of the transfer
efficiency. In addition, I have revealed that VREEET exhibits the highest efficiency if
the energy detuning between the electronic levels of the neighboring sites is intermediate,
the vibrational mode is quasi-resonant with this energy detuning, and the Huang—Rhys
factors of the sites are large enough to couple the corresponding vibronic states. I found
that the energy transfer efficiency declines with increasing temperature, but the enhance-
ment caused by vibrational relaxation remains considerable at higher temperatures as
well. T demonstrated that the increase of the frequency of the vibrational modes (to-
gether with the detuning of the electronic levels of the coupled sites so that they remain
resonant) reduces the temperature-dependence of the efficiency, since it lowers the occu-
pation probability of higher vibrational levels, through which the backward propagation

of the exciton can take place.
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8.2. Applications

The results that I obtained for the heptamer model of the FMO complex at 300 K
show trends which are similar to those obtained for the dimers, and they demonstrate
that vibrational relaxation can enhance the exciton energy transfer in more complex
systems as well, even at room temperature, also if the vibronic levels are not strictly
resonant. This corroborates that the directionality of the exciton transfer is provided by
thermalization [27], [36], [45], [75]. T got values up to 96% for the relative gain caused by
vibrational relaxation. Fixing the frequency of the intramolecular vibrational mode and
sweeping the Huang—Rhys factor, I found that the energy transfer efficiency of the FMO
complex at 300 K depends strongly on the reorganization energy and reaches its maximum
at some intermediate value of the reorganization energy, which trend is characteristic of
the results provided by non-Markovian models [74], [76]. Finally, I found that the energy
transfer efficiency declines monotonically with increasing temperature in the case of both
energy pathways of the FMO complex. This corresponds to data published previously on
the energy pathway starting at site 6 [74], but differs from former results on the energy
pathway starting at site 1 |74], [76].

VREEET occurred in wide ranges of the investigated parameters both in the simple,
“constrained” dimer model systems and in the more complicated, “disordered” heptamer
model of the FMO complex.. This—presuming that the presented mechanism also works
in real systems, built up of molecules with numerous vibrational modes—suggests that
VREEET might be prevalent in light-harvesting complexes, and it can contribute to
the high efficiency of the exciton energy transfer occurring during the initial stage of

photosynthesis.

8.2 Applications

The potential inherent in newly emerging quantum technologies has its root primarily
in quantum coherence, that is, in the possibility of the coexistence of various states.
Therefore, the comprehension of coherence and environment-induced decoherence is of
key importance. The operation of quantum computers requires long-lasting quantum
coherence; in other words, the noise of the environment is to be eliminated in their
case. On the other hand, the interaction between a quantum system and its environment
can also be beneficial, and nature seems to exploit it, for instance, in photosynthesis.
The underlying mechanisms—among them those discussed in this thesis—might also be
applied in artificial light-harvesting systems [100] and in sensors during the unfolding

second quantum revolution.
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Appendix

A.1 Notations of quantum states in the simulation model

Table A.1: Notations of quantum states in the simulation model. [1]

Notation Meaning
Q)> ground (e = g) or excited (¢ = e) electronic basis state of the i-th

site

X§’3> v-th (v =0, 1, ..., V — 1) vibrational basis state of the i-th site,
being in the ground (¢ = g) or excited (¢ = e) electronic state

@ézy) = vibronic basis state of the i-th site, being in electronic state ¢

) (i and vibrational state v

= |¢pe > Xev

}w(i)> arbitrary state of the i-th site

|W,) m-th basis state of the system

| W) arbitrary state of the system

A.2 Effect of the collapse operators on the density matrix

Let us consider the Lindblad operator A, = |W,,) (¥,,], m # n, represented by a matrix

whose elements are all zero, except the one in the m-th column of the n-th row, which is 1.

Introducing a rate constant v,.,,, we can define a collapse operator as C’nm =, /’ynmflnm.

The effect of this operator on the dynamics of the system is formulated in the Lindblad

equation (3.5) (in the main text) by the term
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A.2. Effect of the collapse operators on the density matrix

Ynm (Anmﬁ(t)Aj;nn - %AILmAnmﬁ(t) - %ﬁ(t)AILWLATLm) = éﬂm[)(t)éjlm - %é'lménmﬁ(t) - %ﬁ(t)é;rlménm =

0o ... 0 0 0 0 —fm 0 o0

0 ... 0 0 0 0 —fnolm 0 .0

0o ... 0 Pro,m 0 0 —fnum 0 e 0

0o ... 0 0 0 0 —nttim 0 e 0

0 ... 0 0 0 0 —fmotm 0 .0
_Pm,1 _Pmmn—1  _ Pmmn _ Pm.nil _ Pmom—1 A _ Pm,m+1 _ Pm,D
5 o 5 S 5 Pm,m i e 5=

0o ... 0 0 0 0 —fmddm 0 0

. 0 0 0 0 ~fpm 0 .0

where D denotes the dimension of the Hilbert space describing the state of the system.
Since the left side of the Lindblad equation is the time derivative of the density matrix,
Crim expresses an exponential decay with time constant 7,,,, = 7,,,5 from population Pm,m
(corresponding to basis state |¥,,)) to population p, ., (corresponding to basis state|¥,,)),
on the one hand; and the decay of all the off-diagonal elements (called coherences) in the
m-th row and in the m-th column of the density matrix with time constant (y,,/2)”" =
2Tm, on the other hand.

On the contrary, with the Lindblad operator A, = |¥,,) (¥,,| and rate constant
Ynm, we can define the collapse operator énxm = \/’mflmm = VVm [Ym) (Um| = Coms

which affects the system dynamics through the term
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A.3. Franck-Condon overlap integrals as a function of Huang—Rhys factor

Ynm (Ammp(t)A7rzm - %AinmAmmﬁ(t) - %ﬁ(t)AInmAmM) = C:fmﬁ( )CAV;L(JL - %é;z(rtbéifmﬁ(t) - %ﬁ(t)é;z(ritév);m
o0 L 0 0 0o .. 0 —fm 0 .0
0 ... 0 0 0 0 —fnolm 0 .0
0o ... 0 0 0 0 —fnum 0 e 0
0o ... 0 0 0 0 —nttim 0 e 0
0 ... 0 0 0 0 —fmotm 0 .0
_Pm,1 _Pmmn—1  _ Pmmn _ Pm.nil _ Pmom—1 0 _ Pm,m+1 _ Pm,D
S : . mil : Pmmiy | _PmD
0o ... 0 0 0 0 —fmddm 0 o 0
. 0 0 0 0 ~fpm 0 .0

Thus, C’,fm describes pure dephasing. It damps the same off-diagonal elements of the
density matrix as does C’nm, but it does not induce population transfer. I retained n in
the subscript of the notation C’,fm to express that there is a pure dephasing operator (f',fm

to each “population transferring” operator Crim (m #n).

(A.2)

A.3 Franck—Condon overlap integrals as a function of Huang—

Rhys factor

(@)
gv’
states v and ¢/ as a function of the Huang—Rhys factor S. [1]

XSV)> of the three lowest vibrational

Table A.2: Franck—Condon overlap integrals <X

v=20 v=1 v=2
V' =0 exp (—5/2) —VSexp(—5/2) % exp (—5/2)
V' =1| VSexp(=5/2) — (S5~ 1)exp(~5/2) (5-2)/5exp(~5/2)
V=2 | Sexp(-5/2) —(S-2)\/Sep(-5/2) T exp(-5/2)
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A.4. Supplementary simulation results

A.4 Supplementary simulation results

T=0K T=300K
(a) sim. #18' (d) sim. #21' 28.5%
. 1.0 , , : : 1 1.0 . , . , 1.0
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Sl £ o2 02
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Figure A.1: Population dynamics in the heptamer model of the FMO complex if the
exciton is initially at site 1. The monotonically rising thick red curve denotes the energy
transfer efficiency 7(¢). The numerical value in the top right corner of each plot is (10 ps),
that is, the proportion of the initial exciton energy that arrived at the reaction center by
the end of the simulation. The results demonstrate that the energy transfer efficiency rises
when the Huang-Rhys factor S is increased (second vs. first row) and when thermalization
occurs (i.e., the time constant 7, of vibrational relaxation is finite) (second vs. third
row). Increasing the temperature enhances the energy transfer if the Huang—Rhys factor
is zero (first row), but deteriorates the efficiency, when S = 0.22 (second and third
rows). See Tables 6.1 and 6.2 for further simulation parameters. Compare this figure
with Fig. 6.1 in the main text, which depicts the case when the exciton starts from site 6.
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Glossary

exciton

A quasiparticle that represents the excited state of a molecule.

closed quantum system

A quantum system that does not interact with its environment.

open quantum system

A quantum system that interacts with its environment.

pure state

A quantum state that can be represented by a single wave function.

mixed state

A quantum state that cannot be represented by a single wave function,

Hamiltonian
The total energy operator of a quantum system, which governs the time-evolution

of the system.

master equation

An equation that describes the time-evolution of the state of a system.

Schrédinger equation (time-dependent)

A differential equation that describes the time-evolution of closed quantum systems.

Liouville-von Neumann equation
A differential equation that describes the time-evolution of closed quantum systems
in the density matrix formalism. It is more general than the Schrodinger equation

in the sense that it can also be applied on systems being in a mixed state.

Lindblad equation

An approximate differential equation that describes the time-evolution of open
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Glossary

quantum systems. Its derivation is built on the Born, Markov, and rotating wave

approximations.

Born approximation
It assumes that the changes of the bath that are caused by the interaction with the
system are negligible and thus the density matrix of the system—bath composite
can be factorized as the product of the density matrix of the system and that of

the bath, where the latter is considered to be constant.

Markov approximation
It assumes that the changes of the bath that are caused by the interaction with
the system decay fast and thus the evolution of the system does not depend on the

past of system, but solely on its present state.

secular or rotating wave approximation
It neglects the off-resonant, fast oscillating terms of the state dynamics assuming

that they do not influence the dynamics substantially on the time scale of interest.

quantum coherence
A quantum state is coherent, if it is a linear superposition of two or more basis
states. (As it follows from this definition, coherence is base-dependent.) Such a su-
perposition and thus coherence are often related to transitions between the involved

basis states, and these transitions frequently lead to oscillatory state dynamics.

decoherence

The decay of the coherent state due to interaction with the environment.

relaxation
Also known as T} or longitudinal damping. During this process, the system gets to

a lower energy state due to the interaction with the environment.

pure dephasing
Also known as Ty or transverse damping. During this environment-induced and
energy-conserving process, the coherence of the quantum state decays without pop-

ulation transfer.

collapse operator
An operator that describes the system—bath interaction through the non-unitary
part of the Lindblad master equation. It is the product of the square of a rate

constant and a Lindblad operator.
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Glossary

FMO complex
Fenna—Matthews—Olson complex, also known as FMO protein and BChl a-protein.
A molecule complex in green sulfur bacteria that transfers the exciton energy from

the baseplate of the chlorosome to the reaction center.

intramolecular vibrational mode

A particular oscillation of the atomic nuclei within a molecule.

vibronic state

The composite of a vibrational and an electronic state.

Huang—Rhys factor
A parameter that expresses the coupling strength between the electronic state and
the intramolecular vibrational mode of a molecule. It is related to the spatial shift
between the potential surfaces of the vibrational mode in the ground and in the

excited electronic states.

reorganization energy
The electronic excitation of a molecule is often followed by vibrational relaxation
so that the molecule will reach the equilibrium point of the potential surface of
the vibrational mode belonging to the excited electronic state. The reorganization
energy is the energy that the molecule loses during this relaxation. It is proportional

to the Huang-Rhys factor.

Franck—Condon overlap integral
The overlap integral of a vibrational state that belongs to ground electronic state

and of another one that belongs to the excited electronic state of the same molecule.
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