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Abstract

Understanding the role of the distinct neuron populations in the generation of synchronous ac-

tivities is essential for the advancement of treatments to restrain epilepsy. Hypersynchronous

events, such as epileptic seizures and interictal spikes, also called paroxysmal discharges, are

associated with hyperexcitability and the bursting behaviour of pyramidal cells in the animal

models of epilepsy. Human experiments revealed that both excitatory and inhibitory neurons

could have a leading role in the development of epileptiform events, depending on the seizure

morphology. The aim of the recent study was to investigate the distinct level of synchronies

in the non-epileptic and epileptic, as well as in the disinhibition-induced processes. Further-

more, single-cell activity was analysed to uncover the role of excitatory and inhibitory mech-

anisms in the generation of different types of synchronies. 24-channel laminar multielectrode

was used to register local field potential gradients in postoperative neocortical slices derived

from patients with or without the manifestation of epilepsy in their anamnesis. Spontaneous

synchronous population events were generated in physiological conditions both in epileptic and

non-epileptic samples. In addition, spontaneous interictal-like discharges emerged in epileptic

tissue. Both of these population activities were eliminated by the application of the GABAA re-

ceptor blocker bicuculline. In the meantime, bicuculline-induced hypersynchronous discharges,

interictal spikes and seizures started to raise. These interictal-like events were simple in non-

epileptic tissue, while they showed high temporal and spatial diversity in the epileptic slices.

Only about one-half of the active neurons raised their firing in the presence of spontaneous activ-

ity. While the spontaneous synchronous population events were the result of a balanced activity

of excitatory and inhibitory cells, spontaneous interictal spikes were led by bursting pyramidal

cells. The disinhibition induced population activities recruited the vast majority of the neurons,

with the prominent role of interneurons. The data presented here suggest that a dynamic balance

of excitatory and inhibitory networks characterise the physiological synchronies. Whereas, a

disturbance in this balance leads to the paroxysmal events in the epileptic neocortex. Further-

more, the results propose noticeable differences between human epilepsies and animal models,

as well as between in vivo and pharmacologically manipulated in vitro processes.
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Abbreviations

ACSF - artificial cerebrospinal fluid

AED - antiepileptic drug

AP - action potential

BIC - bicuculline methiodide

bIIS - interictal-like spike induced by bicuculline

BIPA - bicuculline-induced population activity

bPC - bursting principal cell

CCM - cerebral cavernous malformation

CSD - current-source density

CDG - cortical dysgenesis

CDP - cortical dysplasia

Cck - cholecystokinine

CNS - central nervous system

DG - dentate gyrus

EPSP - excitatory postsynaptic potential

FS - fast-spiking

GABAA - A-type γ-aminobutyric acid

GJ - gap junction

HFO - high-frequency oscillation

HS - Hippocampal sclerosis

IB - intrinsically-bursting

IEI - interevent interval

IN - inhibitory interneuron

IPSP -inhibitory postsynaptic potential

IIS - interictal spike

LFP - local field potential

LFPg - local field potential gradient
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MGFP - mean global field power

MR - magnetic resonance

MUA - multi-unit activity

NeuN - neuronal nuclear protein

NoEpi - patient without clinical manifestation of epilepsy

NoMed - patient with only one seizure

PA - population activity

PC - principal cell

PDS - paroxysmal depolarizing shift

PETH - perievent time histogram

ResEpi - patient with pharmacoresistant epilepsy

RS - regular-spiking

sIID - spontaneous interictal-like discharge

SO - Slow oscillation

SPA - spontaneous population activity

SSt - somatostatin

SUA - single-unit activity

TreatEpi - patient with pharmacologically treatable epilepsy

UC - unclassified cell

VIP - vasointestinal peptide
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1. Introduction

Hypersynchronous discharges observed in postoperative human neocortical slices are thought to

be the outcome of epileptogenic processes. It has several reasons. Both human and experimental

focal epilepsies are characterised by the presence of high amplitude, fast EEG spikes followed

by a slow wave, the so-called interictal spikes (IISs) [1]. At the same time, spontaneous syn-

chronous population activities were observed on slices prepared from the human epileptic neo-

cortex [2]–[6] or the hippocampal formation [7]–[11] during physiological conditions. These

spontaneous population bursts had a waveform resembling in vivo IISs [7], [12], [13]. Since

healthy human tissue was not available for obvious ethical reasons, researchers reached for ani-

mal brain preparations as a control. However, the comparison of distinct species has its pitfalls

as well. No spontaneous field potentials could be detected in vitro in healthy rodent [3], [14] nor

primate [15] neocortical slices. Though populational spiking was evoked by activating a single

PC in neocortical slices of tumour patients [16]. Moreover, the observation of population activity

arising in healthy rodents and primate hippocampal slices raised the possibility that synchronous

bursts are not related to epilepsy [15], [17].

It is important to understand the cellular characteristics and firing pattern of single neurons

to reveal the contribution of different circuits to the generation of synchronous events. The

paroxysmal depolarisation shift and bursting behaviour were linked to the initiation of IISs in

animals [1]. The leading role of bursting excitatory cells in the generation of hypersynchronous

events was proposed by the observations in the Mg2+-free [14], in the K+-channel blocker 4-

aminopyridine [18], as well as in the bicuculline [19] models of epileptiform activity in the

human neocortex. The physiological conditions of the cortex are associated with the dynamic

balance of excitatory and inhibitory mechanisms. In epilepsy, this balance is disturbed during

seizure activity [20]. It has been shown that seizures with different onset were generated by

different mechanisms. Some hypersynchronous events were initiated by interneurons [20]–[22],

while others were triggered by the enhanced excitatory processes [3], [9], [21] in both human

and experimental epilepsy.
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In the present study, postoperative human neocortical slices derived from epileptic and non-

epileptic (tumour) patients were investigated. The first attempt was to show whether human

neocortical circuits are able to maintain synchronous activity spontaneously, without the pres-

ence of an epileptogenic agent. What is the difference between the behaviour of epileptic and

non-epileptic neuron networks? Do the same circuits contribute to the synchronous events ob-

served in the to patient groups? The GABAA receptor-mediated transmission was eliminated to

investigate further the role of different neuron populations in distinct conditions. How does the

lack of GABAergic inhibition change the behaviour of the cells? How will it affect the synchro-

nisation? Do the same neuron circuits participate in the spontaneous and induced population

discharges? Is there any resemblance between human epilepsy and the disinhibition model of

epilepsy? Can they be compared at all? Does it worth to investigate human samples when the

animal models are available? The present study attempted to find answers to these and some

related questions.
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2. Literature Review

2.1 The neocortex

2.1.1 Structure

The grey matter that makes up most of the cerebrum is called the cerebellar cortex. Its 2-4 mm

thick layer contains billions of nerve cell bodies, dendrites, (mostly unmyelinated) axons, and

neuroglia. All the higher-level psycho-physical functions such as sensory perception, object-

and event-representation, planning, and decision making are thought to be the manifestations of

network mechanisms of neurons in the cortex. Because the cerebral cortex has grown faster than

the more profound white matter during embryonic development, its surface is covered with gyri

(folds), fissures and sulci (deeper and shallower grooves). The longitudinal fissure divides the

cerebrum into two cerebral hemispheres. Each hemisphere is further divided into four cortical

lobes. They are identified by the bones which are being located superior to them: the so-called

frontal, temporal, parietal and occipital lobes [23]–[25].

The cerebral cortex has two phylogenetically separated areas. The more primitive allocortex

is located in the temporal lobe, and it consists of the piriform lobe and the hippocampus. The

neocortex constitutes the remaining, vast majority of the cortex. The latter is divided into six

horizontal layers considering the characteristic neuron populations, their shapes, sizes, density

and specific nerve fibres: (1) the outermost layer I is the molecular layer, containing only a few

(mainly inhibitory) neurons; (2) layer II is the external granular layer with small pyramidal cells

and interneurons; (3) layer III is called the external pyramidal layer, which consists of almost

all the cell types found in the neocortex; (4) layer IV is the internal granular layer containing

small excitatory cells, such as spiny stellate cells, and also interneurons; (5) layer V is the in-

ternal pyramidal layer with its large pyramidal cells and a few interneurons; (6) finally, layer

VI is called multiform layer, referring to its cellular heterogeneity, which blends gradually into

the white matter [23]–[26]. Another horizontal division of the neocortex came into general use,

which takes into account the functionality of the different areas. In this sense, the supragranular
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layers, consisting of layers I-III, is participating in both associational and commissural intra-

cortical connections. The granular layer, which is actually layer IV, plays an essential role in

thalamocortical communication. While the most prominent function of the infragranular layers,

i.e. layers V and VI, is to maintain the connection between the cerebral cortex and subcortical

areas [26].

The neocortex is made up of small processing units called cortical columns. Each unit is

thought to be responsible for one or a few signal processing tasks. The columns are of 2.5-3

mm height extending through the entire neocortex, but appear to be only 0.2-0.3 mm in diameter

forming tapering cylinders. Although the structure of these modules is dynamic. Cortical circuits

are capable of ’re-wire’ their connections as a response to modulatory control signals, thus some

neurons are able to be part of multiple functional cell assemblies. Each of the approximately 2

million such modules that constitute the neocortex contains approximately 5000 neurons. The

structural complexity of the neocortex is demonstrated by the fact that each module sends axons

to 50-100 other cortical columns and receives non-specific afferent fibres from the same amount

of them [24], [25].

2.1.2 Cortical neurons and circuits

A non-exhaustive overview of the main neocortical neuron population can be seen on Table 2.1

and Figure 2.1. This is because the variability of different cell types in the neocortex exceeds the

limitations of a PhD dissertation. Moreover, discoveries are being made day by day regarding

the cortical organisation [24], [25], [29], [30].

The excitatory pyramidal cells constitute the great majority (almost 70%) of the neocortical

neuron population. They can be found basically in every cellular layer. The name comes from the

conical shape of the somata which has a single, prominent apical dendrite oriented to the surface

of the cortex. The basal dendrites are arranged in a radiating, almost horizontal pattern. The long,

descending neurite also starts at the basis of the cell body with some initial collaterals. While

the apical dendrite usually traverses through several layers, the basal dendrites barely leave the

layer of the somata. The axon collaterals can either form local clusters or project across layers

and columns all along to the white matter. Usually, the neurites of pyramidal cells in the layer III

stays in the neocortex, while layer V pyramidal cells send projections to subcortical areas [24],

[25], [29], [30].

The other typical excitatory cell type of the neocortex is the spiny stellate cell, which can

be found mainly in layer IV. It has a spherical soma, with multiple, short, radiating dendrites,

which are restricted to the same layer and column. In contrast to that, the neurite shows an

4
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Figure 2.1. Schematic figures of different neuron types found in the neocortex. On the left (a):

Martinotti cells (MaC), neurogliaform cells (NGC), bitufted cells (BTC), bipolar cells (BPC),

basket cells (BaC), double bouquet cells (DBC) and chandelier cells (ChC) [27]. On the right:

stellate cell (b) and pyramidal cell (c) [28]. Cortical layers from I to VI are indicated on the left.

Bar = 0.1 mm.

extensive arborisation in layers II and III, moreover, some collaterals descend to layer V or VI or

(according to some studies) even project to other cortical areas. A common characteristic of the

excitatory neurons, both spiny stellate cells and pyramidal cells, that their dendrites are densely

covered by small spines which receive synapses from other excitatory cells. While the source of

their inhibitory input takes place on the somata [24], [29], [30]. Henceforth, all excitatory, spiny

cell (including pyramidal cells) in the neocortex will be referred to as a principal cell (PC).

The highly heterogeneous group of inhibitory neurons constitute 20-30% of neocortical cells.

Their characteristic features are the smooth dendrites with low spine densities and the lack of api-

cal dendrites. Usually, the axon stays within the column, that is why they are called interneurons

[24], [25], [29], [30]. During the development in the nomenclature (and the continuous identifi-

cation) of different cell types in the cortex, the expression interneuron became misleading as it

was usually used synonymously with inhibitory cells [31], [32]. Despite a series of studies de-
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scribing the symmetrical (inhibitory) nature if synapses created by interneurons, there exist cells

with local arborisations, which can establish asymmetrical (excitatory) synapses as well [31],

[33]–[35]. Notwithstanding, in the recent study, the expression interneuron (IN) refers to all

GABAergic (releasing neurotransmitter gamma-aminobutyric acid, GABA) nonprincipal cell.

In contrast to pyramidal cells, interneurons usually have prominent dendrites aiming towards

the white matter, while the neurite, which can arise either from the soma or a primary dendrite

is oriented towards the pial surface. Inhibitory neurons receive both excitatory and inhibitory

synapses on their cell body [24], [25], [29], [30].

The most prominent interneuron is the basket cell. The name is derived from the nature that

the axons form baskets around the somata (or proximal dendrites) of the targeted pyramidal cells.

Basket cells can be found in layers II-VI with several beaded, mainly aspiny dendrites. They can

have either sparse or dense local axonal cluster, with variable bouton density. While large basket

cells have conspicuous collaterals elongating across multiple layers or columns, only a few small

basket cells have far-reaching projections [24], [25], [29], [30].

Bitufted cells have an ovoid cell body with two dendritic tufts on the opposite sides, which

are sometimes accompanied by an additional dendrite. They send inhibitory synapses to the

dendrites of the targeted neurons. Their axons traverse vertically across layers, mostly staying

within the column. While their somata only can be found in layers II-V, their dendrite trees are

able to extend to the adjacent layers too [24], [29], [32], [36].

Just as bitufted cells, bipolar cells also prefer to send synapses to the dendrites of the targeted

cells, but in this case, the effect can be either inhibitory or excitatory. Their spindle-shaped

somata might be located in layers II-V. They have very simple dendritic and axonal trees. The

two primary dendrites originate from the two opposite poles of the cell body and span vertically,

usually through all cortical layers. Occasionally it ends in a dendritic tuft in layer I. The neurite

typically emerges from one of the primary dendrites and traverses across multiple layers. The

axon has a meagre number of boutons, and the population of its targeted neurons is restricted

[24], [29], [32].

Double bouquet cells are characterised by elongated dendrites extending radially above and

below the somata and an axon that forms a cascade of vertically oriented, mainly descending

collaterals. The collaterals of the axon form narrow columnar bundles with a high density of

boutons. [24], [29], [30]. Double bouquet cells can be found in layers II-V, but only the ones

located in layers II and III tend to develop inhibitory synapses [24], [29], [32].

The small, round soma of neurogliaform cells might be found in layers I, III and IV sending

inhibitory synapses to the dendrites of local interneurons and pyramidal cells. They are charac-
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terised by dense, thin, short, aspiny, finely beaded, radiating dendrites which are rarely branched

around. Their axons are very thin, intricately branched with highly intertwined arborization

and covered by tiny boutons. Usually, the dendritic and axonal field of neurogliaform cells is

confined within the same layer and column [24], [29], [32], [37].

Martinotti cell is another interneuron which preferentially targets dendrites, located in layers

II, III, IV and V. They have beaded dendritic branches with sparse spines. The local axonal

cluster (primarily intralaminar and intracolumnar) is quite dense, which projects to layer I, where

it spread across multiple columns [24], [29], [32].

Cajal-Retzius cells are interneurons exclusive to layer I. They mainly innervate dendritic tufts

surrounding different interneuron types at the same time. They are characterised by large somata

and long horizontal dendrites. The horizontally projecting neurite generates short ascending and

descending axonal collaterals [24], [29].

Last but not least, chandelier cells are interneurons of layers III and V, which preferentially

innervates the axon initial segment of the targeted neurons, usually pyramidal cells. The name

comes from the characteristic appearance of the axon terminal, forming short vertical bouton

arrays. The axonal clusters are usually restricted to the layer and column of the cell body. Den-

drites are mostly aspiny and beaded, have sparse branches which might elongate through multiple

layers [24], [29].

7

DOI:10.15774/PPKE.ITK.2020.008



Table 2.1. Main neuron types of the neocortex (modified from R. B. Wells, 2005)

Cell Type Signalling Class Primary Neuro-

transmitter

Co-localised neuropeptide Location of Cell

Body

Dendritic Loca-

tion

Principal Axonal Targets

pyramidal cell regular spiking, irregular spik-

ing

glutamate somatostatin, cholecystokinine layers II-VI all layers white matter, dendrites.

spiny stellate cell regular spiking glutamate layer IV layer IV dendrites in II-IV.

basket cell fast-spiking, regular spiking,

continuous bursting

GABA neuropeptide Y, cholecystoki-

nine, vasoactive intestinal pep-

tide, somatostatin

layers III-V soma and proximal dendrites with intra-laminar

and intra-columnar projections and long inter-

columnar projections.

bitufted cell fast-spiking, irregular spiking,

continuous bursting, regular

spiking

GABA somatostatin, cholecystoki-

nine, vasoactive intestinal

peptide

layers II-V adjacent layers intra-columnar over all layers.

bipolar cell fast-spiking, continuous burst-

ing, regular spiking

GABA vasoactive intestinal peptide layers II-IV all layers dendritic shafts over all layers but few and very

restricted target cells.

double bouquet

cell

fast-spiking, continuous burst-

ing

GABA vasoactive intestinal peptide layers II-V around the soma dendrites over all layers in a column.

neurogliaform

cell

fast-spiking GABA neuropeptide Y layers I, III, IV local layer dendritic shafts in the same layer, column.

Martinotti cell fast-spiking, continuous burst-

ing, irregular spiking

GABA neuropeptide Y, somatostatin,

cholecystokinine, neuropeptide

Y+somatostatin

layers II, III, V,

VI

as the soma dendrites with intra-laminar and intra-columnar

projections and inter-columnar projections.

Cajal-Retzius cell GABA layer I layer I local dendrites.

chandelier cell fast-spiking, continuous burst-

ing

GABA layers III, V layers III, V, VI local axons in same layer and column.
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2.2 Epilepsy and related diseases

2.2.1 Some words about the epilepsy

The word epilepsy is derived from the Greek word epilambanein, which means to be seized or to

be taken hold of. This terminology refers to the belief that seizures were caused by the possession

of supernatural forces or gods on the body, usually as a punishment. The origin of the description

of the disease goes back to ancient Babylon, but it was also noticed by Chinese and Indian

physicians over three millennia ago. Although Hippocrates was the first one, who insisted the

neuropathological origin (in about 400 BC), the most common treatment of the ’Sacred Disease’

consisted of spiritual incantation until the seventeenth century [38], [39]. Within Lumeleian

Lectures in 1849, Robert Bentley Todd, an Irish physiologist explained epileptic seizures with

electric discharges in the brain. This theorem started to be seminated only after 41 years by

John Hughlings Jackson [39]. With his contribution, Victor Horsley was the first neurosurgeon,

who performed craniotomy in order to cure epilepsy, so that he launched the development of the

epilepsy surgery [40].

The definition of the epilepsy have been differentiated from the seizure long ago by the In-

ternational League Against Epilepsy (ILAE). According to their report from 2005, ’an epileptic

seizure is a transient occurrence of signs and/or symptoms due to abnormal excessive or syn-

chronous neuronal activity in the brain’ [41]. In contrast to that, epilepsy is a disorder of the

brain which meets at least one of the following conditions: (1) the patient suffers from at least

two unprovoked seizures occurring at least 24 h apart; (2) the patient undergoes one unprovoked

seizure with a high risk of another occurrence over the following ten years; (3) the patient has

been diagnosed with an epilepsy syndrome [41], [42].

Seizures are classified into three groups according to their manifestation (Figure 2.2): (1)

focal onset seizures are initiated from an area or a group of cells in one side of the brain; (2)

generalized onset seizures affect both sides of the brain; (3) seizures with unknown origin or

if it is not witnessed by anyone are called unknown onset seizures. Focal onset seizures can

be further divided depending on whether the subject was aware of self and environment during

the seizure or not. Another way of classification of focal seizures is whether it is associated

with motor or non-motor symptoms [43], [44]. There is a special seizure type called ’focal to

bilateral tonic-clonic’, where the name refers to the propagation pattern of the seizure, and it

has been categorised separately because of its significance [43]. Generalised onset seizures can

be associated with tonic-clonic or other motor symptoms or with non-motor symptoms (absence

seizures) [43], [44]. Finally, unknown onset seizures might be referred to as ’unclassified’, or

9
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they can be assigned by other features (if it is known) such as motor, nonmotor or tonic-clonic

seizures [43].

Figure 2.2. The basic ILAE 2017 operational classification of seizure types. 1 Definitions, other

seizure types and descriptors are listed in the accompanying paper and glossary of terms. 2 Due

to inadequate information or inability to place in other categories [43].

After the determination of the seizure type, the second step in the diagnosis is the categori-

sation of epilepsy. The type of epilepsy can be focal, generalised or unknown, just as it is for

seizures, but it has an additional type called combined generalised and focal epilepsy. A patient

with epilepsy of one type can have seizures with different onset. The third level of the diagno-

sis is to determine epilepsy syndrome. The epilepsy syndrome is being specified by a cluster

features such as seizure types, EEG, imaging features, age at onset and remission, seizure trig-

gers, diurnal variation, prognosis and distinctive comorbidities (e.g. intellectual and psychiatric

dysfunction) which might occur together [45].

Unto this day, the most widely used treatment of epilepsies is based on antiepileptic drugs

(AEDs). Though it is still not clear how anticonvulsants prevent the generation of seizures [39],

[46]–[48]. Furthermore, it is remained uncertain whether drug treatments only suppress seizures

or arrest epilepsy in long term [39]. The most commonly used phenobarbital was introduced in

1912, and similarly to other AEDs, it has not been much improved since then [39], [46], [47]. The

development in the localisations of focal seizures and of EEG techniques fostered the evolution

of epilepsy surgery [39], [40]. Despite the high successful-rate (70-80%) and the fact, that it is

the only therapy that actually cures epilepsy, surgical treatment is only used after the failure of

two or three adequate AEDs and after the patient was diagnosed with pharmacoresistant epilepsy

[39].

Epilepsy is a disease which can occur in any mammal. The incidence is likely to increase
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with the development of the brain [39]. It is widely distributed around the world without racial,

geographical or social class barriers. Epilepsy occurs at all ages, in both sexes [39], [49]. About

65 million peoples worldwide have epilepsy currently [50]. The estimated incidence of the

disorder is 50 per 100000 population, while the prevalence approximates 700 per 100000 in the

developed countries [50], [51]. These rates are higher in low-income areas [50].

Several comorbid conditions can be associated with epilepsy, including psychiatric disorders,

infectious diseases or accidents. These conditions can appear as a consequence of epilepsy

or epilepsy treatment, or they might share a common aetiology with the disorder [50]. The

mortality rate of patients with epilepsy is 2-3 times higher than that of the general population.

This might be caused by the aftereffect of the seizure (e.g. an accident), the adverse reaction

of the treatment or a fatal outcome of an underlying disease (e.g. tumour) among others [52].

Epilepsy disorder is associated with stigma and psychological, social, cognitive, and economic

repercussions [41]. After decades of research of epilepsy, the understanding of the mechanisms

underlying the disease still has gaps. Finding more information about these phenomena may

lead to new ways to tackle seizures and developing new treatments.

2.2.2 Tumour-associated epilepsy

The incidence of tumours in patients diagnosed with epilepsy is about 5% [53], [54]. While the

chances that epilepsy will be developed in patients with a brain tumour is at least 30%, but this

value is highly proportional to the type of tumour and other factors [54], [55]. Grade, location,

and morphology, as well as the changes in the microenvironment and genetic factors, contribute

to the emergence of seizures [54]–[56].

Low-grade tumours have the highest epileptogenicity. A possible reason is that these kinds

of tumours have longer time to grow aberrants pathways so it can deafferentate normal brain

tissue. Which, by that, will be isolated from normal regulation. The incidence of seizures in

the presence of dysembryoplastic neuroepithelial tumours is almost 100%, while it is 60-85%

in low-grade astrocytomas or oligodendrogliomas [54]–[56]. Developmental tumours are often

associated with cortical dysplasia or other structural abnormalities which tend to participate in

the generation of seizures. In case of rapidly growing tumours, the epilepsy is known to be

caused by the abrupt ways of tissue damage such as necrosis [54], [55].

Superficial and cortical tumours are associated with the development of seizures, unlike non-

cortical, deeper lesions, or any lesion in the white matter, which are rarely epileptogenic [54].

Within cortical lesions, the ones in the temporal, frontal and parietal lobes tend to generate more

seizures than those in the occipital regions [54]–[56].
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Peritumoural morphology has an effect on the epileptogenesis too. (1) Neurons with aber-

rant migration to the white matter, (2) enhanced excitation caused by peritumoural pyramidal

cells which have less inhibitory and more excitatory synapses or (3) the affected regions with

abnormal physiology can increase epileptic activity [54], [55]. As the consequence of tumour,

synaptic vesicles go through changes, and the enhanced expression of gap junctions (GJs) causes

intensified intercellular communication [55]. Further, an imbalance between inhibition and exci-

tation was discovered as a result of the modification in the GABA and glutamate concentrations

[55], [57], [58]. Moreover, alteration in the angiogenesis around the tumour tissue causes hy-

poxia, which changes the pH of the interstitial fluid in the adjacent regions. These events drive

cells to swell and damage glial cells, which lead to enhanced neuronal excitability and thus,

epileptogenicity [54], [55].

Treatment of patients with tumour-associated epilepsy might include the combination of

AEDs, surgery, radiation therapy or chemotherapy. A significant amount of epilepsies related

to brain tumour shows refractoriness to AEDs as the result of the loss of receptor sensitivity

or as the effect of multidrug-resistance proteins. Newer AEDs are preferable over conventional

treatments because they have fewer side-effects and limited interactions with other drugs. In

case of the failure of monotherapy, the application of the combination of drugs is indicated. In

addition, control of tumour growth might help in the suppression of seizures, especially when the

attempt of medical cure fails, which consists of neurosurgery, chemotherapy and radiotherapy. It

raises further problems that antitumour treatment can cause epileptic seizures itself. Moreover,

interactions between AEDs and chemotherapy might reduce effectiveness and intensify the side

effects of both therapies. [54]–[56], [59].

2.2.3 Other linked disorders

Hippocampal sclerosis (HS) is typically the anatomical basis of mesial temporal lobe epilepsy,

but it can be associated with other epilepsy syndromes as well. In the case of pharmacoresistant

epilepsies, HS is one of the major pathologies. HS is a disorder of the hippocampal nerve tissue,

characterised by histological and functional changes. Usually, selective loss and degeneration of

CA1 and CA3 pyramidal cells can be observed with an extensive proliferation of interneurons

and pathological glia reaction [60], [61]. HS is linked with granule cell dispersion (GCD), where

these cells (instead of forming a dense, compact block) are being scattered, reaching out to the

stratum moleculare, while the intermediate space is widening [61], [62]. GCD often alternates

with granule cell loss and is thought to be the consequence of seizures instead of being a pre-

existing abnormality [61]. Another accompanying symptom of HS is the sprouting of mossy
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fibres in the dentate gyrus. The recurrent axons of granule cells grow more extensive branches

through their normal projection region and in addition to that, they innervate granule cells and

interneurons in the stratum moleculare [61], [62]. These local ’short-circuits’ synchronise the

adjacent neurons, and together with the increased excitatory inputs, establish the generation of

excessive epileptogenicity [60]–[62].

Cortical dysgenesis (CDG) is a disorder which emerges during the development of the cere-

bral cortex. It is the second most common cause of epilepsy (24% of cases) after HS, according

to studies at the National Hospital in London. The aetiology can be a genetic disorder or some

form of external insult (toxins, infections, drugs, etc.) [63]–[65]. The neurons which constitute

the cortex, originate from neuroblasts located in the ventricular zone close to the midline of the

developing brain. These cells continually proliferate, differentiate and migrate throughout the

prenatal (and to some extent, throughout the postnatal) life. More than 25% of these primitive

neurons suffer programmed cell death. CDG is the result of an aberration which might occur at

any time during neural development, but most often between the 7th and 16th gestational weeks.

The pathological characteristics of the disease depend rather on the timing than on the origin

of the distortion [63], [65]. Subcortical and subependymal heterotopias are common causes of

epilepsy. The formation of inappropriate cell groups may derive from the abnormal termination

of the migration process, excessive migration, or the lack of fetal programmed cell death. The

dysembryoplastic neuroepithelial tumour, a neoplastic dysgenesis, is also involved in the devel-

opment of epileptic seizures. It is usually benign, heterogeneous, dysplastic and proliferative,

and has a well-defined intracortical lesion which usually affects the temporal lobe [65].

Although most studies use the terms local cortical dysplasia (CDP) and CDG synonymously,

there are differences between them concerning their extent, localisation, or their underlying

pathogenesis [66]. In the case of CDP, the overlying neocortex is usually macroscopically nor-

mal. It only shows histological abnormalities with irregular lamination and bizarre neurones

[65], [67]. Both genetic and acquired factors might be involved in the genesis of CDP. It can oc-

cur not only during childhood but also in adults. It can be restricted to the temporal lobe or extend

to other areas. Sometimes CDP is associated with other principal lesions such as HS, tumour or

vascular malformations [68], [69]. For a seizure-free life, the resection of the epileptogenic zone

is essential [69].

Epilepsy is a prevalent manifestation of cerebral cavernous malformations (CCMs), and what

is more, it is often diagnosed only after the first occurrence of a seizure. CCMs ’are clusters of

dilated sinusoids filled with blood and lined with endothelium without intervening parenchyma’

[70]. It is the outcome of vascular cavern proliferation caused by repetitive lesional haemor-
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rhages. With the development of neuroimaging techniques, several seizures previously classified

as cryptogenic (i.e. with unknown origin) appeared to be the consequence of cavernous malfor-

mation. The incidence of epilepsy is highly proportional to the type of the lesion [70]. CCMs are

malformed blood vessels and usually do not affect the grey matter directly. They induce seizures

by changing the conditions of the adjacent brain regions [70], [71]. Sometimes epilepsy can be

cured simply by the resection of the critical area. Other times changes caused in the brain tis-

sue result in a permanent epileptogenic focus, which becomes independent of the original lesion

[70]. CCMs can induce alteration in relatively distant brain regions, affecting present or even

creating new epileptogenic foci [70], [72]. The treatment of CCMs induced epilepsy consists of

medication, lesionectomy, the resection of the epileptogenic region or new-line therapies, such

as vagus nerve stimulation [70].

2.3 Electrophysiological and molecular background of cell firing

2.3.1 The generation of action potentials

Electrophysiological phenomena are based on the ionic composition and its alteration formed on

both sides of the cell membrane. While the extracellular space contains higher concentrations

of positively charged sodium ions and negatively charged chloride ions, the intracellular space

contains mainly positively charged potassium ions and negatively charged proteins. As proteins

are not able to traverse through the membrane, the migration of ions through ion channels or

transport proteins is responsible for the establishment of the membrane potential. The Hodgkin-

Katz-Goldman equation determines the resting membrane potential of a typical neuron:

U =
RT
F

ln
PK [K]out + PNa [Na]out + PCl [Cl]in

PK [K]in + PNa [Na]in + PCl [Cl]out
, (2.1)

where R is the gas constant [8.413 J / (mol * K)], T is the absolute temperature (310 K), F is the

Faraday’s constant (9.649 * 104 C / mol), Pion is the relative permeability for the corresponding

ions, while [ion]in and [ion]out are the ionic concentration inside and outside the cell, respectively.

For a typical neuron U = -65 mV. If the membrane potential is moved in a negative direction,

the cell is hyperpolarised, and if it is more positive, the cell is depolarised. When the degree of

depolarisation reaches a given threshold, action potentials (APs) are generated [24], [28], [73],

[74].

The propagation of action potential on the axon was described by Alan Lloyd Hodgkin, An-

drew Huxley and Bernard Katz in 1952 in a 5-part series of articles. Their model draws a parallel

between a neuron and a simple electrical circuit. The membrane offers resistance to the flow of
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Figure 2.3. The role of conductances. Left: the change in channel conductances during the gen-

eration of an action potential (time (in ms) on the abscissa, membrane potential (in mV) on the

ordinate, and the conductance (in mS / cm2) on the right); Right: electrical circuit corresponding

to an axon (G = conductance, I = ion current, E = reverse potential, L = leakage, c = capacitance)

[75], [76].

charged ions and thus exhibits membrane resistance. The current, i.e. the ions, pass through ion

channels, which are represented by parallel conductances. Just as a real capacitor the membrane

is bordered by two conductors (i.e. cytoplasm and extracellular fluid), thus it is able to store

electrical charge. In case of a capacitor, the gathering of ions on one side of the insulator will

push away the ions of the same charge on the other side, while attracting the opposite charges.

Thus capacitors are conducting electricity without changing the ion concentration between the

two sides of the membrane. In contrast to that, in case of a resistance/conductance, the actual

ion flow through the membrane causes a change in the membrane potential [77], [78].

The depolarisation of the membrane by stimuli enhances the conductance of Na+ channels,

triggering an inward flow of Na+ ions into the intracellular space. This further increases the

membrane potential, which opens additional Na+ channels. When the depolarisation reaches

a certain threshold, an action potential is generated. The inactivation of Na+ channels and the

activation of K+ channels cause the repolarisation of the cell membrane. The latter means an

outward flow of positive ions to the extracellular space and results in after-hyperpolarisation of

the cell [24], [75]–[78].

APs can be generated at any part of the neuron. Usually, it initiates on the axon initial

segment, as the threshold of the generation of APs is the lowest here. This is because a high

density of Na+ channels can be found here with a low activation threshold. Once an AP is gen-

erated, it travels orthodromically down to the axon terminals, where it causes neurotransmitter

release. The AP propagates antidromically back as well through the soma and dendrites and

causes changes in the intracellular processes [24], [29], [75], [77].
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2.3.2 Chemical synapses

The basis of the signalling between neurons is the synapse. The presynaptic neuron sends an

axon to the dendrites, the soma or even to the axon of the postsynaptic neuron and forms a

synapse. The two main synaptic types of the neocortex are chemical and electrical synapses

(gap-junctions) [24], [29], [77].

In case of a chemical synapse, when an impulse reaches the axon terminal of the presynaptic

neuron, Ca2+ channels open and Ca2+ ions flow into the synaptic end bulb. This sign triggers

the exocytosis of the vesicles and neurotransmitters are being released into the synaptic cleft.

The neurotransmitters diffuse across the cleft and bind to receptors which are connected with

ion channels and cause a change in the conductance of the postsynaptic membrane (either on

the dendrite, soma or axon). Excitatory neurotransmitters, like glutamate, allows inward Na+

flow, causing excitatory postsynaptic potential (EPSP), and having a depolarising effect. In con-

trast to that, the inhibitory neurotransmitters, such as GABA, let inward Cl− flow or outward

K+ flow, which results in inhibitory postsynaptic potential (IPSP) and hyperpolarises the postsy-

naptic membrane. The superposition of all incoming EPSPs and IPSPs will determine, whether

an AP will be initiated on the axon initial segment or not [23], [24], [29], [77]. Together with

neurotransmitters, other neuroactive substances, so-called neuromodulators are participating in

the communication between cells of the central nervous system (CNS). Neurotransmitters in-

duce postsynaptic responses with quick in onset (< 1 ms) and short in duration (less than tens

of milliseconds). These fast postsynaptic potentials usually affect local circuits, allowing the

neurons to perform an enormous number of computations in a short period of time. In contrast,

neuromodulators are characterised by delayed onset and prolonged duration. They might vary in

shape, size and the effect on the functional features of neurons or networks. The slow synaptic

potential caused by neuromodulators has rather a modulatory impact on the excitability of the

neurons. When the receptor binding site is being the part of the macromolecule which forms the

ionic channel, it is called ionotropic. When the receptor is acting indirectly on the channel via a

second messenger, it is usually called metabotropic [30].

2.3.3 GABAergic transmission

GABA is the primary inhibitory neurotransmitter of the mammalian CNS. It is synthesised from

glutamate by an enzyme called glutamic acid decarboxylase in the cytoplasm of the axon termi-

nals of GABAergic neurons. It is being released to the synaptic cleft via exocytosis as a conse-

quence of the depolarisation of the presynaptic neuron and diffuses to the targeted receptors. The

reuptake of GABA molecules from the cleft is executed by either the presynaptic nerve terminals
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or by the surrounding glial cells. The former way, GABA might be reutilised. Whereas, in glial

cells, GABA is being converted to glutamine, which is transferred back to the GABAerg neuron

and being converted back to glutamate (Figure 2.4) [30], [79], [80]. GABA have three major

receptor types, the ionotropic GABAA and GABAC , and the metabotropic GABAB receptors [30],

[81], [82].

Figure 2.4. Molecular mechanisms of a

GABAergic synapse. (1) synthesis of GABA

from glutamine; (2) transport and storage of

GABA; (3) release of GABA via exocytosis;

(4) binding to a GABAA receptor that can

be blocked by bicuculline (B), picrotoxin, or

strychnine (S) and can also be modified by ben-

zodiazepines, such as valium (V); GABAB re-

ceptors, are linked via a G-protein to the opening

of K+, or the reduction in Ca2+, channels; (5) re-

lease of GABA is under the control of presynap-

tic GABA receptors; GABA is removed from

the synaptic cleft by uptake into terminals or glia

(6); and (7) processing of GABA back to glu-

tamine. (From [30], [83], [84])

GABAA receptors can be found on the

postsynaptic membrane [30], [85]. There are

16 known GABAA receptor subunits which

constitute various combinations of pentamers

resulting in ligand-gated ion-channels perme-

able to Cl− ions [30], [85], [86]. The in-

flux of Cl− ions hyperpolarises the postsynap-

tic membrane and thus inhibits the generation

of an action potential [30], [85]. GABAA re-

ceptors can bind benzodiazepine and barbi-

turate on different binding sites as well [30],

[85], [87]. While benzodiazepines increase

the opening frequency, barbiturates prolong

the opening duration of the ion channels, thus

might suppress seizure activity with varying

degrees of success [30], [85], [88]. The

competitive GABAA receptor antagonist bicu-

culline widely used in the description of ani-

mal models of epilepsy. The sensitivity of the

receptor might be reduced by the increased

level of intracellular free Ca2+ [30], [89]. Ac-

cording to certain studies GABA might have

an excitatory effect as well in immature neu-

rons [90] or in specialised neuronal popula-

tions [91]–[93] due to the raised intracellular

Cl− concentration [94].

GABAB receptors cause slow postsynaptic

inhibition by opening inwardly rectifying K+

channels [94], [95]. They are also suspected
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to reduce dendritic excitability by inhibiting voltage-gated Ca2+ channel sensitivity [94], [96].

GABAB receptors can be found presynaptically as well inhibiting the release of either excita-

tory or inhibitory neurotransmitters depending on the nature of the synapse [30], [94]. Certain

GABAB agonists, such as baclofen, have been reported to induce hyperexcitability [85].

GABAC receptors are ligand-gated Cl− channels just as GABAA receptors, composed of

GABA ρ subunits [97]–[99]. They are found most prominently in the retina [98], [99]. Re-

sponses related to GABAC receptors are characterised by even slower onset and offset kinetics

than the ones sustained by the metabotropic GABAB receptors [97], [99]. GABAC receptors are

blocked by neither GABAA nor GABAB receptor antagonists, as they are not modulated by their

agonists as well. In contrast, it has shown sensitivity to picrotoxin, a Cl− channel blocker [98],

[99].

According to a widespread hypothesis, epileptic hyperexcitability is the result of the de-

creased inhibition in the neocortex. This idea was supported by the fact that GABA receptor ag-

onists suppress epileptic activity, while GABA receptor antagonists, as well as drugs that inhibit

GABA synthesis, induce seizures [14], [100]. Furthermore, several studies demonstrated the

reduced number or function of GABAA subunits in patients with mesial temporal lobe epilepsy

[14], [101], [102]. Although, whether these malfunctions are associated with the pathophysi-

ology of seizures (such as HS) has not been clarified [14], [101]. But, it is not only the lack

of GABAergic transmission, that might lead to aberrant excitability in the neocortical networks.

According to recent studies, the increased level of intracellular Cl− ions in epilepsy converts

GABA-mediated responses into EPSP, which might contribute to the developing hyperexcitabil-

ity at the pathogenic areas [103].

2.3.4 Gap-junctions

The gap-junction is the other main type of synapses together with the chemical synapse. It forms

a physical connection between neighbouring neurons, extending through the membrane of both

cells. Gap-junctions consist of a class of proteins called connexins [30], [32], [104]. Cells can

express different types of connexins, but usually, there is one type which predominates. Six con-

nexins form the hemichannel of the water-filled pore of a gap-junction [32], [104]. Gap-junctions

have been observed in the retina, between olfactory granule cells, and in some brainstem nuclei,

as well as in the thalamus and neocortex of mammals [30], [105]–[107].

Gap-junctions are forming symmetrical bidirectional synapses between particular GABAer-

gic neurons (mainly among the same class) [30], [32], [107]. Whether PCs are able to sustain

electrical connections is yet a matter of debate. Though there were some attempts to prove the
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presence of gap junctions between excitatory cells [108]. Despite the uncertainty, it can be stated

that INs have a considerably higher affinity to form electrical coupling. Gap junctions allow a

direct exchange of ions or intracellular messengers (cAMP, IP3, small peptides) between cells

[32], [104]. They are able to deliver both depolarising and hyperpolarising signals, thus inducing

both excitatory and inhibitory PSPs. Usually, gap-junctions allow current flow in one direction

much better than in the other, having a rectifying effect on the signalling [32]. They are also

known to act as low-pass filters, which transmit slow membrane potentials but attenuate fast

changes, such as APs [30], [32], [107]. It has been shown that electrical coupling between cor-

tical INs can result in jointly firing neuronal networks, which might have an unclarified role in

epileptiform hypersynchrony [14], [30], [32], [109], [110].

2.3.5 Neuropeptides

Neuropeptides are small protein-like molecules which are responsible for the communication

between neurons in both central and peripheral nervous systems [23]. They differ from neuro-

transmitters (such as GABA or glutamate) concerning their size, signalling function, synthesis

and storage. Neurotransmitters are synthesised in nerve terminals, stored in small synaptic vesi-

cles, thus they can act very fast, but have only a short-term response which is restricted to the

synaptic specialisation [98], [111]. In contrast to that, neuropeptides are synthesised in the cell

body, kept and transferred to the terminals by large dense-core vesicles. They have a slower

but prolonged action since they do not undergo reuptake such as classical neurotransmitters do.

They have an affinity to be released at higher firing rates, especially during burst-firing patterns

[32], [98].

Neuropeptides are not confined to the synaptic cleft. They might diffuse some distance to

activate receptors further from the release site [98], [111]. This mechanism is called volume

transmission. Thus, neuropeptides are able to affect a large number of neurons at the same

time. They are released to the synaptic cleft with other, classical neurotransmitters (coexistence),

which might affect their actions on the targeted neurons [98]. They exert their influence through

metabotropic receptors having either excitatory or inhibitory effect [23], [98], [111]. These

targeted receptors might be located on the presynaptic or postsynaptic cell, as well as on adjacent

or relatively distant neurons [79].

GABAergic INs of the neocortex produce various neuropeptides, such as somatostatin (SSt),

cholecystokinine (Cck), neuropeptide Y, vasointestinal peptide (VIP), and substance P [30],

[112], [113]. The role of these peptides though remained ambiguous [30]. SSt and its recep-

tors influence GABA and acetylcholine release and thus modulate neuronal excitability. It might
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inhibit neuronal Ca2+ currents, modulate inwardly rectifying K+ currents, and depress gluta-

matergic EPSPs, which leads to reduced neuronal firing [30], [98]. Cck and neuropeptide Y are

thought to reduce glutamate and GABA release from the presynaptic terminals as well [111],

[114].

2.3.6 Firing patterns

After the investigation of repetitive discharge properties of neocortical cells, McCormick et al.

(1985) have distinguished three characteristic firing patterns: regular-spiking (RS), intrinsically-

bursting (IB), and fast-spiking (FS) (Figure 2.5). The signalling type was determined by observ-

ing the neuronal response when it is injected with a constant excitatory current [24], [115]. In

the case of RS cells, the initially high firing rate, which is contingent upon the injected current,

slows down, and the neuron establishes a steady discharging pattern. This phenomenon is called

spike train adaptation or accommodation [24], [29], [30], [115]. The density of the high voltage-

gated Ca2+-channels and the affected Ca2+-dependent K+-channels thought to be responsible

for the degree of the adaptation [24], [115], [116]. The vast majority of PCs are RS cells [24],

[29], [30], [115]. Their AP duration is 0.6-1.0 ms at one-half amplitude, they have a prominent

afterhyperpolarisation, and their activity has been captured in layers II-VI of the neocortex [115].

IB discharges are characterised by three to five APs superimposed on a slow depolarising en-

velope. During the course of the burst, the amplitude of the spikes, as well as the rate of the rise

show a decline, while the duration of the spikes increases. It is terminated by an afterhyperpo-

larisation period and followed by either a single discharge or another burst [24], [29], [115]. The

individual spikes resemble those generated by RS cells, but they are accompanied by a prominent

afterdepolarisation, which might form a slow, low-amplitude depolarising wave during a burst

[117]. Bursts are thought to be the outcome of transient low-threshold Ca2+ current generated

by low-voltage-gated Ca2+ channels [24], [115], [118]. IB neurons are observed to be PCs of

the layers IV and V [24], [29], [115].

The classical FS pattern is characterised by the series of APs with short interspike interval

[119]. The spikes are brief compared to those of RS or IB cells, and they are followed by a short

but prominent afterhyperpolarisation phase [24], [30], [115], [117], [119]. The individual spikes

are usually faster than 0.5 ms and can be unambiguously separated from the other two firing

patterns [115], [117]. Smooth or sparsely spiny, GABAergic, nonpyramidal cells are thought to

be the sources of FS discharges. Their firing frequency does not change when they are injected

with an excitatory current, thus they are often called non-accommodating cells as well [24], [30],

[115]. The fast upstroke of the AP might be related to sodium-dependent mechanisms. The rapid
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repolarisation can be the result of the large-scale sodium channel inactivation. Although, the

prominent postspike undershoot is thought to be related to a rapidly activating and inactivating

potassium conductances. Finally, the absence of adaptation could be explained by the lack of

prolonged potassium conductances [115]. Mechanisms underlying the electrogenesis of FS is

yet obscure.

Figure 2.5. Characteristic response of neurons in the CNS to constant current pulses. PCs show

regular spiking (A) or intrinsically bursting (C) firing behaviour. The most prominent discharge

pattern of INs is fast-spiking (B) [120].

INs seem to be more variable concerning their characteristic firing patterns. There have

been attempts to classify the electrical properties of them in more detail. Five main categories

have been identified: (1) Nonaccomodating cells are the most frequently observed among INs,

firing repetitively, with no or minimal change in the interspike interval. They have relatively fast

AP with deep afterhyperpolarisation phase. (2) The second most frequently encountered INs

have accommodating, repetitive firing pattern with a decrease in discharge frequency. Though,

accommodating cells have higher firing frequency and slower accommodating capability than RS

cells. (3) Stuttering cells have high-frequency clusters of APs with little or no accommodation,

interrupted by silent periods with unpredictable length. (4) Irregular spiking INs produce random

discharges which do not form a certain cluster of APs. (5) Bursting behaviour has been observed

among INs as well. The initial high-frequency clusters with their strong afterhyperpolarisation

periods can be followed by other bursts, they can appear as a single phenomenon, or they might

be an initial segment for an accommodating firing pattern [24], [29], [30].

2.4 Brain oscillations and synchronous events

2.4.1 The sources of oscillations in the CNS

Two main mechanisms behind rhythmic generation have been proposed in the CNS: intrinsic

membrane properties and synaptic circuits [30]. The former relies on the idea of autorhythmic
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neurons in the CNS. Pacemaker neurons are capable of possessing organised ionic conductances,

which endow them to respond to inputs with oscillations at different frequencies. In addition

to that, many neurons act like resonators, which means that they prefer to accommodate spe-

cific frequencies [30], [121]. Low-threshold Ca2+ conductance might have an essential role in

the maintenance of rhythmic behaviour, which was most commonly observed in neurons with

oscillatory properties. It is being inactivated at the resting membrane potential and being de-

inactivated with hyperpolarisation. The study of the low-threshold Ca2+ conductance led to the

conclusion that even subthreshold depolarisation might result in AP generation if it is superim-

posed on either depolarising or hyperpolarising modification in the membrane potential [121].

Another influential component is the nonactivating or persistent Na+ conductance, which is able

to maintain prolonged, low amplitude membrane potential changes, the so-called plateau po-

tentials. As such, it does not generate an AP, but instead, it regulates excitability by triggering

the initiation of spiking [121], [122]. Other, ligand-activated voltage-dependent and voltage-

independent conductances are participating in the neuronal integration and oscillation as well.

In these cells, the ionic conductances are organised in such a manner that the membrane potential

rebound, which follows the afterhyperpolarisation phase, can generate a new AP. The second AP

is triggering a sequence of firing which lasts until the rebound is not able to reach the threshold

anymore and the oscillation ceases [121].

GABAergic mechanisms have a key role in the rhythmic generation based on synaptic in-

teractions. Networks consisting of both excitatory and inhibitory elements are capable of self-

organisation and generating complex properties [123]. The communication between INs and

PCs are reciprocal. They are very well connected, INs might inhibit more than 60% of PCs lo-

cated within 100µm and also receive input from a significant amount of them [94], [124]–[128].

Thus, not only the level of local network connectivity, that determines the volume of active INs

but INs influence it through their inhibitory responses as well. This is called feedback inhibition

(Figure 2.6) [94], [124], [127], [129]. Stabilisation maintained by negative feedback results in

various forms of oscillations [123].

Both excitatory and inhibitory cortical cells receive long-range excitatory afferent inputs too

from subcortical areas or other cortical regions, forming a feedforward inhibition (Figure 2.6)

[94], [124], [129]. The same afferent has a more substantial effect on INs than on PCs so that a

slight change in the network excitability induces inhibition on the circuit [94], [130]. This simple

coupling of PCs and INs increases the precision of spike timing substantially. Any diversion from

these simple circuits unavoidably increases the complexity of the firing patterns of participating

neurons. Lateral inhibition is an extended version of feedback inhibition (Figure 2.6). In this
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case, an IN is activated by a PC and suppressing the neighbouring PCs of it. The achievement of

increased autonomy by competition is called ’winner takes all’ mechanisms and is intended to

disable the spread of APs [123]. Feedback and feedforward inhibitory circuits together ensure

the simultaneous occurrence of excitation and inhibition in the neocortex [94]. They do not just

increase or decrease together but are having highly disruptive interference. Any alteration in the

balance of excitation or inhibition proceeds to compensatory effects [94], [131].

Figure 2.6. Different roles of INs in neuronal networks. Grey circles and black triangles indicate

INs and PCs, respectively. Arrows show the direction of information flow. Feedback inhibition

creates stability in the system, feed-forward inhibition acts as a filter of signalling, while lateral

inhibition maintains the autonomy of certain neurons of the network [123].

Besides excitatory connections, INs receive inhibitory inputs from each other as well [94],

[132], [133]. In a chain of INs, the first neuron suppresses the second neuron. As a consequence,

the third IN will be less affected by the second. Thus the third neuron is capable of restraining

its own target, and so on. This is called disinhibition. However, of course, to construct the

simplest oscillatory network, an external force is needed to maintain spiking activity. The initial

random spiking of INs is disturbed by some co-occurrence of discharges. These small groups

will express more potent inhibition, causing more neuron suppression and then release at the

same time, once the inhibition fades away. In an appropriate network, by the end of the process,

most of the neurons will fire synchronously. Adding a PC to the system, we expect the outcome

to be the same. Since, during the synchronous discharges of INs, all neurons are suppressed

rhythmically. This scenario can be observed during an epileptic seizure. Nevertheless, these

oscillatory networks are easily disturbed because even a slight perturbation in timing can have

an immense deteriorating effect on the synchronisation, which is very likely to happen under

physiological conditions. [123].

Gap-junctions between INs are thought to have a crucial role in the generation of syn-

chronous activity [94]. A subthreshold change in the membrane potential of one or a few cells
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can be transmitted to the electrically coupled neurons [107]. On the other hand, a presynaptic

AP might result in a postsynaptic spikelet within a very short period of time, thus leading to

the coherent behaviour of INs on the submillisecond level. This simultaneous occurrence is not

reduced by the blockade of excitatory of chemical synapses. Thus it is thought to be mediated by

gap-junctions. However, only 30% of the synchronised APs were elicited from those spikelets

[107], [134]. Therefore, subthreshold signalling and transmission of spikes through electrical

synapses assist to the coordination of network mechanisms [107].

2.4.2 Slow oscillation as a default activity of cortical networks

Slow oscillation (SO) is implied to be a default activity emerging in cortical networks [135]. It

consists of slowly alternating active and silent periods. During an Up state, neurons prefer to

stay at a depolarised, subthreshold membrane potential, at which they tend to be more active

with a higher probability of firing. While, in the case of a Down state, neurons tend to maintain

a hyperpolarised membrane potential and stay in silence [135], [136].

SO is a collective phenomenon determined by the neuronal, synaptic and connectivity fea-

tures of the cortex. It is originated from the coexistence of certain dynamical elements such as

bistability, activity-dependent adaptation, and endogenous noise [135]. Bistable neurons are si-

multaneously attracted into both Up and Down states. Furthermore, the strong synaptic coupling

leads to a reverberating network activity. An alteration between the two periods is required to

maintain the populational dynamics. Activity-dependent adaptation refers to the mechanisms

which allow the transition from Up to Down states [135], [136]. During the active phase, neu-

ronal excitability gradually decreases due to the reduction of the net input current received by

the neurons. This leads to the destabilisation of synaptic reverberation pushing the network to-

ward the Down state. Through the silent period, the adaptation strength relaxes and the system

is approaching toward a higher excitability [135]. Mechanisms underlying this adaptation might

include ion channel-mediated currents, short-term synaptic depression and GABAergic activa-

tion. The periodic re-entry into the Up state is triggered by the so-called endogenous noise,

which is the consequence of local cell firing rates and fluctuations in the inputs [135], [136].

Both excitatory and inhibitory elements are participating in the increased neuronal firing

rate during an Up state [135]–[137]. The balance of excitation and inhibition is crucial for

shaping the emergence of the pattern. Though, there are compensatory effects, designed to

preserve the physiological activity [135]. When, for example, the fast inhibition is blocked,

the multiunit firing rate during Up states increases, which leads to more efficient recruitment of

activity-dependent K-channels. This shortens the duration of excitement and elongates Down
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states. The higher the level of firing rates during Up states, the more efficient the muting of

the network. When a critical level of fast inhibition blockade is attained, the compensating

mechanism fails and epileptiform discharges might occur [135], [138].

2.4.3 Spontaneous synchronous discharges in the human cortex

It has long been the subject of debate whether cortical tissue resected from human patients is

able to generate spontaneous synchronous activities in vitro [3], [139]. It seems to be proved

that synchronous discharges resemble those obtained by scalp or intracranial EEG, can emerge

in slices prepared from the epileptic human neocortex [2]–[6]. The activity develops in a phys-

iological perfusion solution. It does not need any artificial manipulation, neither the change of

the ion concentration nor the application of pharmacons nor the movement of the tissue [3]. It

appears regardless of the age or gender of the patient, but it has not yet been clarified, whether

these sharp field potentials are the results of pathological mechanisms or they emerge sponta-

neously in the healthy tissue as well. The verification of this issue face some complication as

synchronous discharges have not been found in non-primate species, and healthy human tissue

is not available for obvious ethical reasons [3], [6].

Spontaneous synchronous discharges have similar characteristics to interictal spikes (IIS)

experienced on in vivo recordings of epileptic patients, which might lead to the misconception

of the phenomenon [6], [7]. These simultaneous population bursts consist of rhythmically re-

curring extracellular local field potential (LFP) deflections. Applying a band-pass filter on the

extracellular recording between 1 and 100 Hz highlights the waveform resembles IISs [12], [13].

After the application of wide-band filtering, a superimposed increase of neuronal firing, and

high-frequency oscillations (HFOs) have been observed concurrently with the sharp field po-

tentials [5], [6], [140]. The populational discharge of neurons builds up gradually before the

beginning, and decline after the end of the event [140]. On the intracellular level, it is associated

with large, complex postsynaptic potentials, which might be accompanied by synchronous cell

firing [6], [140]. Both excitatory and inhibitory chemical signalling, as well as electrical cou-

pling, are thought to be involved in the coordination of the network [3], [5]. It has been shown

that non-NMDA glutamate receptors and GABAA receptors both have a role in the generation of

spontaneous potentials, while it is not reliant on NMDA receptors nor GABAB receptors [3].

2.4.4 Development of seizures

The presence of two concurrent events is essential for the initiation of a seizure: the high-

frequency bursts of APs and the excessive hypersynchronisation of the neuron population. In-
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tracellularly, the emergence of these outbursts is the result of an epilepsy-related phenomenon

called paroxysmal depolarizing shift (PDS) [85], [141], [142]. The PDS is triggered by an enor-

mous network-level EPSP caused by AMPA receptor-mediated fast neurotransmission. A sus-

tained depolarising plateau is mediated by currents of L-type voltage-gated calcium channels and

NMDA receptor channels. The influx of extracellular Ca2+ leads to the activation of voltage-

dependent sodium channels, and thus to the generation of repetitive cell firing. The cessation

of bursting and the decline of depolarisation amplitude are thought to be the consequence of the

progressive inactivation of the channels. The PDS is terminated by a rapid repolarisation fol-

lowed by hyperpolarisation, which might be mediated by Ca2+-dependent K+ channels, GABAA

or GABAB, depending on the type of the neuron [85], [141], [142].

In healthy tissue, the propagation of hypersynchronous discharges is prevented by the hyper-

polarisation of the neurons and the surrounding inhibition induced by the recruited IN popula-

tions. In contrast to that, the epileptic neocortex maintains repetitive discharges, which lead to

an increased extracellular K+ level. It thus decreases the amount of outward K+ currents, pre-

venting the hyperpolarisation of the neighbouring neurons. The extent of Ca2+ accumulates in

the synaptic terminals, which boosts the release of neurotransmitters. Furthermore, the NMDA

receptors enhance the Ca2+ influx due to the depolarisation-induced activation. These mecha-

nisms lead to the process by which seizure activity is able to propagate into contiguous areas or

to relatively distant areas as well [85].

2.4.5 Interictal activity

Interictal discharge (IIS) is observed on human EEG between seizures in focal epilepsies [1], [7],

[142], [143]. It appears spontaneously [1], [7], [142], though experiments showed that it could

be induced by pro-convulsive drugs too [1], [139], [144]. It is characterised by a fast (< 200

ms), high-amplitude (>50 µV) LFP transient followed by a slower wave of few hundreds of mil-

liseconds [1], [7], [38], [142]. These events recur periodically [1], [38], [143] and are associated

with a PDS with a superimposed sequence of fast APs at 200-500 Hz similar to those observed

during seizures [1], [142]. Most recent studies suggest using the term PDS for only in the case

of IISs while applying distinguishing terminology for burst discharges related to other epileptic

mechanisms [142]. Only specific subpopulations of cortical neurons are able to generate bursting

activity during normal conditions, such as those located in the CA1 and CA3 of the hippocam-

pus [1], [145], [146], in the layer V of the neocortex [1], [147] or in the deeper structures of

the piriform cortex [1], [148], [149]. Others, like those, found in the CA1 of the hippocampus

[1], [146], in the superficial layers of the piriform cortex [1], [148], or in the deeper layers of
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the entorhinal cortex [1], [150], need ineffective inhibition and enhanced excitation to induce

high-frequency discharges. The conductances responsible for bursting behaviour diverse in the

case of different neuron types (R-type calcium current or sodium conductances) [1]. Along with

chemical signal transmission, gap-junctions have been proposed to have a role in the generation

of interictal events as well [1], [151].

IIS has been observed during seizure-free periods of epileptic patients. It has long been

a subject of debate, whether this activity preludes ictal discharges or it is intended to prevent

the hypersynchronous bursting behaviour [1], [142]. Some assumed that seizures could be con-

sidered as a consequence of the melting of the PDS, which thus can serve as a hallmark of

pathological discharges [142], [152]. On the other hand, PDS has a resemblance to giant de-

polarising potentials observed in neonatal rats, which are thought the play a crucial role in cell

growth and differentiation [142], [153]. A possibility raises that PDS contributes to the neu-

rodevelopment in matured neuronal networks [142], [154]. Changes in the circuits of the cortex

might lead to epileptic hyperexcitability [142]. This hypothesis is supported by the fact that IIS

is observable early, right after the injury triggering the epileptic processes. In contrast to that,

the emergence of the seizure activity needs a relatively long latency period to set the stage for

the hypersynchronous discharges [142], [155].

The anti-epileptic nature of IISs is confirmed by the inverse relation between the occurrence

of IISs and seizures. The frequency of interictal events decreases or remain stable before the

seizure, and being enhanced after it ended [1], [142], [143]. Furthermore, the suspension of

anticonvulsants reduces the IIS frequency prior to the emergence of ictal discharges [142], [156].

Another evidence is the refractoriness caused by IISs, which inhibits cell discharges and the

development of seizures [142], [157], [158]. These observations might imply that IISs actually

prevent the formation of ictal activity rather than contributing to it.

2.4.6 High-frequency oscillations

High-frequency oscillations (HFOs) are field potentials which reflect a short-term synchronisa-

tion of cellular activity in the cortex [159]. Two main types of fast network oscillations have

been investigated here, ripples and fast-ripples. Ripples are brief, sinusoid-like waves, between

130 and 250 Hz. They were observed in the entorhinal cortex and hippocampus of several mam-

malian species and humans [46], [159]. Ripples chiefly show up during immobility or episodes

of slow-wave sleep. They are thought to have a role in memory consolidation. In contrast to that,

fast-ripples used to be referred to as the pathological counterpart of ripples [46]. Its peculiar

frequency range is between 300 and 700 Hz. Fast-ripples were observed in the areas of epileptic
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seizure generation and the adjacent areas [46], [159]. That is why it has been hypothesised to

indicate the substrate of epileptogenicity.

A multi-unit activity rise has been observed during HFOs. However, the degree of the in-

crease is half as much during ripples as those measured during fast-ripples. Presumed PCs

showed to reach a maximal firing rate coinciding with the peak of the ripple. While, putative INs

had a firing rate maximum too, but it arose prior to the oscillation. Thus, INs could inhibit firing

activity before the field potential and release during the synchronous discharge. Phase analysis

showed that PCs like to fire during the negative phase of the ripple cycle, whereas INs have a lag

of 0.5 ms. The rhythmic inhibitory post-synaptic potential might have a robust regulatory effect

on PC discharges and contribute to the synchronisation, which leads to ripple field potentials.

In the case of fast-ripples, PCs tend to fire during the negative phase of the oscillation too [46].

Although the role of INs has not yet been revealed in the maintenance of pathological HFOs,

cells are not likely to have a firing rate over 400 Hz [46], [160]. This supports the hypothesis that

fast-ripples might recruit a large number of cells with synchronous discharges, but they appear

to be out of phase with each other. Thus, they emerge a field potential oscillation with higher

frequencies [160].

Subsequent studies suggested that along with chemical synapses, gap junctions have a cru-

cial role in the mechanisms underlying synchronisation [46], [107], [159], [160]. Electrical

coupling might help to sharpen the tuning of oscillatory activity by supporting the simultaneous

interneuronal firing when the IPSP decreases [107], [160], [161]. Draguhn and colleagues found

that HFO persists during the suppression of chemical synaptic transmission. While, it is being

enhanced or reduced by the increase or decrease of gap junction efficacy [46], [159]. Some also

suggested that the role of electrical coupling in the synchronisation might approve the theory of

gap junctions between PCs as well [46], [159].

2.5 Bicuculline

The convulsant alkaloid bicuculline is widely used to induce hypersynchronous discharges in

mammalian epilepsy models and human samples as well [2], [3], [14], [19], [90], [140], [162]–

[166]. It exerts its influence by being a competitive antagonist of GABAA receptors [167]–[169].

Although certain studies attempted to prove that bicuculline is rather being an allosteric inhibitor

[168], [170]. A common matter between the followers of the two theory is that the bicuculline

weakens GABA activated conductances by decreasing the channel opening time [168], [170],

[171]. Bicuculline is difficult to use because it is unstable in certain conditions: at physiolog-

ical pH and 37 ◦ it is hydrolysed to bicucine which is a relatively inactive GABA antagonist.
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Furthermore, it is not properly dissolvable in aqueous solutions. Thus, quaternary salts (such as

bicuculline methiodide or methochloride) was synthesised, which are stable between pH 2 and

8 and are much more soluble in water [167]–[169]. A non-GABA receptor-mediated function of

the bicuculline salts has been uncovered. It is very likely that these agents block Ca2+-dependent

K+ currents. Which thus reduce the period of afterhyperpolarisation and permits the membrane

to maintain an optimal level of depolarisation for burst-firing [168], [169], [172].
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3. Methods

3.1 Description of patients

We received written consent from all patients. Our protocol was approved by the Hungarian

Ministry of Health and by the Regional and Institutional Committee of Science and Research

Ethics of Scientific Council of Health (ETT TUKEB 20680-4/2012/EKU) and performed in

accordance with the Declaration of Helsinki.

3.1.1 Epileptic patients

Neocortical tissue samples were obtained from 60 epileptic patients (Table 3.1). According to

the diagnosis of epilepsy and the appearance of seizures, subjects have been divided into three

groups. Most of the patients suffered from pharmacoresistant epilepsy (ResEpi, n = 42). In

their case epilepsy was not curable by any single or combined drug treatment, therefore the

resection of the epileptogenic zone was indicated. The rest of the epileptic patients were either

pharmacologically treatable (TreatEpi, n = 10) or suffered from only one seizure in their life

without the need for medical intervention (NoMed, n = 8). These two former groups were

operated in order to resect their brain tumour. Those who suffered from seizures were diagnosed

with epilepsy in an average of 14 ± 13 years (min.: 2 weeks, max.: 50 years) before their surgery.

Thirteen epileptic patients were diagnosed with cortical dysplasia, 2 of them with additional

hippocampal sclerosis. Six patients suffered from gliosis and/or dysgenesis, two of them with

hippocampal sclerosis. Twenty patients were diagnosed with tumour of glial origin, three of

them with necrosis and one of them with hippocampal sclerosis. Five patients had carcinoma

metastasis, and two patients had other tumours. The rest of the patients were diagnosed with

hippocampal sclerosis (n = 8), cavernoma (n = 5) or encephalitis (n = 1). In addition to the

clinical histology results, histopathological changes (signs of tumour infiltration or dysgenesis)

of the obtained tissue have been verified with Nissl staining, the neuronal marker NeuN, the glial

fibrillary acidic protein and a specific interneuron marker parvalbumin immunostaining. 31 male
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and 29 female subjects constituted the epileptic group within the age range of 18 and 72 years

(mean ± st.dev.: 39 ± 15 years).

3.1.2 Non-epileptic patients

Forty-four subjects suffering from brain tumour without epilepsy were used as a control group

(NoEpi, Table 3.1). These patients - as it is stated in their anamnesis - did not show clinical man-

ifestation of epileptic seizure before the date of their brain surgery. Preoperative clinical EEG

recordings confirmed in eight of these patients that no electrographic signs of epileptic activity

were present on their scalp EEG. The majority of non-epileptic patients suffered from tumour

of glial origin (n = 21). Eighteen of them had glioblastoma, one together with astrocytoma and

one with oligodendroglioma, while the remaining three patients with glial tumour had only as-

trocytoma. Those who were not diagnosed with glial tumour had carcinoma metastaticum (n =

16), melanoma metastaticum (n = 2), meningioma (n = 2), cavernoma with haematoma (n = 1),

haematoma (n = 1) or neurocytoma (n = 1). The distance of the obtained neocortical tissue from

the tumour had been assessed by the neurosurgeon, based on magnetic resonance (MR) images,

intraoperative pictures and occasionally defined by a navigational system. Signs of dysgenesis or

tumour infiltration have been verified by immunohistochemical procedures described in section

3.1.1. 22 male and 22 female subjects participated in the study within the age range of 31 and

82 years (mean ± st.dev.: 61 ± 12 years).

3.2 Tissue preparation

The obtained neocortical samples were originated from all four cortical lobes: 18 epileptic and

14 non-epileptic tissue from the frontal lobe, 31 epileptic and 12 non-epileptic tissue from the

temporal lobe, six epileptic and 12 non-epileptic tissue from the parietal lobe and five epileptic

and six non-epileptic tissue from the occipital lobe have been examined. After resection, neo-

cortical tissue samples were placed in an ice-cold, oxygenated solution containing (in mM) 248

D-sucrose, 26 NaHCO3, 1 KCl, 1 CaCl2, 10 MgCl2, 10 D-glucose and 1 phenol red, equili-

brated with 5% CO2 in 95% O2 while it was transported to the experimental lab and prepared

for electrophysiological recordings. The pia mater and larger blood vessels were removed, and

slices of 500 µm thickness containing all the neocortical layers were made by Leica VT1000S

vibratome. Slices were transferred then to an interface chamber where they were kept for an

hour to restore before the recordings. They were maintained at 35-37◦C, perfused with a stan-

dard physiological solution containing (in mM) 124 NaCl, 26 NaHCO3, 3.5 KCl, 1 MgCl2, 1

CaCl2, and 10 D-glucose, equilibrated with 5% CO2 in 95% O2.
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Table 3.1. Patient data. Stage of epilepsy: ResEpi: pharmacoresistant epilepsy, TreatEpi: treatable epilepsy, NoMed: no need for medication, NoEpi: no epilepsy.

Gender: F: female, M: male. Distance from the tumour: close is <3 cm, distant is >3 cm, but in most cases >5 cm. N/A: not available.

Stage of
epilepsy

Patient ID Gender Age Diagnosis Lobe Duration of epilepsy Distance
from tumour

Anatomy

ResEpi E1 F 22 encephalitis parietal 1 month normal/cell loss

ResEpi E2 F 21 focal cortical dysplasia with glioneural heterotopia frontal 2 years dysgenetic

ResEpi E3 F 18 bilateral frontal polymicrogyria frontal 5 years dysgenetic

ResEpi E4 M 24 ganglioglioma grade I temporal 4 years distant normal

ResEpi E5 F 18 focal cortical dysplasia II B temporal 5 years dysgenetic

ResEpi E6 M 51 hippocampal sclerosis temporal 50 years normal

ResEpi E8 F 33 focalis corticalis dysplasia II B occipital 31 years normal+dysgenetic

ResEpi E10 M 21 hippocampal sclerosis temporal 21 years normal

ResEpi E11 M 29 cavernous malformation temporal 3 years N/A

ResEpi E12 M 40 hippocampal sclerosis temporal 35 years normal

ResEpi E13 F 53 hippocampal sclerosis temporal 40 years normal

ResEpi E14 M 53 ganglioglioma grade I parietal 18 years close normal

ResEpi E15 M 35 focal cortical dysplasia + hippocampal sclerosis temporal 34 years normal

ResEpi E16 M 26 subependymal gliosis (dysgenesis) + hippocampal sclerosis temporal 24 years normal

ResEpi E17 F 38 focal cortical dysplasia + hippocampal sclerosis frontal 31 years normal

ResEpi E18 F 35 focal cortical dysplasia II B (with balloon cells) frontal 30 years normal

ResEpi E21 M 56 haemangioma cavernosum temporal 26 years N/A

ResEpi E23 F 33 haemangioma cavernosum temporal 5 years normal

ResEpi E25 M 53 hippocampal sclerosis temporal 24 years normal

ResEpi E27 M 27 hippocampal sclerosis temporal 2 years normal

ResEpi E29 M 18 focal cortical dysplasia parietal 5 years dysgenetic

ResEpi E30 M 30 microdysgenesis + hippocampal sclerosis temporal 17 years dysgenetic

ResEpi E31 M 31 complex dysembrioplastic neuroepithelial tumour temporal 10 years distant N/A

ResEpi E32 F 31 focal cortical dysplasia II B (with balloon cells) parietal 18 years dysgenetic

ResEpi E34 F 18 hippocampal sclerosis temporal 4 years N/A

ResEpi E35 F 37 cavernous malformation temporal 6 years N/A
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Table 3.1 continued from previous page

Stg. of epi. Patient ID Gender Age Diagnosis Lobe Duration of epilepsy Dist. from tu. Anatomy
ResEpi E39 F 36 hippocampal sclerosis temporal 30 years N/A

ResEpi E40 M 32 anaplastic oligoastrocytoma grade III frontal 4 years distant N/A

ResEpi E41 F 26 radionecrosis (2 years earlier: pylocytic astrocytoma) temporal 13 years close N/A

ResEpi E42 M 44 subpialis gliosis (dysgenesis) frontal 22 years N/A

ResEpi E45 M 48 focal cortical dysplasia II B frontal 39 years N/A

ResEpi E46 F 38 ganglioglioma grade I temporal 10 years close N/A

ResEpi E51 M 29 cortical dysplasia temporal 14 years dysgenetic

ResEpi E57 F 19 focal cortical dysplasia II B (with balloon cells) frontal 15 years dysgenetic

ResEpi E58 F 35 haemangioma cavernosum temporal 5 years normal

ResEpi E59 M 30 focal cortical dysplasia II B (with balloon cells) parietal 27 years normal

ResEpi E63 M 34 diffuse low-grade glioneural tumor + hippocampal sclerosis temporal 20 years close infiltrated

ResEpi E64 M 32 focal cortical dysplasia II B (with balloon cells and dysmorph neurons) parietal 23 years normal

ResEpi E65 F 31 ganglioglioma grade I temporal 1 year close normal

ResEpi E66 F 41 hippocampal and temporal gliosis temporal 9 years normal

ResEpi HP1 M 36 temporal gliosis temporal 7 years normal

ResEpi O42 M 72 glioblastoma multiforme frontal 9 months (1 seizure) distant normal

TreatEpi E24 M 71 glioblastoma grade IV frontal 1 week (1 seizure) close normal

TreatEpi E28 F 60 anaplastic oligodendroglioma grade III, recidiva frontal 10 years close N/A

TreatEpi T1 F 54 oligodendroglioma grade II frontal 2 weeks (1 seizure) distant N/A

TreatEpi T3 F 18 anaplastic ependymoma grade III frontal 1 month distant normal

TreatEpi T5 F 35 oligodendroglioma grade III occipital 1 month (1 seizure) close infiltrated

TreatEpi T9 F 48 lung small cell carcinoma metastaticum occipital 2 weeks (1 status epilepticus) close infiltrated

TreatEpi T10 M 44 glioblastoma multiforme, astrocytoma grade IV temporal 3 weeks distant normal

TreatEpi T13 M 53 radionecrosis (6 years earlier: anaplastic oligoastrocytoma grade III) frontal 6 years (1 seizure) distant N/A

TreatEpi T31 M 64 lung carcinoma metastaticum temporal 3 months (1 seizure) distant normal

TreatEpi T46 F 68 glioblastoma grade IV temporal 2 weeks close N/A

noMed E19 F 72 radionecrosis (1 year earlier: astrocytoma grade II) frontal 2 years close normal

noMed E20 F 33 glioblastoma grade IV frontal 3 month distant N/A

noMed E26 M 44 anaplastic ganglioglioma grade III temporal 3 months (1 seizure) distant N/A

noMed E33 M 63 lung adenocarcinoma metastaticum occipital 2 weeks (1 seizure) close N/A

noMed E44 F 32 anaplastic astrocytoma grade III frontal N/A (1 seizure) distant N/A
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Table 3.1 continued from previous page

Stg. of epi. Patient ID Gender Age Diagnosis Lobe Duration of epilepsy Dist. from tu. Anatomy
noMed T22 M 65 epidermoid carcinoma metastaticum occipital 13 months (1 seizure) distant normal

noMed E56 M 58 lung adenocarcinoma metastaticum temporal 10 months (1 seizure) close infiltrated

noMed E60 F 36 anaplastic astrocytoma grade III frontal N/A (1 seizure) close infiltrated

noEpi T2 M 59 glioblastoma multiforme sarcomatosum temporal close N/A

noEpi T4 F 69 glioblastoma multiforme temporal distant normal

noEpi T6 M 31 cavernoma, haematoma intracerebralis acuta frontal distant normal

noEpi T7 F 58 glioblastoma multiforme, meningitis temporal close infiltrated

noEpi T8 F 78 glioblastoma multiforme, astrocytoma grade IV temporal distant normal

noEpi T11 F 57 glioblastoma multiforme grade IV occipital distant normal

noEpi T12 M 59 glioblastoma, with oligodendroglioma fragments grade IV frontal close normal

noEpi T14 M 67 lung anaplastic carcinoma metastaticum temporal close N/A

noEpi T15 F 67 meningioma grade I frontal distant N/A

noEpi T16 F 69 gastrointestinal adenocarcinoma metastaticum occipital close N/A

noEpi T17 F 74 glioblastoma multiforme grade IV parietal distant normal

noEpi T18 M 68 melanoma malignum metastaticum parietal distant normal

noEpi T19 M 69 lung adenocarcinoma metastaticum parietal close N/A

noEpi T20 F 59 breast carcinoma metastaticum frontal close infiltrated

noEpi T21 F 69 kidney carcinoma metastaticum parietal distant normal

noEpi T23 F 81 meningioma grade I frontal distant normal

noEpi T24 M 55 lung adenocarcinoma metastaticum temporal distant N/A

noEpi T25 F 55 glioblastoma multiforme parietal distant N/A

noEpi T26 F 63 glioblastoma multiforme grade IV parietal close N/A

noEpi T27 F 61 lung carcinoma metastaticum frontal distant N/A

noEpi T28 M 49 kidney carcinoma metastaticum occipital close N/A

noEpi T29 F 62 lung adenocarcinoma metastaticum parietal close N/A

noEpi T32 M 79 glioblastoma multiforme grade III temporal close N/A

noEpi T33 M 45 anaplastic astrocytoma frontal close N/A

noEpi T34 F 64 haematoma frontal distant N/A

noEpi T35 M 60 glioblastoma grade IV temporal distant N/A

noEpi T36 M 58 lung adenocarcinoma metastaticum frontal close N/A

noEpi T38 M 82 stomach anaplastic carcinoma metastaticum temporal close N/A
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Table 3.1 continued from previous page

Stg. of epi. Patient ID Gender Age Diagnosis Lobe Duration of epilepsy Dist. from tu. Anatomy
noEpi T39 M 37 centralis neurocytoma grade II frontal distant N/A

noEpi T40 M 45 anaplastic astrocytoma grade III temporal close N/A

noEpi T42 F 59 breast carcinoma metastaticum frontal close N/A

noEpi T43 M 73 melanoma malignum metastaticum temporal distant N/A

noEpi T44 F 58 breast carcinoma metastaticum occipital distant N/A

noEpi T45 F 56 glioblastoma grade IV occipital distant N/A

noEpi T56 M 64 glioblastoma multiforme grade IV parietal close normal

noEpi T57 F 73 glioblastoma multiforme grade IV frontal close infiltrated

noEpi T58 M 42 glioblastoma multiforme grade IV frontal close normal

noEpi T61 F 40 anaplastic astrocytoma grade III parietal distant normal

noEpi T64 M 63 glioblastoma multiforme grade IV parietal close normal

noEpi T67 F 57 glioblastoma multiforme grade IV parietal close normal

noEpi T68 F 72 neuroendocrine carcinoma metastaticum, grade III parietal distant normal

noEpi T69 M 49 anaplastic astrocytoma grade III frontal distant N/A

noEpi HP3 M 55 epithelial lung carcinoma metastaticum temporal distant Normal

noEpi HP4 M 69 planocellular keratoid carcinoma metastaticum occipital close N/A
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3.3 Recordings

3.3.1 Extracellular recordings

Extracellular recordings were obtained in an interface chamber while standard, oxygenated phys-

iological solution was perfused, as it was described in section Tissue preparation. Local field

potential gradient was captured by a laminar microelectrode with 24 contact points and 150 µm

of inter-contact spacing [10], [12], [13], [173], [174]. The multielectrode was placed on the

brain slices perpendicular to the pial surface so that it covered all the neocortical layers (Figure

3.1). Depending on the thickness of the grey matter, usually, channels 1-12 captured signals from

the supragranular layers (layers I-III), channels 13-15 captured signals from the granular layer

(layer IV), and channels 16-23 captured signals from the infragranular layers (layers V-VI). The

23 channels are derived from the gradient of the 24 contact points. Slices were scanned from

one end to the other at every 300-400 µm. For the recordings, a custom-made voltage gradient

amplifier of pass-band 0.01 Hz to 10 kHz was used. Signals were digitized with a 32 channel,

16-bit resolution analogue-to-digital converter (National Instruments, Austin TX, USA) at 20

kHz sampling rate, recorded with a home written routine in LabView 8.6 (National Instruments,

Austin TX, USA).

Figure 3.1. LFPg recordings were captured by a 24-channel laminar electrode. It was placed

on the brain slice perpendicular to the brain surface so that the contact points of the electrode

covered all the cortical layers. A1-A3 illustrates a section of the human brain in the coronal plane

[175]. B1-B3 shows the electrode positioning on the neocortical slices with the corresponding

gradient recordings.
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3.4 Drugs

Bicuculline methiodide (BIC, 20 µM or 50 µM), an A-type γ-aminobutyric acid (GABAA) re-

ceptor antagonist was applied to suppress receptor-mediated signalling. The drug was obtained

from Tocris Bioscience (Izinta Kft., Hungary). A solution of 100 ml containing bicuculline was

washed into the interface chamber during most of the experiments. Epochs of 10-minutes length

were recorded continuously during the whole experiment (control - BIC application - washout).

The washout period endured until the reappearance of the spontaneous population activity (SPA).

In the absence of an SPA, the washout persisted for an hour.

3.5 Data analysis

Data processing was performed by Neuroscan Edit 4.5 program (Compumedics Neuroscan,

Charlotte, NC, USA), Klusters [176], and home written C++ and Matlab (The MathWorks,

Natick, MA, USA) routines.

3.5.1 Analysis of the synchronous spontaneous population activities and interictal-

like discharges

The presence or absence of population activities and single units were noted for all the records

of every slice. Usually, a 5-10 minutes long capture containing detectable synchronous sponta-

neous population activities (SPAs) and spontaneous interictal-like discharges (sIIDs, Figure 3.2)

were chosen for further analysis. If necessary, artefacts and noises disturbing the detection were

removed and replaced by a baseline signal.

Population activity detection was performed on LFPg records after Hamming linear deriva-

tion and bandpass filtering between 3 and 30 Hz (zero phase shift, 12 dB/octave). Events larger

than 2x standard deviation of the signal were detected and included in the analysis. The highest

amplitude time point of this peak was selected as time zero for further synchronous event-related

investigations.

LFPg, current-source density (CSD) and multi-unit activity (MUA) analyses were performed

using standard techniques [10], [173], [174]. Briefly, the detected SPAs were cut into time

windows from -300 ms to 300 ms related to the maxima of each peak - applied as timepoint zero

- as it was described in the previous paragraph. These epochs were averaged across the whole

recording. In the end, they were baseline corrected using a time window between -300 ms and

-100 ms before the peak as reference. The length of events was obtained from these averaged

recordings on the channel displaying the largest LFPg amplitude, at 50% of that amplitude. The
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recurrence frequency of the SPAs and sIIDs was calculated by dividing the number of events by

the length of the detection period (those time intervals where the events were detected). This

value was provided in Hz. The location of SPAs and sIIDs was visually evaluated.

Current source density, an estimate of population trans-membrane currents is the second

spatial derivative of the LFP. As spatial potential gradient recordings were obtained originally,

only one additional derivation was performed on the raw LFPg [173]. These derivated recordings

were processed the same way as it was described in the previous paragraph: they were cut

into epochs of ±300 ms related to the peak of the detected events, they were averaged across

the recording, and they were baseline-corrected for more appropriate estimation. For visual

evaluation, heatmaps of averaged CSDs were made for all SPAs and sIIDs, where current sources

and current sinks were indicated by cool and warm colours, respectively.

Multiple unit activity, together with the action potentials of single neurons provides in-

formation about the local cellular response to the field potential (Figure 3.2). To gain these

low-amplitude, high-frequency signals, high-pass filtering above 500 Hz (zero phase shift, 24

dB/octave) and full-wave rectification were performed on the raw LFPg recordings. After it was

cut into epochs of ±300 ms, the waveform was smoothed in order to improve visualisation. Last,

epochs were averaged, and baseline corrected just as it was described at the LFPg and CSD

analysis. Heatmaps for the averaged MUAs were drawn, where an increase in the cellular activ-

ity was represented by warm colours. The amplitudes were measured on the channels with the

largest peak.

3.5.2 Analysis of the bicuculline-induced population activities

The algorithm analysing bicuculline-induced population activities (BIPAs) was similar to the

one which was described in the analysis of SPAs in the previous subsection. Although some

changes in the subtasks were necessary due to the various characteristics and behaviour of the

waves (Figure 3.2).

Visual evaluation, artefact removal, and peak detection were performed using standard tech-

niques (for details, see subsection Analysis of the synchronous spontaneous population activi-

ties). For LFPg, CSD and MUA analyses epochs were cut from -500 ms to 1500 ms related to the

peak of the particular event in the cases of both bicuculline-induced interictal-like spikes (bIISs)

and bicuculline-induced seizures. High-pass filter, linear derivation and averaging were made as

it was described, but in the case of BIPAs, the reference interval for baseline correction contained

the time window from -500 ms to -300 ms before the peak. The amplitudes were calculated from

the channels of the largest peak on the LFPg.
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Measuring the length at the half-max of the amplitude was not applicable in the case of BIPAs

since the length of the LFPg deflections were not equal on the different channels. Moreover, the

peak of the deflection was at considerably different time point on the different channels. There-

fore, the length of bIISs was calculated using the mean global field power (MGFP) from the

channels where the event was present. The MGFP corresponds to the spatial standard deviation

of field potential amplitude values obtained with multiple channel recording [177], [178]. The

average length was determined at 5% of the maximal MGFP amplitude. In the case of temporally

complex bIISs, the length of the first component was calculated. The MGFP method could not

be applied in case of SPAs because the LFPg amplitude of these events is low, and therefore the

5% height of the maximal values dropped below the noise level and provided an imprecise mea-

surement. The duration of BIC-induced seizure-like activities was defined by manual estimation

applying the butterfly plot of all channels. A butterfly plot was generated from the averaged

LFPg in the case of recurring seizures, to include all seizure events.

The initiation site, as well as the direction and the speed of the propagation of BIPAs were

determined across channels (i.e. across cortical layers). The phenomenon usually consists of

large LFPg deflections superimposed by increased cellular activity. However, in some cases, the

LFPg peak is almost invisible, so we have to rely on the increased MUA itself. To solve this

problem, after applying a 0.5 Hz high-pass filter, we calculated the power of the LFPg records.

For the detection, a two-step thresholding process was used, where threshold 1 indicated pre-

sumable peaks, while threshold 2 determined the initiation points of these peaks on all channels.

In case of complex events, only the first peak was taken into account.

The spreading speed of the BIPA events across the channels was defined by dividing the delay

between the starting points of the events by the distance between the two electrode contacts in

question. This speed value was determined for every channel pair, up to 5 contacts apart. For

each event, the speed was determined by taking the median of these pairwise speed values.

3.5.3 Analysis of high-frequency oscillations

High-frequency oscillations were analysed in the frequency range of 130-700 Hz during SPAs,

sIIDs and BIPAs. The raw recordings captured with 20 kHz sampling rate were low-pass filtered

under 700 Hz, then downsampled to 2 kHz. Epochs from -1000 ms to 1047.5 ms compared

to the SPA and sIID peak, epochs from -500 ms to 1547.5 ms compared to the bIIS peak and

epochs from -500 ms to 15883.5 ms compared to the seizure peak were used only on the channels

where the population activities were present. Different time windows were chosen considering

the wave properties. Wavelet analysis was performed, then the results were baseline corrected
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Figure 3.2. Different kind of activities on the LFPg recordings: (1) SPA and (2) sIID appear dur-

ing physiological conditions. While sIID has been detected only in epileptic tissue, SPA emerged

in all patient groups. After the application of bicuculline, in certain cases, (3) bIIS and (4) seizure

developed replacing physiological activities. (5) SUA (single-unit activity) refers to the action

potentials of the individual neurons. During population activities, high-frequency oscillations

were detected in both (6) ripple (130-250 Hz) and (7) fast-ripple (300-700 Hz) frequency ranges.

(8) MUA indicates the increased cellular activity during the events.
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using an interval between -300 ms and -100 ms before the certain peak as a reference. The

power increase in the ripple (130-250 Hz) and the fast-ripple (300-700 Hz) frequency ranges

was determined on each channel (Figure 3.2). Frequencies with the maximal power increase

were noted as well. Both the ripple and the fast ripple power, as well as the frequencies, were

averaged across the channels, to receive one ripple and one fast ripple power and frequency

parameter for each recording.

3.5.4 Analysis of single cells

Action potentials (APs) of single neurons were visually checked channel by channel on the 5-10

mins long recordings (Figure 3.2). Artefacts were removed if it was necessary. High pass filter

was applied above 80 Hz and 500 Hz, in case of physiological conditions and during bicuculline

bath, respectively. Neurons with a clear refractory period of 1.5 ms were detected separately in

the control and in the BIC group.

Although the electrode was kept in the same position during the application of physiolog-

ical ACSF and BIC bath, it was almost impossible to find identical neurons between the two

phases due to multiple reasons. First of all, the firing pattern of neurons changed considerably

after the administration of BIC. The action potentials of spontaneously active cells disappeared

while others started to discharge. Furthermore, the alteration of the AP shape during epileptic

discharges [179] caused by bicuculline complicated the process of clustering. In the case of

these recordings, only cells with relatively high amplitude and recognisable AP were clustered,

whereas small (and noisy) clusters were excluded. During the high-frequency oscillatory phases

of the seizures, cluster detection might be imprecise [179]. Due to these reasons we did not

attempt to follow the same neuron in control - BIC - washout recordings.

The detected APs of each cell were averaged throughout the whole recording. The separated

neurons were classified into three groups: principal cells (PC), interneurons (IN) and unclassified

cells (UC). Two criteria were taken into account for the classification. First, the width at the

half-max amplitude was calculated on the averaged APs of each neuron. The width of the APs

belonging to principal cells is considerably higher than that of the interneurons [180], [181].

Thus, neurons with an AP longer than 0.4 ms were considered to be PCs, and INs, if it was

shorter than 0.2 ms (Figure 3.3). The residual cells remained unclassified.

The second criterium of the classification was the firing pattern of the neurons [182], [183].

As the presence of bursting PCs (bPCs) was related to epilepsy and epileptiform discharges

[184], we investigated the activity of this special neuron type separately. Intrinsically bursting

PCs have a peak at 3-10 ms on the autocorrelogram followed by a sharp, exponential decay.
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Figure 3.3. Characteristic action potentials and peri-event time-histograms of interneurons,

bursting principal cells and regular spiking principal cells in physiological solution (A) and bicu-

culline bath (B).

Regular spiking PCs have either a steady, sustained firing without a peak or show a moderate

hump with at least 10 ms of duration on the autocorrelogram. PCs without the described patterns

or with too few action potentials were classified as PCs with unclear firing. A gradual rise

followed by a gradual decay on the autocorrelogram is indicating the characteristic discharge

dynamics of INs (Figure 3.3).

For each neuron, the location was determined, as well as the average firing frequency, the

interevent interval (IEI, event = AP), and a measure for burstiness (percentage of APs within

bursts) were calculated. Bursts were determined as a set of (at least) three APs within 20 ms.

Bursts consist of more than three APs could be longer than 20 ms, but each group of three

consecutive APs had to be within a 20 ms time period. Furthermore, the first AP of the burst

had to be preceded, and the last AP had to be followed by a 20 ms silent period (modified from

[185]).

3.5.5 Comparison of single neurons and synchronous events

This part of the analysis was performed on recordings containing SPAs and BIPAs (sIIDs were

excluded) from the ResEpi (n = 15 SPA, n = 14 bIIS, n = 6 seizures) and the NoEpi (n = 14 SPA,

n = 13 bIIS, n = 3 seizures) groups.

First, we aimed to find cells participating in the generation of population activities. Thus, we

were searching for neurons enhancing their firing during these events. Perievent time histograms

(PETHs) were calculated for each cell/SPA pair with a time window from -150 ms to 50 ms and

for each cell/bIIS and cell/seizure pair with a time window from -400 ms to 200 ms with a bin

size of 5 ms. The average firing frequency of the cells was calculated using these PETHS, during

the time course of the events and the baseline period in between. In case of SPAs, the baseline

was chosen from -150 ms to -50 ms before the peak, while the rest of the window was considered
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to be the ’event period’. In the case of BIPAs, the baseline and the event were chosen to be from

-400 ms to -100 ms and from -100 ms to 200 ms compared to the peak, respectively. Due to

the modified cellular behaviour during BIC (i.e. most of the cells fired during the population

events and remained silent in between), the normalised firing change between the two period

was calculated by the formula of A ÷ (A + B). In this expression, A represents the average firing

frequency during the events, while B is equal to the average firing frequency during the baseline

period. Thus, all values fell between 0 and 1, so we do not have to deal with infinite or extremely

huge numbers. If the firing change value exceeded 0.6, the neuron was considered to have an

increased firing (which equals to an increase to 150% of its baseline firing rate).

We wished to examine how excitatory and inhibitory cell types participate in the initiation

of SPA and BIPA events. Combined PETH of all PCs, INs and UCs were calculated relating to

the corresponding population activity peaks. Time windows from -100 ms to 200 ms and from

-200 ms to 1000 ms were used compared to the SPA and BIPA peak, respectively. With the aid

of the combined PETHs, we determined on each recording which cell type starts firing during

the population events. Finally, we calculated the area under the curve of the PC/IN/UC firing of

the PETH relative to the total firing during the interval of -50 ms to 50 ms around the LFPg peak

of SPAs, and -100 ms to 200 ms around the LFPg peak of BIPAs.

3.6 Statistical analysis

Statistica, v13 (Tibco Software Inc. Palo Alto, CA, USA, RRID: SCR 014213) was used to deter-

mine statistical significance. Distribution was verified with Kolmogorov-Smirnov and Lilliefors

tests. In case of a normal distribution, a t-test was used to compare two groups, while one-way

ANOVA (with Tukey’s honest different significance post hoc test) was applied to compare mul-

tiple groups. If the normality test failed, the Mann-Whitney U test was performed to check two

groups and Kruskal-Wallis ANOVA was performed to check multiple groups. In the main text,

the mean ± SD was used for the clarification. Whereas in the tables both the median (first and

third quartiles) and the mean ± SD were reported. The website http://vassarstats.net was used to

test for contingency tables. Fisher’s exact probability test was used for 2×3 contingency tables if

the total size of the data set was lower than 300. Chi-squared test was performed if it was greater

than 300.
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4. Results

4.1 Results related to the comparison of the different types of pop-

ulation synchronies in the human neocortex

4.1.1 The occurrence of population activities in the human neocortex

During the study, four kinds of population activities (PAs) have been investigated (Figure 4.1).

These activities were emerging in postoperative neocortical tissue in vitro, resected from pa-

tients with or without epilepsy. They were manifested as LFPg deflections on the extracellular

recordings during physiological conditions or bicuculline bath. In contrast to earlier studies, they

appeared without the application of electrical stimulation [15], [19].

The first PA, the synchronous population activity (SPA) was spontaneously generated in

the presence of physiological ACSF in slices from both epileptic and non-epileptic patients. It

consists of rhythmically recurring extracellular LFP deflections associated with high-frequency

oscillations and an increased neuronal firing as it was observed earlier [3], [186]. The second

type of PAs, the spontaneous interictal-like discharges (sIIDs) appeared too in the presence of

physiological solution, but only in slices derived from epileptic patients. This activity resembles

those epileptiform population bursts which were observed during the application of 4-amino-

pyridine [187]. After the administration of bicuculline, these spontaneous activities disappeared,

and in many cases, two other types of synchronies (bicuculline-induced population activities,

BIPAs) emerged both in epileptic and non-epileptic tissue. The third PA, the bicuculline-induced

interictal-like spike (bIIS) has higher amplitude and burstiness than the physiological sIID. It

can further be distributed into simple and complex events (see later) considering its temporal

and spatial behaviour. At last, the fourth type of synchronous event is the bicuculline-induced

seizure-like activity which consists of temporally complex recurring interictal-like spikes, always

invading the entire width of the neocortex. Bicuculline-induced seizures have a considerably

longer duration than complex bIISs.
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Figure 4.1. Classification of the population activities (PAs) developing in the postoperative neo-

cortical human tissue. The spontaneous population activity (SPA) and the spontaneous interictal-

like discharge (sIID) are generated during physiological conditions. After the application of

bicuculline bath, these discharges disappear, and bicuculline-induced population activities (BI-

PAs) show up in certain cases: interictal-like spikes (bIIS) and seizure-like activity. The former

can be further distributed into simple and complex events.

The emergence of synchronous activity in a physiological solution

Altogether 592 neocortical slices have been investigated, 236 slices from 42 ResEpi patients, 66

slices from 10 TreatEpi patients, 43 slices from 8 NoMed patients and 247 slices from 44 NoEpi

patients (Table 4.1). Slices were considered to be dead if we could detect neither populational

nor single-unit activity. SPAs emerged in 126/195 living slices (64.6%, 38/42 patients) from the

ResEpi group, in 22/56 living slices (39.3%, 9/10 patients) from the TreatEpi group, in 6/29 liv-

ing slices (20.7%, 4/8 patients) from the NoMed group and in 87/199 living slices (43.7%, 33/44

patients) from the NoEpi group (Table 4.1). Only a few samples were able to generate sIIDs,

exclusively the ones derived from patients with epilepsy in their anamnesis (8 slices from the

ResEpi and one slice from the TreatEpi groups). SPAs and sIIDs were separated by considering

all network properties we investigated throughout the analyses: the layer of emergence, the re-

currence frequency, as well as the LFPg, CSD and MUA amplitudes. Even though every feature

showed a slight overlap, the combination of all parameters gave an apparent distinction between

SPAs and sIIDs (Figure 4.2). Please, note, that when we refer to any population activities (SPA,

sIID, bIIS or seizure), we mean all the recurring synchronous events in a certain recording. The

total number of events per recording varied from 1 to 1814. Single population events will be

referred to as ’population activity event’.

There was no difference between the contribution of the different lobes to the generation of

SPA (Table 4.1). Significantly more slices generated SPA in the ResEpi slices compared to those

of NoEpi (p < 0.0001), TreatEpi (p < 0.01) and NoMed (p < 0.0001) patients. Furthermore,
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more SPAs emerged in neocortical slices derived from epileptic patients (56.5%) than the ones

originated from the NoEpi group (43.7%, Table 4.2). Furthermore, samples of epileptic patients

diagnosed with a tumour generated SPAs with a lower rate (glial tumour: 47.9%, a tumour of

another origin: 31.3%) than the ones with dysplasia (65.7%) or hippocampal sclerosis (83.7%)

(Table 4.2). Significant differences in the number of slices generating SPA by aetiology in the

ResEpi, TreatEpi and NoMed groups: dysplasia > glial tumour (p < 0.05); dysplasia > other

tumour (p < 0.01); hippocampal sclerosis > glial tumour (p < 0.01); hippocampal sclerosis >

other tumour (p < 0.0001); dysgenesis > other tumour (p < 0.05).

Figure 4.2. Three-dimensional plot of the examined

population activity features to separate SPAs and

sIIDs. The values of requrrence frequency (Freq), the

average of combined CSD and MUA (CSD&MUA)

and the intracortical location of all SPAs (black cir-

cles) and IIDs (orange circles) are shown.

There were differences in the emer-

gence of SPAs in NoEpi slices, rela-

tive to their type of tumour (Table 4.2).

Slices derived from tumour patients di-

agnosed with carcinoma metastasis gen-

erated SPAs with a lower rate (27.5%)

than the ones with a glial tumour (54.3%,

Table 4.2). A significant difference in

the number of slices generating SPA by

aetiology in the NoEpi group appeared

only between glial tumour and carci-

noma metastasis (p < 0.001). NoEpi

samples have been separated according

to the distance between the resected tis-

sue and the area affected by the tumour.

In brain slices relatively far from the tu-

mour (d > 30 mm) the emergence of SPA

was more probable (50.8%) than in the

ones closer than 30 mm (33.3%).
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Table 4.1. SPA incidence in neocortical slices deriving from different lobes of the brain. The ratio of all slices generating SPA and all living slices have been

calculated. Slices with detectable single units and/or PAs were considered to be living slices. The ratios of slices with SPA and living slices have been determined

by patients as well. Mean ± std is listed.

ResEpi TreatEpi NoMed NoEpi

Living

slices (All

slices)

Ratio of slices

generating SPA

(%. sum of

slices with

SPA/sum of

living slices)

Ratio of slices

generating

SPA (%. by

patient.

mean±SD)

Living

slices

(All

slices)

Ratio of slices

generating SPA

(%. sum of

slices with

SPA/sum of

living slices)

Ratio of slices

generating

SPA (%. by

patient.

mean±SD)

Living

slices

(All

slices)

Ratio of slices

generating

SPA (%. sum

of slices with

SPA/sum of

living slices)

Ratio of slices

generating SPA

(%. by patient.

mean±SD)

Living

slices (All

slices)

Ratio of slices

generating

SPA (%. sum

of slices with

SPA/sum of

living slices)

Ratio of slices

generating

SPA (%.

by patient.

mean±SD)

Frontal Lobe 50 (57) 70.0 52.8±30.3 26 (33) 38.5 33.9±22.7 15 (24) 13.3 10.0±20.0 59 (65) 40.7 44.5±35.2

Temporal Lobe 117 (148) 65.0 70.2±30.5 20 (22) 40.0 39.5±10.7 9 (13) 33.3 33.3±0.0 48 (73) 39.6 34.7±32.5

Parietal Lobe 28 (31) 53.6 57.1±21.4 - - - - - - 61 (70) 52.5 57.8±34.4

Occipital Lobe 5 (6) 80.0 80.0±0.0 10 (11) 40.0 40.0±14.1 5 (6) 20.0 25.0±35.4 31 (39) 38.7 30.2±33.8

Total 195 (236) 64.6 64.7±29.4 56 (66) 41.1 38.8±17.8 29 (43) 20.7 19.6±7.9 199 (247) 43.7 43.5±34.4
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Table 4.2. Relationship of SPA occurrence and aetiology: The ratio of all slices generating

SPA and all living slices have been calculated. Slices with detectable single units and/or PAs

were considered to be living slices. The ratios of slices with SPA and living slices have been

determined by patients as well. Mean ± std is listed.

Patient group Aetiology Number of

patients

Ratio of slices generating

SPA (%. sum of slices with

SPA/sum of living slices)

Ratio of slices generat-

ing SPA (%. by patient.

mean±SD)

ResEpi,

TreatEpi,

NoMed

Dysplasia 13 65.7 70.9±25.7

Hippocampal sclerosis 13 73.2 83.7±26.0

Dysgenesis/gliosis 6 55.2 64.8±26.9

Glial tumour 20 47.9 54.4±33.3

Other tumour 7 31.3 26.4±17.8

Other 6 65.0 66.7±38.6

Total 65 56.5 54.2±31.4

NoEpi

Glial tumour 21 54.3 58.2±34.3

Carcinoma metastasis 16 27.5 22.0±27.9

Other tumour 7 47.4 48.6±24.5

Total 44 43.7 43.5±34.4

The effect of bicuculline on synchronies in the human neocortex

After previous recordings and visual evaluation, bicuculline bath has been applied on 69 slices

with either SPAs or clear, extensive SUA (Table 4.3). In the presence of the GABAA receptor

antagonist, SPAs disappeared in all cases. BIPAs developed in slices from any lobe of the neo-

cortex spontaneously, in contrast to preceding studies, where the emergence of interictal-like

activity induced by bicuculline could only be achieved by electrical stimulation [15], [19]. Sig-

nificantly more slices derived from epileptic (27/43 slices) patients generated BIPAs than slices

from non-epileptic (15/46 slices) patients (p < 0.01) (Table 4.3). Samples of epileptic patients

diagnosed with or without tumour developed BIPAs with a comparable rate (12/21 slices with

tumour and 15/22 slices without tumour). Within the NoEpi group, more synchronies could be

detected but with a lower overall ratio in neocortical tissue derived from patients with tumour of

glial origin than the ones with other symptoms (8/18 and 7/8 slices, respectively, not significant).

The distance from the tumour had no effect on the generation of BIPAs (data not shown).

4.1.2 Characterisation of synchronous population activities

The nature of SPAs and sIIDs
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Figure 4.3. Different types of synchronous population activities in physiological bath: Six kinds of SPAs (red rectangles) have been separated according to

their interlaminar spread, those emerged in the supragranular (supra), supragranular-granular (supra-gran), granular (gran), granular-infragranular (gran-infra),

infragranular (infra) layers and the entire neocortex (entire). An example of an sIID was shown (yellow rectangle) to indicate the difference between the

physiological and putatively pathological activities. The last subfigure illustrates multiple SPAs detected on one recording. Different shades of red express the

different types of population events.
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Table 4.3. Changes in the population synchronies after the application of bicuculline. The

number of slices with both SPA and BIPA, with BIPA but without SPA, with SPA but without

BIPA, and without any kind of event have been counted.

Slices AllEpi ResEpi TreatEpi NoMed NoEpi

SPA - BIPA (n) 19 (44.2%) 16 (55.2%) 3 (33.3%) 0 (0.0%) 12 (46.2%)

no SPA - BIPA (n) 8 (18.6%) 5 (17.2%) 1 (11.1%) 2 (40.0%) 3 (11.5%)

SPA - no BIPA (n) 7 (16.3%) 3 (10.4%) 3 (33.3%) 1 (20.0%) 8 (30.8%)

no SPA - no BIPA (n) 9 (20.9%) 5 (17.2%) 2 (22.2%) 2 (40.0%) 3 (11.5%)

Total slices (n) 43 29 9 5 26

Six kinds of SPAs have been separated by their interlaminar location in the neocortex. Mul-

tiple SPAs could be observed within the same slice as well. In some cases, multiple SPAs or SPA

+ sIID combos appeared simultaneously on the same recording site, while in other cases differ-

ent SPAs emerged on the same slice but on different recording spots. See Figure 4.3 and Table

4.4 for summary. Most frequently they were generated in the supragranular layers (supra, 48%

in the ResEpi, 51.6% in the TreatEpi, 57.1% in the NoMed and 55.1% in the NoEpi groups),

185 in total [3]. Less regularly they invaded the supragranular-granular (supra-gran = 64 in to-

tal, 17.2% of ResEpi, 19.4% of TreatEpi, 14.3% of NoMed and 18.1% of NoEpi SPAs), the

granular (gran = 39 in total, 9.6% of ResEpi, 12.9% of TreatEpi, 14.3% of NoMed and 11.8%

of NoEpi SPAs) or the infragranular (infra = 37 in total, 10.6% of ResEpi, 12.9% of TreatEpi,

14.3% of NoMed and 8.7% of NoEpi SPAs) layers. In a few cases, they appeared either in the

granular-infragranular layers (gran-infra = 15 in total, 5.6% of ResEpi and 3.1% of NoEpi SPAs)

or overspread the entire neocortex (entire = 23 in total, 9.1% of ResEpi, 3.2% of TreatEpi and

3.1% of NoEpi SPAs).

Interictal-like events seemed to be less variable according to their location, and they tended

to be limited to the deeper structures (Figure 4.3, Table 4.4). Ten sIIDs could be detected in slices

derived from ResEpi patients. One activity appeared in the granular layer, seven in the granular-

infragranular layers and two in the infragranular layers. The only one sIID, which was generated

by a sample of a TreatEpi patient, emerged in the granular layer. These putatively pathological

activities could also develop alone or together with SPAs or other sIIDs at a different location in

the same slice.
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Table 4.4. SPA and sIID distribution across neocortical layers. Population activities have been distributed by their laminar location in the neocortex. SPAs

appeared either as single SPAs (a series of one kind of event within one recording) or as multiple phenomena with other SPAs (series of two or more kinds

of events within one recording). They might appear even together with sIIDs. Most of the SPAs emerged from the supragranular layers. Less frequently they

invaded the supragranular-granular, granular or infragranular layers. SPAs covered the granular-infragranular layers or the entire cortex scarcely. sIIDs tend to be

limited to the deeper structures, namely the granular, granular-infragranular and infragranular layers.

SPAs and sIIDs

in neocortical

layers

ResEpi TreatEpi NoMed NoEpi

Single

SPA

Multiple

SPA

Total SPA

(%)

sIID Single

SPA

Multiple

SPA

Total SPA

(%)

sIID Single

SPA

Multiple

SPA

Total SPA

(%)

Single

SPA

Multiple

SPA

Total SPA

(%)

Supra 41 54 95 (48.0%) - 11 5 16 (51.6%) - 1 3 4 (57.1%) 46 24 70 (55.1%)

Supra-gran 16 18 34 (17.2%) - 3 3 6 (19.4%) - 1 - 1 (14.3%) 10 13 23 (18.1%)

Gran 6 13 19 (9.6%) 1 (10.0%) 1 3 4 (12.9%) 1 (100.0%) 1 - 1 (14.3%) 4 11 15 (11.8%)

Gran-Infra - 11 11 (5.6%) 7 (70.0%) - - - - - - - 1 3 4 (3.1%)

Infra 4 17 21 (10.6%) 2 (20.0%) 1 3 4 (12.9%) - - 1 1 (14.3%) 3 8 11 (8.7%)

Entire 8 10 18 (9.1%) - - 1 1 (3.2%) - - - - 2 2 4 (3.1%)

Total number of

SPAs or sIIDs

75 123 198 10 16 15 31 1 3 4 7 66 61 127
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The nature of bIISs and seizures

Interictal-like discharges induced by the blockade of the GABAergic inhibition were higher

LFPg amplitude events by nature (Figure 4.4). Three kinds of activities have been separated

according to their location, those limited to the supragranular-granular or granular-infragranular

layers, or invaded the entire neocortex. bIISs appeared to be either temporally simple or com-

plex events. Temporally simple bIISs had only one periodically recurring LFPg deflection, while

temporally complex events consisted of multiple, jointly occurring waves. This second type of

activity could be further separated into spatially simple or complex events. Spatially simple bIIS

involved waves originated from the same cortical layers, while spatially complex events united

those from separate locations. In case of the spatially complex events, the first spike usually

invaded the entire width of the cortex, while during the following spikes of the bIISs the supra-

granular and infragranular layers were differently involved from event to event (Figure 4.5).

Following these rules, three kinds of bIIS have been distinguished: simple-simple, complex-

simple and complex-complex, where the components indicate temporal and spatial complexity,

respectively.

Sixteen bIISs have been detected in slices derived from ResEpi patients. Ten of them

overspread the entire neocortex (n = 7 simple-simple, n = 1 complex-simple, n = 2 complex-

complex), four of them could be observed in the supragranular-granular layers (n = 2 simple-

simple, n = 2 complex-simple) while two of them developed in the granular-infragranular layers

(n = 2 simple-simple). Only entire bIISs emerged in samples from the TreatEpi (n = 3 simple-

simple, n = 1 complex-simple), NoMed (n = 1 simple-simple) and NoEpi (n = 13 simple-simple)

groups. See Figure 4.4 and Table 4.5 for summary.

Seizures were 15 to 28 sec long, temporally complex epileptiform events, consisting of re-

curring interictal-like spikes, always invading the entire width of the neocortex ( Figure 4.4).

Two spatially simple and five complex seizures have been detected in samples from the ResEpi

group, while two spatially simple and one complex event developed in the NoEpi tissue. Only

one simple event emerged in slices derived from both TreatEpi and NoMed patients. See Table

4.5.

Comparison of the different kind of synchronies

To shed light on attributes related to epileptic mechanisms, we compared slices derived from

patients in the ResEpi and NoEpi groups.

During the application of bicuculline, we have detected single and recurrent bIISs and seizures.

A single event means only one wave could be detected during the whole recording period, while
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Figure 4.4. Examples of BIPA types: A) Entire bIISs with simple-simple, complex-simple and

complex-complex temporal and spatial complexity, respectively. B) Simple-simple and complex-

simple bIISs in the supragranular-granular layers. C) Simple-simple bIIS in the granular-

infragranular layers. D) Complex-simple and simple-simple examples for a seizure.
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Figure 4.5. Variability of complex-complex bIISs during the timecourse of the bicuculline bath.

After the first spike, the supragranular and infragranular layers were differently involved in the

generation of the population activity from event to event.

Table 4.5. Distribution of bicuculline-induced epileptiform activities across different patient

groups. bIISs usually invaded the entire neocortex, and in a few cases they were located in the

supragranular-granular layers or granular-infragranular layers. Temporally simple events had

one periodically recurring LFPg deflection. Temporally complex events consisted of multiple,

jointly occurring waves. In case of spatially simple events, the waves of the temporally complex

activity emerged in the same layers. Spatially complex events consisted of those from different

locations. Seizures were solely entire, temporally complex events.

Temporal

complexity

Spatial com-

plexity

ResEpi Activ-

ities n(%)

TreatEpi Ac-

tivities n(%)

NoMed Ac-

tivities n(%)

NoEpi Activ-

ities n(%)

bIIS (entire)

simple simple 7 (22.6%) 3 (30.0%) 1 (16.7%) 13 (48.2%)

complex simple 1 (3.2%) 1 (10.0%) - -

complex complex 2 (6.5%) - - -

bIIS

(supra-gran)

simple simple 2 (6.5%) - - -

complex simple 2 (6.5%) - - -

bIIS (gran-infra) simple simple 2 (6.5%) - - -

Seizure
complex simple 2 (6.5%) 1 (10.0%) 1 (16.7%) 2 (7.4%)

complex complex 5 (16.1%) - - 1 (3.7%)

No BIPA 8 (25.7%) 5 (50.0%) 4 (66.6%) 11 (40.7%)

Total (n) 31 10 6 27
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Figure 4.6. Different population activities in the human neocortex, in vitro. The LFPg shows

the morphology of the distinct events on the local field potential gradient recordings. The CSD

(current-source density) analysis revealed that these activities are the outcome of local mecha-

nisms. Current sources and current sinks are indicated by cool and warm colours, respectively.

The MUA (multiple-unit activity) analysis showed increased cellular firing during the LFP de-

flections (warm colours). As a result of the time-frequency analysis, HFOs (high-frequency

oscillations) were observed. Arrows indicate local peaks in the power of HFOs at ripple and

fast-ripple frequencies. In the presence of bIISs, a noticeable power increase was detected in all

frequency bands. Nevertheless, the ripple and fast-ripple peak remained prominent. In the case

of seizures, these local maximas were smashed away. Note the different LFPg amplitude, colour

and time scales.
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a recurrent activity refers to periodically returning LFPg deflections. Four and seven single bIISs,

while eleven and six recurrent bIISs occurred in slices resected from ResEpi and NoEpi patients.

As for the seizures, only one single and six recurrent events were generated by slices in the Re-

sEpi group, meanwhile, always single seizures arose in the NoEpi group. SPAs and sIIDs only

appeared as recurrent events.

The recurrence frequency of SPAs were 1.15 ± 0.72 Hz and 1.19 ± 0.6 Hz in slices derived

from ResEpi and NoEpi patients, respectively (no significant difference). While the recurrence

frequency of sIID was 0.12 ± 0.12 Hz, which is significantly different from those, calculated

for both ResEpi and NoEpi SPAs (p < 0.01, two-tailed Mann-Whitney U test). The average

recurrence frequency of bIISs appeared to be 0.09 ± 0.15 Hz (5.23 ± 9.03 min−1) and 0.01 ± 0.02

Hz (0.88 ± 1.09 min−1) in ResEpi and NoEpi slices, respectively. These values are significantly

different between patient groups (p < 0.00001, two-tailed Mann-Whitney U test), and also, they

happen to be significantly lower compared to those calculated for SPAs (p < 0.00001, two-tailed

Mann-Whitney U test). The recurrence frequency of seizures were 0.007 ± 0.007 Hz (0.42 ± 0.42

min−1) in ResEpi slices, and 0.002 ± 0.001 Hz (0.14 ± 0.05 min−1) in NoEpi slices, which were

significantly different (p < 0.05, two-tailed Mann-Whitney U test). Seizures were not different

from bIISs or sIIDs, but consistently, they were significantly different from SPAs (p < 0.05, two-

tailed Mann-Whitney U test). All values are shown in Table 4.6. For a more detailed insight,

the median (with the 1st and third quartiles) is also provided together with the mean ± standard

deviation quantities.

In contrast to the recurrence frequency, there was a significant difference between the patient

groups considering the duration of SPAs at the half-max amplitude of the peak (p < 0.05, two-

tailed Mann-Whitney U test), which was 32.7 ± 18.76 ms for Resepi, and 23.37 ± 10.74 ms

for NoEpi patients. The duration of sIID was apparently longer: 42.94 ± 21.65 ms, but not

significantly longer than ResEpi SPAs. As the calculation of the length of BIPAs were different

from the one used for SPAs (for details, see the Methods section), the comparison of these values

could be misleading. Even though the difference between these activities are pretty obvious

(Figure 4.6). The average duration of the bIISs was 0.36 ± 0.23 s in the ResEpi group and 0.44

± 0.16 s in the NoEpi group, which were significantly not different. The seizures were 21.75

± 4.44 s and 24.19 ± 3.48 s in slices derived from patients of the ResEpi and NoEpi groups,

respectively (significantly not different), also not comparable to SPAs, sIIDs or bIISs. See Table

4.6 and Figure 4.7 for comparison of the mean and median of each PA lengths.

The amplitude of LFPg and MUA have been compared between patients groups as well as

between the different kind of activities (Table 4.6, Figure 4.6, Figure 4.7). There was no signif-
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Figure 4.7. Summary of Table 4.6
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Table 4.6. Characteristics of SPAs, sIIDs, bIISs and seizures. All data are provided in median [1st and 3rd quartile] and in mean ± standard deviation.

Patient

group

Population

activity

n Recurrence frequency (Hz; min−1) Duration (ms; s) Maximal LFPg amplitude (µV) Maximal MUA amplitude (µV)

ResEpi

SPA 78
1.011 [0.658 1.644] Hz 27.15 [22.44 37.39] ms 24.33 [17.68 35.52] 0.90 [0.44 1.36]
1.151±0.722 Hz 32.7±18.76 ms 28.87±17.16 1.32±1.48

sIID 9
0.049 [0.039 0.136] Hz 37.35 [34.45 52.55] ms 83.72 [66.05 100.34] 5.41 [3.99 5.81]
0.116±0.123 Hz 42.94±21.65 ms 79.80±22.72 5.80±4.29

bIIS 15

0.013 [0.003 0.102] Hz 0.30 [0.17 0.50] s 200.60 [133.66 295.71] 9.87 [5.64 20.23]
0.087±0.150 Hz 0.36±0.23 s 262.98±241.37 12.79±8.27

0.754 [0.186 6.114] min−1

5.236±9.027 min−1

seizure 7

0.003 [0.003 0.008] Hz 23.88 [18.05 25.27] s 485.87 [399.86 624.18] 14.96 [13.73 18.60]
0.007±0.007 Hz 21.75±4.44 s 526.24±259.06 16.35±5.47

0.201 [0.180 0.460] min−1

0.424±0.422 min−1

NoEpi

SPA 65
1.087 [0.758 1.489] Hz 21.95 [17.35 27.55] ms 16.11 [10.63 25.20] 0.85 [0.47 1.35]
1.191±0.604 HZ 23.37±10.74 ms 20.71±14.21 1.25±1.14

bIIS 13

0.003 [0.002 0.031] Hz 0.48 [0.32 0.58] s 296.84 [124.85 463.91] 20.18 [19.56 27.73]
0.015±0.018 HZ 0.44±0.16 s 348.32±322.49 22.38±7.49

0.205 [0.102 1.890] min−1

0.876±1.094 min−1

seizure 3

0.002 [0.002 0.003] Hz 22.50 [22.19 25.35] s 839.97 [764.64 925.98] 36.59 [32.61 41.19]
0.002±0.001 Hz 24.19±3.48 s 847.09±161.46 37.01±8.59

0.116 [0.109 0.158] min−1

0.139±0.052min−1

Significant differences ResEpi bIIS>NoEpi bIIS (p<0.00001) ResEpi SPA>NoEpi SPA (p<0.05) ResEpi SPA<ResEpi sIID (p<0.05) ResEpi SPA<ResEpi sIID (p<0.05)

ResEpi seizure>NoEpi seizure (p<0.05) ResEpi SPA<ResEpi bIIS (p<0.0001) ResEpi SPA<ResEpi bIIS (p<0.00001)
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Table 4.6 continued from previous page

Patient

group

Population

activity

n Recurrence frequency (Hz; min−1) Duration (ms; s) Maximal LFPg amplitude (µV) Maximal MUA amplitude (µV)

ResEpi SPA>ResEpi sIID (p<0.01) ResEpi SPA<ResEpi seizure (p<0.001) ResEpi SPA<ResEpi seizure (p<0.001)

ResEpi SPA>ResEpi bIIS (p<0.00001) ResEpi sIID>NoEpi SPA (p<0.001) ResEpi sIID>NoEpi SPA (p<0.05)

ResEpi SPA>ResEpi seizure (p<0.001) NoEpi SPA<NoEpi bIIS (p<0.00001) NoEpi SPA<NoEpi bIIS (p<0.00001)

ResEpi sIID<NoEpi SPA (p<0.01) NoEpi SPA<NoEpi seizure (p<0.01) NoEpi SPA<NoEpi seizure (p<0.01)

NoEpi SPA>NoEpi bIIS (p<0.00001)

NoEpi SPA>NoEpi seizure (p<0.05)
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icant difference between the LFPg amplitudes of ResEpi and NoEpi SPAs: 28.87 ± 17.16 µV

and 20.71 ± 14.21 µV, respectively. The amplitude of sIIDs was significantly higher, 79.80 ±

22.72µV (p < 0.05, two-tailed Mann-Whitney U test).The LFPg amplitude of bIISs was about

one magnitude higher than that of SPAs: it was 262.98 ± 240.92 µV in ResEpi and 348.32

± 322.49 µV in NoEpi slices (significantly different, two-tailed Mann-Whitney U test, p <

0.0001). bIISs were not significantly higher than sIIDs. The LFPg amplitude of bicuculline-

induced seizures was significantly higher than that of SPAs (p < 0.01, two-tailed Mann-Whitney

U test), but not significantly higher than sIIDs or bIISs: 526.24 ± 259.06 µV and 847.09 ±

161.46 µV in ResEpi and NoEpi, respectively. Similarly, MUA amplitudes during the different

kind of activities have been calculated: ResEpi SPA: 1.32 ± 1.48 µV; NoEpi SPA: 1.25 ± 1.14

µV; sIID: 5.80 ± 4.29 µV; ResEpi bIIS 12.79 ± 8.27 µV; NoEpi bIIS: 22.38 ± 7.49 µV; ResEpi

seizure: 16.35 ± 5.47 µV; NoEpi seizure: 37.01 ± 8.59 µV. bIISs and seizures had significantly

higher MUA amplitudes than SPAs in both patient groups. sIIDs had significantly higher MUA

amplitude than SPAs but did not differ significantly from bIISs or seizures. While there has been

no significant difference between the same activities in the two patient groups.

The CSD analysis showed that the currents responsible for the generation of these population

synchronies are local and restricted to the layers where the LFPg deflection was present (Figure

4.6). In the case of SPAs, most of the times, a sink-source pair or a source-sink-source triplet ap-

peared together without any time-delay [164]. In contrast to that, during sIIDs or in the presence

of bicuculline, usually, there was an initial sink or source which was followed by other sinks

and sources spreading across the entire neocortex (or in the layers, where the event was present).

There were no favoured type or layer in the induction of the event current. We could not find any

relation between the CSD pattern and the simple or complex nature of the BIPAs.

Initiation and propagation of BIC-induced activities across cortical layers

Our goal was to observe how the different cortical layers contribute to the generation of epileptic

events. We have already stated that most of bIISs and seizures covered the entire neocortex or

sometimes invaded only the supragranular-granular or the granular-infragranular layers. In the

case of complex events, different cortical layers were often involved separately. Earlier (in vivo)

studies [12] showed that different kind of layers participate in the generation of interictal events

originated from other brain areas than of the ones developed locally. In our in vitro experiments,

this issue cannot be evaluated for obvious reasons, the question arises yet whether certain layers

are more likely to induce synchronous events while others follow, or whether BIC-induced events

appear synchronously throughout the entire width of the neocortex.
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(a) No change in the propagation speed.

(b) Increasing propagation speed.

Figure 4.8. Continued on the following page.
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(c) Decreasing propagation speed.

(d) Two types of propagation patterns on one recording.

Figure 4.8. The initiation and propagation of bIISs. A-D, from the left: original LFPg recording

of bIISs is shown followed by a subfigure indicating the starting points of the events on each

channel (red). Raster plots of the consecutive bIIS events are drawn on the bottom. Marked

events (blue star and triangle) are magnified in the middle (D: middle and right). The colour

intensity of grey represents the amplitude of the LFPg deflection. The propagation speed (in

mm/s) of all events is plotted on the right top (A-C) or right bottom (D). In most of the cases,

the propagation speed did not change significantly during the timecourse of the recording (A).

Although event sequences with increasing (B) and decreasing (C) propagation speed were ob-

served as well. On two recordings, two types of bIISs were detected with distinct propagation

patterns simultaneously (D). Modified from Katharina T. Hofer.
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Our observation shows that simple bIISs can be initiated in any cortical layer in both patient

groups: 12 ResEpi bIISs and 9 NoEpi bIISs started to develop in the supragranular layers, 4

ResEpi bIISs and 2 NoEpi bIISs were originated from the granular layer, and 6 ResEpi bIISs and

2 NoEpi bIISs were generated in the infragranular layers. The initiation site was stable across the

whole recording with two exceptions. In one slice from the ResEpi group and one slice from the

NoEpi group 2 events with different spreading pattern were alternating during the experiments.

One complex event was generated in the granular layer and one in the infragranular layers, and

they were not constant during the whole recording neither (Figure 4.5).

The initiation time point and the spreading direction and speed were calculated for 12 re-

current bIISs (9 from the ResEpi, one from the TreatEpi and two from the NoEpi groups) and

for three recurrent seizures (all from the ResEpi group). The reason for the cutback is that only

bIISs with more than six events and seizures with at least three events were used to avoid the

large bias coming from the eventuality of single epileptiform events. In most of the cases, the

channel of the starting point, as well as the activation sequence of the channels were changing

over time, although the spreading direction usually remained constant.

The interlaminar propagation speed of bIISs was usually constant in time with a few excep-

tions, when it either increased (n = 3) or decreased (n = 1, Figure 4.8). When the propagation

speed increased over time, it could reach up to a threefold increase. The average propagation

speed of bIISs was varying between 19.7 mm/s and 98.7 mm/s, with a mean of 51.8 ± 23.7 mm/s

in ResEpi and 74.3 ± 39.0 mm/s in NoEpi slices. We observed bIISs with low (<3 0 mm/s) and

high (> 75 mm/s) propagation speed in both ResEpi and NoEpi slices. Interestingly, in the two

slices, where two bIISs appeared with a different spreading pattern, one of the bIISs was slow,

and the other one was fast in both cases. Seizures in ResEpi tissue propagated with a speed of

41.2 ± 12.6 mm/s. Neither the location nor the aetiology was related to the propagation speed.

4.1.3 High-frequency oscillations during population activities

HFOs have been observed during SPAs, sIIDs and bIISs in both ripple and fast-ripple frequency

ranges with increased power. In case of seizures, continuous power-increase has been noted in

all analysed frequencies, thus no detectable peaks were found. Table 4.7 and Figure 4.9 show a

summary of the characteristic frequencies and powers of HFOs during the different kind of PAs.

Demonstrative examples can be seen on Figure 4.6.

HFOs with increased power were detected within the ripple frequency range during 60/78

SPAs (77%), 5/9 sIIDs (56%), and 14/15 bIISs (93%) from the ResEpi group, while ripples were

detected during 43/65 SPAs (66%) and 11/13 bIISs (85%) from the NoEpi group. No significant
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differences were found between the different patient groups or between population activities. The

maxima of the peak drawn by the power-increase during the SPAs was 2.3 ± 1.5 dB in the ResEpi

slices while 2.5 ± 1.2 dB in NoEpi slices (not significantly different). The average frequencies

were 178.2 ± 39.3 Hz and 205.7 ± 40.8 Hz in ResEpi and NoEpi slices respectively (significantly

different, p < 0.01, two-tailed Mann-Whitney U test). During sIIDs, the characteristic frequency

of ripples was 149.8 ± 20.3 Hz with an average power of 4.7 ± 1.1 dB. The frequency of ripples

during NoEpi SPAs were significantly different from those during sIIDs (p < 0.05, two-tailed

Mann-Whitney U test). After the application of bicuculline, in the presence of bIISs, the power

of ripples increased significantly in both groups (p < 0.00001, two-tailed Mann-Whitney U test).

An average of 12.5 ± 5.0 dB and 16.1 ± 3.3 dB have been observed in ResEpi and Noepi slices,

respectively. The average frequencies did not change considerably.

Figure 4.9. Summary of HFOs during the dif-

ferent kind of population activities.

Markers: orange: ResEpi, blue: NoEpi;

triangle: SPA, rhombus: sIID, square: bIIS;

empty: ripple, filled: fast-ripple.

Fast-ripples were detected during 53/78

SPAs (68%), 6/9 sIIDs (67%) and 14/15 bIIS

(93%) in the ResEpi group and during 36/65

SPAs (55%) and 11/13 bIISs (85%) in the

NoEpi group. No significant differences were

found between the different patient groups,

or between population activities. There were

similarities in the variation of the power max-

ima before and after the application of bicu-

culline to the results observed with ripples.

In the presence of SPAs, the average powers

were 1.9 ± 1.1 dB (at 461.5 ± 138.0 Hz) and

2.1 ± 1.2 dB (at 507.9 ± 108.9 Hz) in Re-

sEpi and NoEpi slices, respectively (not sig-

nificantly different). During sIIDs, the power

increased to an average of 4.2 ± 1.4 dB, while

the average frequency was 419.5 ± 144.2 Hz

(not significantly different). With the appearance of bIISs, the power of fast-ripples showed a

3-fold increase in the ResEpi group and a 4-fold increase in the NoEpi group (significantly dif-

ferent, p < 0.00001, two-tailed Mann-Whitney U test), without significant change in the average

frequencies.
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Table 4.7. High-frequency oscillations during population activities. All data are provided in median [1st and 3rd quartile] and in mean ± standard deviation.

HFOs in both ripple (130-250 Hz) and fast-ripple (300-700 Hz) frequency ranges have been investigated. Only oscillations superimposed on SPAs, sIIDs and

bIISs were detected.

Patient

group

Population

activity

Number of PAs

with increased

ripple activity

Ripple frequency (Hz) Ripple power (dB) Number of PAs

with increased

fast-ripple activity

Fast-ripple frequency (Hz) Fast-ripple power (dB)

ResEpi

SPA 60
169.0 [150.7 195.3] 1.9 [1.3 2.8]

53
432.0 [338.0 552.7] 1.7 [1.2 2.6]

178.2±39.3 2.3±1.5 461.5±138.0 1.9±1.1

sIID 5
139.6 [136.7 156.3] 4.8 [3.7 5.0]

6
368.7 [323.0 447.3] 4.1 [3.5 4.2]

149.8±20.3 4.7±1.1 419.5±144.2 4.2±1.4

bIIS 14
178.3 [159.2 211.4] 11.7 [9.8 16.3]

14
358.4 [339.6 403.3] 11.3 [9.8 15.6]

182.6±32.5 12.5±5.0 397.2±107.8 11.8±4.7

NoEpi

SPA 43
200.0 [178.9 226.6] 2.1 [1.6 3.2]

36
475.6 [435.2 598.4] 1.8 [1.3 2.7]

205.7±40.8 2.5±1.2 507.9±108.9 2.1±1.2

bIIS 11
187.8 [206.1 245.6] 16.5 [14.5 18.2]

11
429.7 [362.3 483.4] 16.1 [14.7 17.2]

215.6±47.2 16.1±3.3 444.4±109.0 15.8±3.3

Significant differences ResEpi sIID<NoEpi SPA (p<0.05) ResEpi SPA<ResEpi bIIS (p<0.00001) ResEpi SPA<ResEpi bIIS (p<0.00001)

ResEpi sIID>ResEpi SPA(p<0.01) NoEpi SPA<NoEpi bIIS (p<0.00001) NoEpi SPA<NoEpi bIIS (p<0.00001)
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4.2 Results related to the comparison of cell firing and population

activities in the human neocortex

4.2.1 Firing characteristics of the detected cells

During control conditions, 193 cells have been separated in the ResEpi group (16 slices, 13 pa-

tients) by clustering method, while 182 cells were detected in the NoEpi group (14 slices, 11

patients). After the application of bicuculline, 191 cells from ResEpi slices (18 slices, 15 pa-

tients) and 167 cells from NoEpi slices (14 slices, 10 patients) were clustered (Table 4.8, Figure

4.13). An interesting result is that different neuron populations were active during different con-

ditions. Usually, units detected on one channel of the recording in the physiological bath could

not be seen on the same channel after using bicuculline and vice versa (Figure 4.10). While

in physiological solution, cells tended to be more active in the supragranular and infragranular

layers, in the slices with bicuculline, a closing up of the granular layer could be observed. In

addition to that, the latter often showed a very characteristic, bursting-like firing pattern (Figure

4.10). Another observation was that in the presence of bicuculline cells prefered to fire during

the population activities and often remained silent in between. In eight cases, this behaviour was

so extreme that units could be detected only during sIID or seizure events.

In physiological conditions 76 principal cells (PCs), 38 interneurons (INs) and 79 unclassi-

fied cells (UCs) were detected in the ResEpi group, while 50 PCs, 39 INs and 93 UCs were found

in the NoEpi groups, which shows an unambiguous dominance of principal cells in both patient

groups (Table 4.8, Figure 4.13). This power relation considerably changed after the application

of bicuculline: 28 PCs, 69 INs and 94 UCs were clustered in the ResEpi group, and 30 PCs, 56

INs and 81 UCs were clustered in the NoEpi group (Table 4.8, Figure 4.13). The differences

between the control and the BIC groups were significant, in ResEpi and NoEpi, p < 0.0001 and

p < 0.05, respectively, using a Chi-square test.

For a summary of the characteristic firing behaviour of the different neuron types detected,

see Table 4.8 and Figure 4.13. Some demonstrative example can also be seen on Figure 4.10.

Briefly, the average firing frequency of cells was slightly higher in the ResEpi groups than the

one in the NoEpi group, during both conditions. Usually, INs tended to fire more frequently than

PCs in physiological conditions. None of these observations was significant.
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Figure 4.10. The behaviour of single units in physiological bath (left) and after the application of bicuculline, with (right) and without (middle) the presence of

an sIID. Rectangles are indicating SPAs (note the difference in amplitude compared to sIIDs). Different colours of the channels are attempting to indicate the

presence or absence of the same unit before and after the application of bicuculline bath. A: Cells on the purple and light blue channels are firing in control but

remain silent in the presence of bicuculline, while the cell on the green channel does the opposite. B: Cells on the light blue and orange channels only fire during

physiological bath, while cells on the purple and green channels being only active after using bicuculline. Note the characteristic bursting-like behaviour of the

neuron on green (A) and purple (B) channels in bicuculline bath.
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Figure 4.11. Examples for increased (left) and

unchanged (right) firing of different cell types

during PAs (PC: red, IN: blue, UC: black, bPC:

purple). The ordinate indicates the number of

APs, while the abscissa shows the time in ms.

Timepoint zero is chosen to be at the peak of the

PA; the coloured band is emphasising the width

of the event.

Admittedly, investigating only the firing

frequency can lead to controversial results

considering such specific behaviour pattern.

Hence, the interevent interval (IEI) and bursti-

ness of cells were analysed as well, to have a

more detailed picture of the nature of neurons.

The burstiness of all neurons were higher,

while the IEI was shorter in the BIC group

than the ones in control. This was also the

case with INs. All differences were signif-

icant (p < 0.0001), using a Chi-square test.

PCs showed significantly higher burstiness (p

< 0.05), in bicuculline bath, the IEI values

were more confusing. Despite that, these re-

sults support our observations about the al-

tered firing behaviour of cells.

Another interesting result was observed

concerning the different cell types. Dur-

ing physiological conditions, PCs had signifi-

cantly higher burstiness values than INs, with

significantly shorter IEI, in both ResEpi (burstiness of PC > IN: p < 0.05, IEI of PC < IN: p <

0.01) and NoEpi (burstiness of PC > IN: p < 0.001, IEI of PC < IN: p < 0.0001) groups. After

the application of bicuculline, the differences between the different cell types were blurred.

4.2.2 Cellular behaviour during SPAs

Different approaches were tested to investigate the involvement of different neuron population in

network mechanisms.

An attempt was made to certify a preceding theory about the build-up period of single units

at the initiation of synchronous events in rodent hippocampus [188]–[190]. In our case, with

SPAs in the human neocortex, this kind of build-up discharge could be experienced only in 7/21

ResEpi and in 6/22 NoEpi tissue. Considering all detected SPA events of all recordings neuronal

discharges preceding SPAs could be observed in 1.6 ± 4.9% of the events in ResEpi and only in

0.1 ± 0.1% of the events in NoEpi tissue.

The following approach was used to investigate which cells are increasing their firing rate
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Figure 4.12. Firing behaviour of single units during SPAs in ResEpi (left) and NoEpi (right)

slices. No change: none of the detected single cells contributes to the synchrony during the SPA.

PCs start: PCs start to increase their firing first compared to other cell types during the SPA. INs

start: INs start to increase their firing first before other cell types. All start: all the cell types start

to fire at the same time during the SPA. The ordinate indicates the number of cell APs, while the

abscissa shows the time in ms. Timepoint zero is chosen to be at the peak of the SPA. Red, blue

and dark grey colours illustrate the different cell types; SPAs are drawn by black; light grey bars

are showing the sum of APs of all cell types.
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Table 4.8. Firing characteristics of the detected cells. The firing frequency (Hz), interevent interval (ms) and burstiness (% of APs within burst) were calculated.

All data are provided in a median [1st and 3rd quartile] and mean ± standard deviation.

Number of clustered cells Firing frequency (Hz) Interevent interval median (ms) Burstiness (% of APs within burst)

Control BIC Control BIC Control BIC Control BIC

ResEpi

Total 193 191
0.21 [0.07 0.70] 0.17 [0.05 0.69] 0.18 [0.05 0.84] 0.03 [0.01 0.15] 0.00 [0.00 0.07] 0.15 [0.00 0.39]
(1.01±2.78) (0.82±1.68) (3.86±16.18) (1.80±7.48) (0.06±0.12) (0.23±0.23)

PC 76 (39.4%) 28 (14.7%)
0.19 [0.06 0.67] 0.19 [0.05 0.51] 0.11 [0.04 0.58] 0.02 [0.01 0.79] 0.00 [0.00 0.17] 0.14 [0.00 0.22]
(1.11±2.85) (0.48±0.78) (4.91±21.46) (4.44±12.61) (0.08±0.14) (0.15±0.19)

IN 38 (19.7%) 69 (36.1%)
0.33 [0.07 1.27] 0.22 [0.09 1.12] 0.38 [0.17 1.23] 0.02 [0.01 0.12] 0.00 [0.00 0.00] 0.15 [0.00 0.41]
(0.91±1.23) (1.20±2.36) (4.83±15.62) (1.25±3.96) (0.03±0.07) (0.23±0.24)

UC 79 (40.9%) 94 (49.2%)
0.22 [0.08 0.58] 0.13 [0.04 0.62] 0.12 [0.04 0.97] 0.03 [0.01 0.15] 0.00 [0.00 0.07] 0.18 [0.04 0.41]
(0.96±3.23) (0.65±1.17) (2.40±9.03) (1.41±7.36) (0.05±0.11) (0.25±0.23)

NoEpi

Total 182 167
0.20 [0.06 0.52] 0.17 [0.05 0.65] 0.23 [0.07 1.61] 0.01 [0.01 0.06] 0.00 [0.00 0.07] 0.16 [0.01 0.41]
(0.70±1.39) (0.64±1.38) (2.11±5.47) (1.82±10.91) (0.08±0.17) (0.25±0.26)

PC 50 (27.5%) 30 (18.0%)
0.12 [0.05 0.80] 0.18 [0.04 0.87] 0.09 [0.04 0.23] 0.03 [0.01 0.18] 0.05 [0.00 0.13] 0.11 [0.00 0.28]
(0.87±1.73) (0.77±1.59) (0.68±2.05) (2.78±8.31) (0.10±0.14) (0.15±0.17)

IN 39 (21.4%) 56 (33.5%)
0.22 [0.06 0.47] 0.14 [0.05 0.34] 1.43 [0.30 3.89] 0.01 [0.00 0.04] 0.00 [0.00 0.00] 0.18 [0.01 0.54]
(0.65±1.23) (0.58±1.07) (4.09±6.26) (0.41±1.54) (0.04±0.12) (0.30±0.31)

UC 93 (51.1%) 81 (48.5%)
0.21 [0.08 0.47] 0.19 [0.05 0.68] 0.26 [0.07 1.45] 0.01 [0.01 0.04] 0.00 [0.00 0.05] 0.19 [0.03 0.34]
(0.62±1.25) (0.63±1.50) (2.06±6.13) (2.43±14.78) (0.09±0.20) (0.24±0.24)

Significant differences between patient groups ResEpi IN< NoEpi IN

(p<0.05)

ResEpi Total>NoEpi Total

(p<0.001)

ResEpi IN>NoEpi IN

(p<0.0001)

ResEpi UC>NoEpi UC

(p<0.0001)
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Table 4.8 continued from previous page

Number of clustered cells Firing frequency (Hz) Interevent interval median (ms) Burstiness (% of APs within burst)

Control BIC Control BIC Control BIC Control BIC

Significant differences between cell types ResEpi PC<ResEpi IN

(p<0.01)

NoEpi PC>NoEpi IN

(p<0.001)

ResEpi IN<ResEpi

PC (p<0.05)

ResEpi PC<ResEpi UC

(p<0.05)

NoEpi PC>NoEpi UC

(p<0.05)

NoEpi IN<NoEpi

PC (p<0.001)

NoEpi PC<NoEpi

UC<NoEpi IN

(p<0.0001)

Significant differences between control and BIC ResEpi Total control>ResEpi Total BIC (p<0.0001) ResEpi Total control<ResEpi Total BIC (p<0.0001)

NoEpi Total control>NoEpi Total BIC (p<0.0001) NoEpi Total control<NoEpi Total BIC (p<0.0001)

ResEpi IN control>ResEpi IN BIC (p<0.0001) ResEpi PC control<ResEpi PC BIC (p<0.05)

ResEpi UC control>ResEpi UC BIC (p<0.0001) ResEpi IN control<ResEpi IN BIC (p<0.0001)

NoEpi IN control>NoEpi IN BIC (p<0.0001) ResEpi UC control<ResEpi UC BIC (p<0.0001)

NoEpi UC control>NoEpi UC BIC (p<0.0001) NoEpi IN control<NoEpi IN BIC (p<0.0001)

NoEpi UC control<NoEpi UC BIC (p<0.0001)
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during SPAs compared to the periods between the events (Figure 4.11). At least 150% of in-

crement during the SPAs compared to the baseline (i.e. a normalised firing change of 0.66) was

considered to be an increased firing. The normalised firing change of all neurons during SPAs

was 0.55 ± 0.30 in ResEpi and 0.64 ± 0.31 in NoEpi tissue. Only 39% of neurons from the

ResEpi group and 56% of neurons from the NoEpi group enhanced their firing in the presence of

SPAs. There might be a slight difference between the two patient groups, it was not significant

in none of the cases. No significant differences were found between ResEpi and NoEpi groups

regarding the different cell types as well. Likewise, no significant difference occurred between

INs, PCs or bursting PCs (bPCs). See Table 4.9 for further details.

Figure 4.13. Summary of Table 4.8

After that, the involvement of excitatory and inhibitory cells in the initiation of SPAs has been

investigated. A sum of all PCs, INs, bPCs, as well as the total number of neurons which fired

during the SPA events was calculated for each recording (Figure 4.12). During 6/15 SPA from the

ResEpi group and 5/14 SPA from the NoEpi tissue, no clear population firing enhancement was

observed. In 2 cases from ResEpi slices and 3 cases from NoEpi slices, INs started to increase

their firing first. PCs opened the sequence of firing in 4 and 3 cases in ResEpi and NoEpi slices,

respectively. The remaining population activities were initiated by UCs, or all neuron types were

activated at the same time.

Calculating the ratio of distinct neuron types compared to all neurons, which fired during

SPAs, we experienced that 32.7 ± 36.7% of the detected APs originated from PCs, whereas 24.3
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± 30.8% came from INs in the ResEpi group. In the meantime, 31.7 ± 33.2% of the detected

APs came from PCs and 15.4 ± 21.5% from INs during NoEpi SPAs. The involvement of bPCs

to the overall firing was 3.9 ± 13.1% in ResEpi slices and 7.2 ± 14.7% in NoEpi slices (See also

Table 4.10). No significant difference was found.
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Table 4.9. Normalised firing change of cells during PAs, which shows the firing frequency change of a cell during the population activity compared to the firing

frequency during the baseline. In case of increased firing, the normalised firing change is at least 0.6 (i. e. 150% of the baseline firing).

ResEpi NoEpi

SPA bIIS Seizure SPA bIIS Seizure

Total N of cells 136 138 72 124 129 38

N of cells with increased firing 53 (39%) 119 (86%) 71 (99%) 69 (56%) 123 (95%) 38 (100%)

Normalised firing change of all cells
0.52 [0.43 0.71] 1.0 [0.94 1.0] 1.0 [1.0 1.0] 0.64 [0.46 0.92] 1.0 [1.0 1.0] 1.0 [1.0 1.0]
(0.55±0.30) (0.86±0.31) (0.97±0.12) (0.64±0.31) (0.95±0.17) (1.0±0.00)

N of PCs 44 19 21 34 28 2

N of PCs with increased firing 18 (41%) 17 (90%) 20 (95%) 17 (50%) 26 (93%) 2 (100%)

Normalised firing change of PCs
0.52 [0.34 0.71] 1.0 [0.91 1.0] 1.0 [1.0 1.0] 0.59 [0.44 0.78] 1.0 [1.0 1.0] 1.0 [1.0 1.0]
(0.50±0.33) (0.89±0.25) (0.95±0.22) (0.60±0.30) (0.94±0.20) (1.0±0.00)

N of bursting PCs 3 4 0 5 3 0

N of bursting PC with increased firing 2 (67%) 3 (75%) 0 2 (40%) 3 (100%) 0

Normalised firing change of bursting PCs
0.60 [0.57 0.62] 1.0 [1.0 1.0] 0.67 [0.40 0.73] 1.0 [0.92 1.0]
(0.59±0.03) (1.0±0.00) (0.55±0.36) (0.97±0.05)

N of INs 35 49 21 28 33 23

N of INs with increased firing 11 (31%) 42 (86%) 21 (100%) 16 (57%) 33 (100%) 23 (100%)

Normalised firing change of INs
0.50 [0.47 0.65] 1.0 [0.97 1.0] 1.0 [1.0 1.0] 0.72 [0.37 0.94] 1.0 [1.0 1.0] 1.0 [1.0 1.0]
(0.52±0.23) (0.88±0.27) (0.98±0.04) (0.62±0.34) (0.98±0.08) (1.0±0.00)

N of UCs 57 70 30 62 68 13

N of UCs with increased firing 24 (42%) 60 (86%) 30 (100%) 36 (58%) 64 (94%) 13 (100%)

N firing change of UCs
0.56 [0.43 0.88] 1.0 [0.94 1.0] 1.0 [1.0 1.0] 0.64 [0.50 0.93] 1.0 [1.0 1.0] 1.0 [1.0 1.0]
(0.58±0.32) (0.83±0.35) (0.98±0.06) (0.66±0.30) (0.95±0.19) (1.0±0.00)

Significant differences between PA types ResEpi SPA<ResEpi bIIS (p<0.0001) NoEpi SPA<NoEpi bIIS (p<0.0001)

ResEpi SPA<ResEpi seizure (p<0.0001) NoEpi SPA<NoEpi seizure (p<0.0001)
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4.2.3 Cellular behaviour during BIPAs

Before bIISs, the appearance of the build-up period formed by single units occurred more often

than before SPAs: in case of 7/17 ResEpi bIISs and 7/14 NoEpi bIISs. Neuronal discharges could

be observed preceding 21.9 ± 40.6% and in 30.3 ± 41.2% of the population events in ResEpi

and NoEpi slices, respectively. In contrast to that, no cell firing before the bicuculline induced

seizures could be detected. Neuronal discharges initiated with the first LFPg component.

The normalised firing change during bIISs of all cells were 0.86 ± 0.31 in the ResEpi group

and 0.95 ± 0.17 in the NoEpi group. Both values were significantly different compared to the

ones calculated for SPAs, using Kruskal-Wallis ANOVA test (p < 0.001). 86% of ResEpi cells

and 95% of NoEpi cells increased their firing in the presence if bIISs, which are also signifi-

cantly different from the control (SPA) groups (chi-squared, p < 0.001). The differences were

even higher, considering seizures. The normalised firing change was 0.97 ± 0.12 in ResEpi

slices, while 99% of the cells increased their firing. In slices derived from NoEpi patients, the

normalised firing change reached the value of 1.0 ± 0.0 and 100% of the cells increased their

firing. Similarly to SPAs, there was no significant difference between neither patient groups, nor

the distinct cell types (Table 4.9).

In contrast to earlier studies, the recent observations indicated the dominant role of inhibitory

cells against bPCs in the initiation of epileptogenic discharges [184], [190]. INs started to en-

hance their firing before any other type of neurons during seven bIISs in the ResEpi group (Figure

4.14). PCs and UCs initiated the sequence of discharges during the remaining three and two bI-

ISs, respectively. In the NoEpi group, INs started to fire first in 5 cases, PCs in 2 cases and UCs

in 6 cases. The difference between patient groups was not significant (Fisher’s exact test, p >

0.6). None of the detected bPCs began the discharging pattern superimposed on bIISs. In the

presence of seizures, INs and UCs together started to fire first in 3 cases, PCs started in 2 cases,

and UCs started in only one case in ResEpi slices. In the NoEpi group, INs initiated the dis-

charging sequence during two seizures, while INs and UCs initiated together during one seizure.

SPAs and BIPAs emerging on the same recording site were initiated by the same neuron type in

2/14 and 2/13 cases in the ResEpi and NoEpi groups, respectively. In every other slice, different

cell types triggered SPAs than BIPAs.
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Figure 4.14. Firing increase of different cell types during BIPAs. Examples for different initi-

ation patterns is shown: A: PCs start firing, and UCs follow; B: INs start firing, and other cell

types follow; C: UCs start to fire while INs and PCs follow; D: UCs and INs start to fire together.

Illustrations on the left show one event with the PETH of the underlying discharges. Graphs

on the right contain the sum of all AP events in one recording, where the ordinate indicates the

number of cell APs, while the abscissa shows the time in ms. Timepoint zero is chosen to be at

the peak of the PAs. The different cell types are colour-coded: red = PC, purple = bPC, blue =

IN, dark grey = UC. Grey bars show the summed APs of all cell types.
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Table 4.10. Contributions of the different kinds of neurons to PAs. The percentages of PC/IN/UC APs relative to the sum of all APs in the time window of the

SPA events (-50 to +50 ms), or at the initial phase (-100 to +200 ms) of bIISs and seizures have been calculated. All data are provided in median [1st and 3rd
quartile] and in mean ± standard deviation.

ResEpi NoEpi

SPA (n=15) bIIS (n=15) Seizure (n=6) SPA (n=14) bIIS (n=13) Seizure (n=3)

Contribution of PC firing (%)
13.9 [0.0 61.1] 3.6 [0.0 14.4] 4.4 [1.1 23.8] 23.9 [1.1 50.7] 12.6 [0.0 23.8] 2.6 [0.0 8.3]
(32.7±36.7) (16.5±29.0) (18.8±30.9) (31.7±33.2) (14.2±16.4) (3.6±4.3)

Contribution of bursting PC firing (%)
0.0 [0.0 0.0] 0.0 [0.0 1.0] 0.0 [0.0 8.6] 0.0 [0.0 0.0]
(3.9±13.1) (1.7±3.7) (7.2±14.7) (1.4±3.9)

Contribution of IN firing (%)
16.8 [0.0 44.8] 42.5 [9.1 69.2] 32.8 [29.7 47.1] 1.4 [0.0 25.7] 40.7 [23.8 55.8] 64.3 [31.1 84.2]
(24.3±30.8) (43.4±34.3) (32.2±17.7) (15.4±21.5) (43.3±29.7) (59.9±26.8)

Contribution of UC firing (%)
30.2 [6.0 76.6] 43.1 [14.5 54.0] 53.7 [29.1 68.3] 55.4 [20.8 81.8] 40.7 [35.7 56.8] 33.0 [15.8 60.6]
(43.0±37.8) (40.1±28.7) (49.0±20.4) (52.9±33.5) (42.6±28.2) (36.5±22.6)

Significant differences NoEpi SPA IN<NoEpi IIS IN (p<0.05)
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The contribution of different cell types to the epileptic population synchronies was the oppo-

site compared to SPAs (Table 4.10). Only 16.5 ± 29.0% of the APs firing during ResEpi bIISs

came from PCs, while 43.4 ± 34.3% of the APs were originated from INs. In case of NoEpi

bIISs, PCs gave 12.2 ± 15.4%, and INs gave 46.4 ± 29.1% of the APs during the event. bPCs

contributed to the total firing only in 1.7 ± 3.7% in ResEpi and 1.1 ± 3.6% in NoEpi bIIS.The dif-

ference might be obvious, significance only has been found between the INs of NoEpi SPAs and

bIISs (p < 0.05). Similarly, PCs made the 18.8 ± 30.9% and 3.6 ± 4.3% of APs during ResEpi

and NoEpi seizures, respectively. While 32.2 ± 17.7% of APs came from INs in the presence of

ResEpi seizure and 59.9 ± 26.8% of the APs originated from INs during NoEpi seizures.
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5. Discussion

5.1 Spontaneous synchronies in the neocortical tissue

Two different types of synchronies were observed under physiological conditions in the human

neocortical slices derived from epileptic patients. SPAs emerged in both epileptic and non-

epileptic tissue, while sIIDs were only detected in epileptic slices. The recurrence frequency

of sIIDs was a magnitude lower than those of the SPAs, but their duration was twice as much

compared to SPAs. Moreover, there was a significant difference between the intensity in the

recruitment of the neuron populations. Both LFPg and MUA amplitudes related to the peak of

the sIID were more than three times larger than those of the SPA. In the meantime, the power of

ripples and fast-ripples were two times higher in the case of sIIDs. Another noticeable dissim-

ilarity is the location. While a considerable proportion of SPAs developed in the supragranular

layers of the neocortex, sIIDs were restricted to the deeper structures.

The layer of the emergence, the occurrence rate and the network characteristics made the

distinction of the two activities unambiguous. According to the data provided here, primarily

the granular and infragranular layers of the neocortex generated sIIDs, exclusively in the slices

derived from patients with epilepsy in their anamnesis. The prominent role of deeper corti-

cal structures in the generation of paroxysmal depolarisation shift, and thus IISs were already

demonstrated in animal models [1], [184] and in in vivo human studies [12]. The recurrence

frequency of sIID is comparable to those observed on 4-aminopyridine induced epileptiform

synchronies recorded from human neocortical slices [187] and on spiking activity obtained from

the subiculum of patients with epilepsy [13]. While, the large LFPg transient, the enhanced fir-

ing and the initiative current sinks resemble the features of IISs observed on epileptic patients

in vivo [12], [13] and the Mg2+-free solution-induced hypersynchronous discharges recorded in

vitro [191]. Furthermore, the HFOs with remarkably higher powers during sIIDs might indicate

the presence of more excessive excitability. The conspicuous resemblance to in vivo IISs and

pharmacologically induced epileptiform activities suggests the pathological nature of the sIID.

This theory is supported by the fact that they were observed only on neocortical slices of patients

79

DOI:10.15774/PPKE.ITK.2020.008



with epilepsy.

The investigation of the epileptogenicity of network mechanisms maintaining spontaneous

activity in vitro yet debated a question. Since in human studies, the data accessibility is very

restricted, subjects are highly various regarding their age, condition, anamnesis and the obtained

cortical region. Furthermore, healthy human samples are not available for obvious reasons. Thus,

the use of animal tissue as control became widely used. However, the comparison of distinct

species has its pitfalls as well. No spontaneous field potentials could be detected in vitro in

healthy rodent [3], [14] or primate [15] neocortical slices. Though the observation of population

activity arising in healthy rodents and primate hippocampal slices raised the possibility that

synchronous bursts are not related to epilepsy [15], [17]. Moreover, populational spiking was

evoked by activating a single PC in neocortical slices of tumour patients [16]. Pallud et al.

(2014) detected interictal-like bursting activity in neocortical slices of tumour patients without

the manifestation of preoperative seizures. Admitting, patients included in this study suffered

from grade II-IV gliomas, which is known to be highly epileptogenic. Thus, whether SPAs

occurring in the human neocortex have a pathogenic origin or not remains an open question.

The SPAs described here rather resembled population activities found in epileptic human

neocortical [3], [5] and hippocampal [7], [8], [10] slices in vitro. Our data show that contrary to

sIIDs, SPAs prefered to develop in the superficial layers of the neocortex, which is comparable to

some earlier studies [3], [6]. Along with the remarkable difference in the recurrence frequency,

all investigated network properties (the amplitude of LFPg and MUA, the CSD, the power of

HFOs) showed significantly lower values in case of SPAs. This might suggest that a considerably

lower amount of cells are participating in the synchronisation during the events. Last but not

least, the GABAA receptor antagonist bicuculline is widely used to induce epileptogenic activity

in humans and animals as well [2], [3], [14], [19], [90], [140], [162]–[166]. In contrary to

that, the application of this convulsant results in the elimination of SPAs in all cases. This also

suggests the essential role of GABAergic inhibition in the maintenance of the events. All in

all, our data shows that SPAs can be detected in human neocortical slices derived from patients

without any clinical or electrographic manifestations of seizures or epileptogenicity. In addition,

the presence of sIIDs in the epileptic slices indicate the presence of epileptic hyperexcitability,

as it presumably corresponds to an epileptiform synchronous event.
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5.2 The presence of hyperexcitability in the epileptic human neo-

cortex

Spontaneous synchronous population activity has been observed on the LFPg recordings from

postoperative neocortical slices derived from epileptic and non-epileptic patients [186]. The

SPA emerged under physiological conditions, without any artificial induction [3]. It consists of

rhythmically recurring extracellular LFP deflections superimposed by increased cellular firing

and fast oscillations [3], [7]. The CSD profile of the events implies the recruitment of local

forces.

It is an everlasting issue to explore the role of the excessive excitation in the epileptic neocor-

tex in the generation of populational discharges. The investigation of spontaneously occurring

SPAs revealed that the hyperexcitability is not only manifested at the cellular [14] but also at the

network level. SPAs found in slices derived from epileptic and non-epileptic patients share the

same main features. Still, the few aspects which differed in the two groups could point to that

enhanced tension. SPAs emerged in a higher proportion of slices, with higher LFPg amplitude

and significantly more multiple SPA developed in the epileptic compared to non-epileptic tissue.

Moreover, the sIID, which indicates a more prominent level of synchronisation, appeared only

in the epileptic samples.

High-frequency oscillations have been observed in both epileptic and healthy human neocor-

tex [192]. Though, it has been suggested that the distribution of different subclasses of HFOs

could highlight epileptic brain areas [159]. Fast oscillations reflect a short-term synchronisation

of neuron populations [46]. An alteration in the organisation could contribute to the excitability

of cortical networks. Increased ripple and fast ripple activity might facilitate the identification of

the epileptogenic zone [193], [194]. A similar tendency could be noticed in this study. A higher

proportion of SPAs were linked with HFOs in epileptic than in non-epileptic tissue. Furthermore,

the power of both ripples and fast ripples were twice as large during sIIDs as in the presence of

SPAs. These data also suggest the hypersynchronous nature of epileptic mechanisms.

The results reported here suggest, that the development of populational discharges might be

related to the enhanced excitation and synchrony in the pathological human neocortex. Epileptic

tissue shows a higher tendency to generate SPA compared to non-epileptic brain tissue which

can be linked to a higher grade of excitability. A well-known phenomenon in epilepsy, the

synaptic reorganisation and axonal sprouting can lead to a more complex organisation of cortical

networks[61], [195]. Which might facilitate the appearance of more SPAs (larger amount of

slices generating SPA, there are more multiple SPAs). The emergence of sIIDs shows an even

higher level of excitation, regarding the significantly larger values of LFPg, MUA and HFO
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power.

5.3 Synchrony-generating hubs in the epileptic neocortex

After the application of the GABAA receptor antagonist, bicuculline-induced interictal-like or

seizure-like activities emerged in all patient groups. The length, the field potential amplitude,

and the cell-firing increase were comparable in the ResEpi and NoEpi slices. However, the

epilepsy-related tissue tended to develop BIPAs more often, and with higher recurrence fre-

quency. Furthermore, the epileptic slices showed much more variability in the recruitment of

different cortical networks. In the non-epileptic group, only simple bIISs occurred, which spread

through all the cortical layers. In contrast to that, ResEpi and TreatEpi slices generated distinct

combinations of temporally and spatially simple and complex bIISs. That is, epileptic tissue was

able to promote multiple spikes recurring together, which could be sustained by neuron popula-

tions of various locations. In addition, spatially more restricted bIISs were detected in ResEpi

slices, i.e. supragranular and infragranular bIISs were observed beside the entire ones. These

events could reappear jointly, rhythmically activating different cortical layers as temporally and

spatially complex events (See Figure 4.4). These results show that epileptic neural circuits are

more susceptible to initiate hypersynchronous events than non-epileptic networks. On top of

that, in the ResEpi group, smaller neuron populations were able to maintain sIIDs, compared

to NoEpi slices. The formation of highly connected hub cells was already hypothesised in the

epileptic hippocampus [196], [197]. The structural reorganisation is the result of certain cell loss

and axonal sprouting [61], [62], [195]–[197]. As a consequence, spatially more restricted and

intensely excitable networks arise [196], [197]. As in the hippocampus, these ’pathologically

interconnected neuron clusters’ [198] might be the initiators of the crescent hypersynchronous

events in the neocortex as well.

5.4 Altered cell-firing during bicuculline bath

The first obtrusive observation was that those neurons, which were firing in physiological ACSF,

usually disappeared after the application of bicuculline. In the meantime, other cells became

active, which were silent earlier. This finding was true not only on a single cell but on the

network level. That is, while supragranular and infragranular neurons fired more prominently in

control, the granular layer tended to close up in the activation after the application of bicuculline.

Moreover, cells of the middle layers had a peculiar, bursting-like firing pattern. These data

further confirm the observation according to which distinct neuron populations are involved in

82

DOI:10.15774/PPKE.ITK.2020.008



physiological and pathological mechanisms [197].

In physiological ACSF considerably higher proportion of PCs were detected than INs. This

ratio turned after the application of bicuculline, i.e. significantly more INs became active com-

pared to PCs. A possible explanation might lie in the various synaptic input of the distinct cell

types. PCs of the CA1 in the rodent hippocampus was shown to have a relatively low proportion

of inhibitory synapses (around 3%) [199]. While INs investigated so far received a higher ratio of

inhibitory terminals: 29.4% of the inputs on calbindin-positive INs, 20.7% of the synapses termi-

nating on calretinin-positive INs and 35.85% on cholecystokinin-containing INs were symmetric

[200], [201]. Only the parvalbumin-containing INs had a ratio of synaptic inputs comparable to

PCs (6.4% is GABAergic) [200]. When cells are released from their fast GABAergic hyperpo-

larizing input, what is happening after the application of bicuculline, they will be liberated from

their usual inhibition. As INs receive a considerably higher proportion of symmetric synapses,

the effect of this freedom might have a more excessive outcome, which leads to a large amount

of spontaneously firing inhibitory cells. Admitting that the material provided here is derived

from the rodent hippocampus, it might correlate with the behaviour of human neocortical PCs

and INs.

It cannot be excluded, that the application of bicuculline, the excessive firing and bursting

discharges distort the shape of APs. This might lead to the misinterpretation of the active neuron

populations of the neocortex. Bicuculline is thought to reduce the afterhyperpolarisation phase,

but it very likely does not affect the depolarisation and repolarisation phases [172]. During the

analysis of the neurons reported here the length of the AP at the half-max amplitude was used

to separate the different cell types, in contrast to the peak-to-through durations, which would be

deformed by the drug. Thus, it is very likely that the identification of the neurons is not confused

by the effects of the bicuculline.

5.5 What does happen to the synchrony when the GABAergic inhi-

bition is eliminated?

The contribution of inhibitory and excitatory processes was investigated in the development of

the putative physiological and pathological activities. A considerably higher level of synchrony

was observed during bicuculline-induced bIISs and seizures compared to SPAs. Only half of the

neurons enhanced their firing accompanying SPAs with a normalised firing increase of around

0.6. While 90% of the cells raised their firing in the presence of bIISs with an average normalised

firing increase of 0.9. The highest level of synchrony was observed during seizures, which
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literally recruited all the cells with a normalised firing increase of 1.0.

It has been a longstanding question of debate whether interneurons or principal busters are

responsible for the initiation of epileptiform discharges. Both excitatory bursting PCs [184] and

inhibitory INs [6] were found to trigger IISs in neocortical slices. While heterogeneous firing

pattern was observed during spiking in the neocortex and hippocampus of epileptic patients

[202]. In a like manner, the onset of seizure activity was associated with both excitatory [9] and

inhibitory [22] processes, according to the morphology of the hypersynchronous event. Our data

show that different neuron populations are activated accompanying physiological or pathological

synchronies. A considerably higher proportion of PCs contributed to the overall firing than

INs during SPAs, and also they initiated more populational discharge. During BIPAs this ratio

reversed: a noticeably higher percentage of INs accompanied the event, furthermore they tended

to initiate the hypersynchronous discharges more frequently.

To clarify the mechanism contributing to the generation of seizures yet need further investi-

gation. The relatively low number of samples does not allow to draw far-reaching conclusions.

In addition, there are methodological boundaries which can complicate the study of these hyper-

synchronous epileptiform events. The highly complex electrical activity of the brain could alter

the extracellular properties of APs [179]. This might confuse the outcome of cell clustering and

thus makes the identification unreliable. Though, this complication was mostly valid in case of

multielectrode arrays with large interelectrode distances. In this case, the array literally registers

multiple single electrode recordings. Tetrodes with higher electrode density made the identi-

fication of single-cell firing more accurate. The electrode-configuration used in this study has

a significantly smaller contact distance, which allows a relatively good separation of different

neuron types. Though, it has to be noted that the identification of cells during seizure discharges

remain less accurate despite the advanced recording tools. On the other hand, seizure activity

very likely has a similar impact on the clustering of both PCs and INs. Which might imply that

our assumption about the contribution of distinct cell types to the seizure initiation is supported

by the results.

Overall, the data reported here suggest that the emergence of SPAs is based on the balance

of excitatory and inhibitory networks. This is in accordance with earlier in vivo studies, which

propose that the dynamic balance of excitation and inhibition in the neocortex is crucial for the

maintenance of physiological conditions [20]. When bicuculline artificially disturbed this bal-

ance, it resulted in a hypersynchronous epileptiform activity, which recruited the vast majority of

neuron populations. While PCs seem to have a leading role in the maintenance of SPAs, patho-

logical synchronies seems to be driven by inhibitory neurons. But how could this be possible,
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when the GABAergic transmission is cut out?

5.6 The role of non-synaptic mechanisms in the maintenance of syn-

chronisation

So the balance of inhibitory and excitatory networks are crucial in the maintenance of the con-

venient function of the cortex. Any change in the weight of inhibition and excitation leads to

compensatory effects destined to sustain the excitability of the system [94], [131]. A good ex-

ample is the formation of new excitatory circuits as a consequence of selective interneuron loss

in the epileptic hilus [203]. There exist several non-synaptic mechanisms which contribute to

the establishment of cortical activity on the network level: gap junctions, ephaptic effects and

changes in the extracellular ion concentrations [204], as well as neuropeptides [111].

The data presented here show that BIPAs are often introduced by an intense IN discharge.

Which raises the question, how the extensive synchronisation is possible when the synaptic trans-

mission via postsynaptic GABAA receptors is arrested. The consequence has to be taken into

account that non-synaptic cellular interactions might have an essential role in the formation of

disinhibition-induced hypersynchronous discharges of the human neocortex. The proportion of

gap junctions between GABAergic neurons are relatively high, and they connect mainly INs of

the same type [32]. It was already shown that neural networks linked by electrical coupling

regulate bicuculline-induced epileptiform activity in the guinea pig brain preparation [151]. Fast

spiking parvalbumin-positive INs seem to have high affinity to form gap junctions in the rat neo-

cortex [109], which cell type is considered to be the source of rhythmic population synchrony

[205].

It was hypothesised that ephaptic transmission might have a role in the synchronisation of

epileptic hippocampal circuits [206]. The lower density of neurons in the neocortex might not be

suitable for the establishment of electrical field coupling. An increase of extracellular potassium

level was observed during ictal [207] and interictal [151] epileptic discharges. The higher level

of extracellular K+ was shown to enhance membrane depolarisation and intrinsic burst firing

[1]. Because of these effects, it was widely used to induce epileptiform activity in vitro. In

the case of disinhibition-induced hypersynchronous events, it is rather the paroxysmal bursts

which increase the extracellular K+ concentrations. Since it was shown to elevate after the

onset of epileptiform discharges [208]. Last but not least, neuropeptides released by INs might

contribute to the altered activity of the cell population in the presence of bicuculline. Though,

some neuropeptides such as neuropeptide Y, cholecystokinin or somatostatin is thought to reduce
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the release of neurotransmitters on the presynaptic terminals [111]. Neuropeptide Y was actually

found to have an anticonvulsive effect, as it decreases the level of glutamate and GABA release

[114].

After all, the results presented here suggest that electrical coupling via gap junctions might

contribute to the synchronisation of neuron populations in the human neocortex after the block-

ade of GABAA receptors. The role of other non-synaptic mechanisms has not been approved.

Although to confirm the recent findings, further investigation might be necessary.

5.7 Human disease vs animal models

The epileptiform events induced by bicuculline were hypersynchronous discharges accompa-

nied by intense IN firing at the initial phase. This was in contradiction with the experience of

the same bicuculline model in rodents. Earlier studies proposed that excessive synchronisation

is the consequence of the loss in inhibitory control and cells were recruited into population ac-

tivities via the recurrent excitatory pathways [209]. Bursting principal neurons were shown to

trigger bicuculline-induced interictal-like in rodent neocortical [184] and hippocampal [189],

[190] slices. In contrast to that, none of the intrinsically bursting PCs initiated the paroxysmal

events in the disinhibited human neocortex. Quite the opposite, they rather followed the other

neuron types. The information provided by previous studies is scarce regarding the mechanisms

contributing to the generation of IISs in the epileptic human neocortex. It was shown that around

half of the detected neurons are accompanying the spikes in both the neocortex [202], [210]

and the hippocampus [211] with heterogeneous firing pattern [202]. Although the different cell

types have not been separated, thus the contribution of excitatory and inhibitory networks to the

populational events remained unclarified.

Bicuculline induced seizure-like activity detected here consisted of continuously bursting

interictal-like spikes, lasting 15-28 s. It resembles seizures observed in vivo, which either being

comprised of periodic spikes [21] or spike and wave complexes [212]. Seizures in animal models

which were initiated by hypersynchronous spikes were also related to excitatory networks [213],

[214]. Likewise, it was the case with preictal discharges in human brain preparations [9]. In

contrast to that in our experiment, bicuculline-induced seizures (just as bIISs) were introduced

by increased firing of INs. The underlying mechanism was seen at low voltage fast activity

seizure in rodents [215] and patients with epilepsy [22], [216].

Inconsistencies found in the recent experiments, as well as in previous studies, might be a

consequence of differences between the neural circuits of distinct species. The variability of re-

search conditions and methods could affect the results in a different manner. The use of distinct
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cortical regions can influence the results as well. Differences between the species can be the

explanation how could it be possible, that while bursting PCs are responsible for the initiation

of bicuculline-induced interictal discharges in the guinea pig [184], INs were observed to trigger

bIISs in human neocortical slices. Population discharges experienced in vitro on slice prepa-

rations will never be identical to in vivo mechanisms. Likewise, the manipulation of cortical

circuits by pharmacons will not induce synchronies equal to spontaneously occurring epilepti-

form events. Hypersynchronous activities evoked by the elimination of GABAergic transmission

differ from epileptic seizures, which are the results of the corruption in the dynamic balance of

excitatory and inhibitory networks [216]. Finally, dissimilarities between the mechanisms un-

derlying the distinct synchronies might be explained by the use of different cortical areas. In

the three-layered hippocampal formation, excitatory networks were found to have a special role

in the generation of hypersynchronous spikes [9] and seizures [213]. While BIPAs with similar

morphology were related to increased IN firing in the six-layered neocortex. The data presented

here suggest that epileptiform activity induced by reduction of GABAergic inhibition has sub-

stantial differences compared to the human disease. Moreover, the same disinhibition model has

a distinct effect and recruit different circuits on human and rodent brain preparations.
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6. Summary

6.1 Conclusions

This research aimed to investigate the physiological and pathological nature of the distinct

synchronies raising in postoperative human neocortical slices derived from epileptic and non-

epileptic patients in vitro.

It has long been a matter of debate whether healthy human neocortical slices are able to

generate physiological population activity. Since human brain slices are not available for ob-

vious ethical reasons, researches reached for animal tissue as control. However, comparing

different species definitely has its pitfalls. The results presented in this study propose that the

spontaneous synchronous population activity is based on the dynamic balance of excitatory and

inhibitory mechanisms. This balance is distracted in the epileptic tissue. Cortical structures were

shown to suffer specific inhibitory cell-loss and the reorganisation of excitatory circuits. Chang-

ing the weight of excitatory and inhibitory networks leads to compensatory effects which were

destined to maintain the excitability of the system. Advanced spontaneous population activities

and interictal discharges might be the evidence for this enhanced tension in the epileptic human

neocortex.

The effect of the reduced GABAergic transmission was investigated on the physiological net-

work properties. The disinhibition of the neocortical circuits leads to a disturbance in the balance

of excitation and inhibition. As a result, physiological population activities vanished, and in the

meantime, hypersynchronous epileptiform events showed up. Bicuculline-induced interictal-like

activities were uniform in the non-epileptic tissue: they were exclusively simple events invading

all the cortical layers. In contrast to that, slices derived from epileptic patients generated hetero-

geneous events. These paroxysmal discharges either spread to the entire neocortex or restricted

to smaller regions with a high temporal and spatial variability. The results propose that epileptic

neocortical slices contain smaller neuron populations which are able to develop an epileptiform

activity.

The data provided here propose that different neuron populations contribute to physiological
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and pathological events. While principal cells had a leading role in the initiation and formation

of spontaneous population bursts, epileptiform discharges were dominated by interneurons. The

extraordinary commitment of inhibitory cells in the disinhibition model proposes that other, non-

synaptic mechanisms are also involved in the synchrony generation. Electrical coupling between

specific interneurons might be a promising assumption, but further investigation is necessary for

confirmation. The results presented here regarding hypersynchronous epileptiform discharges

differ from those obtained in epileptic patients or animal models in earlier studies. This suggests

that distinct neuron populations are involved in the disinhibited human neocortex compared to

human epilepsies or animal models of epilepsy. Therefore, the limits of extrapolation should

be considered from animals to human as well as from model to the disease before drawing far-

reaching conclusions in the case of pharmacologically induced epileptiform activity.

6.2 Thesis statements

6.2.1 Thesis groups 1: The emergence of population synchronies in the human

neocortex

Thesis Ia: I have revealed that postoperative human neocortical slices are able to generate

distinct types of synchronous activities, in vitro.

I have observed four different types of synchronous events with different morphologies in the hu-

man neocortex, in vitro. Spontaneous synchronous population activities (SPAs) emerged in phys-

iological solution regardless of the patient groups. In the meantime, spontaneous interictal-like

discharges (sIIDs) developed in physiological solution as well, but only in slices derived from

epileptic patients. In bicuculline bath, spontaneous activities disappeared, while bicuculline-

induced interictal-like events (bIISs) or seizures arose. I have observed these synchronies in

both epileptic and non-epileptic patient groups.

Thesis Ib: I have established that postoperative human neocortical tissue derived from

epileptic patients manifest a higher level of excitability.

More epileptic slices generate synchronous population activities compared to non-epileptic tis-

sue. Epileptic slices develop multiple synchronies more often, and these synchronies have a

higher field potential amplitude. Hypersynschronous discharges resembling in vivo interictal

spikes emerge only in tissue derived from patients with epilepsy in their anamnesis. The block-

ade of GABAA receptors results in a higher level of synchrony with more complex events in
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epileptic slices compared to non-epileptic slices. All these data propose the enhanced excitabil-

ity of neural circuits in neocortical tissue derived from patients with epilepsy.

Thesis Ic: I have confirmed that smaller neuron populations (hubs) are able to generate

hypersynchronous events in the epileptic neocortex.

In the disinhibition model, slices of epileptic patients developed spacially and temporally com-

plex interictal-like events, unlike non-epileptic slices. Epileptic tissue was able to generate spa-

cially more restricted bIISs as well. Only events spreading through all the layers of the neocortex

emerged in the non-epileptic tissue. This suggests that smaller cellular networks (hubs) are able

to maintain hypersynchronous discharges in the epileptic neocortex.

6.2.2 Thesis groups 2: Synchronisation on the cellular and network level in the

disinhibition model

Thesis IIa: I have found that different neuron populations are activated in physiological

conditions compared to the disinhibition model.

Those neurons, which are firing in the presence of physiological solution, usually remain silent

after the application of bicuculline and vice versa. In the physiological solution, the prominent

role of the supragranular layers is observable. During the condition of disinhibition, the close

up of the granular layer is apparent. In the physiological solution, principal cells are signifi-

cantly more active compared to interneurons. In the presence of bicuculline, INs take over the

leadership.

Thesis IIb: I have proven that SPAs and BIPAs are maintained by different cellular net-

works.

Only one-half of the active cells are accompanying the SPA. In contrast to that, 90 % and almost

100 % of the detected cells are associated with the bIISs and seizures. SPAs are usually initiated

by PCs, while BIPAs are initiated majorly by INs. Similarly, more PCs contribute to the devel-

opment of SPAs, while more INs participate in the emergence of the BIPAs. Thus, it could be

claimed that different neuron populations are involved in different synchronies.

Thesis IIc: I have uncovered that neocortical circuits are able to maintain synchronised

discharges when the GABAergic transmission is reduced.

The disinhibition model shows a high level of synchrony, usually through an excess excitation.

Our data showed the prominent role of INs in the initiation of BIPA. As the GABAergic trans-
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mission is eliminated, and INs have a leading role in the synchronisation, other mechanisms have

to be responsible for the collective activation of neuron populations. Probably non-synaptic pro-

cesses, such as gap-junctions become conspicuous with the blockade of GABAergic inhibition.

Thesis IId: I have shown that the population activities of the non-epileptic neocortex,

the epileptic neocortex and those induced by disinhibition reflect different levels of syn-

schronies.

The field potential amplitude, the level of multi-unit activity and the power of HFOs show a

gradual growth from the SPAs towards the BIPAs. sIIDs recruit more neurons than SPAs, and

BIPAs form an even higher level of synchrony. Furthermore, different neurons and different

layers are activated during pathological and spontaneous populational discharges. After the ap-

plication of the GABAA receptor antagonist bicuculline, the spontaneous activity disappears,

while bicuculline-induced epileptiform events start to develop. All these results show that vari-

ous neuron populations are responsible for distinct events. They all represent a different level of

synchronisation in the following order: SPA < sIID < BIPA.
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