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Non est volentis, neque currentis, sed miserentis Dei.

/ Romans 9:16 /
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Abstract (in English)

It has long been known, that neurons communicate via bioelectric signals, which are system-
atic alterations of the membrane potential (both positive and negative directions are allowed).
There are numerous ways for studying these bioelectric phenomena. Recently, multi-electrode
arrays (from 16 up to thousands of channels) as well as advanced imaging methods were devel-
oped to detect and track hundreds of neurons simultaneously in one experiment. Despite the
technological advances, several aspects of the generated extracellular potential remain poorly
understood. Moreover, a very limited knowledge is available about the validation of these
extracellular signals using other complementary modalities, such as intracellular ground-truth
recordings or fluorescent two-photon microscopy.

Within the framework of this dissertation I focus on three different aspects of extracellular
signal acquisition and validation. I. Thesis group introduces the development and testing of a
novel, multi-channel silicon probe with protruding contact sites for improved in vitro extracel-
lular recordings and highlights the advantages of this novel design compared to a commercially
available, multi-channel surface probe. II. Thesis group presents a novel experimental method
developed for co-localised and simultaneous intra- and extracellular recording, it describes the
resulting ’ground-truth’ dataset, and explores further potential applications of the recorded data
in model-based calculations. Whole-cell patch-clamp recordings were carried out to detect in-
tracellular single cell activity, in rat hippocampal slices. Extracellular signal was detected in the
vicinity of the same neuron. Detailed morphology of the recorded and filled cell was revealed by
three dimensional reconstruction. A preliminary application in single-cell level current source
density analysis will also be presented using the collected dataset. III. Thesis group starts
with the description of the photoelectric artefact generated during the use of combined multi-
channel extracellular recordings and two-photon laser imaging. Recent strategies to eliminate
contaminations of photoelectric artefacts are discussed with their limitations. Next I present an
experimental protocol for the generation of co-localised and simultaneous extracellular record-
ings and two-photon imaging either with or without laser artefacts. The protocol allows for
investigating photoelectric artefacts but also for providing control data and validation. A col-
laborative specific filtering algorithm will be presented to mitigate the photoelectric effect on
the recorded extracellular data. The dissertation closes with the list of all novel scientific contri-
butions and related publications. Lastly I give an outlook for future perspectives and possible
application of my results.

The presented methods allow for improved investigations of single cell dynamics together
with their environments. Simultaneous and multi-modal signals recorded throughout this thesis
work may yield additional information for various model-based calculations in the future and

may also give rise to novel findings in designing advanced neural interfaces.
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Osszefoglalé (in Hungarian)

Régota ismert, hogy az idegsejtek bioelektromos jelek utjan kommunikalnak, melyek
a membranpotencidl szisztematikus megvaltoztatdsai (mind pozitiv és negativ irdnyok
megengedettek). Szamos mddszer létezik e bioelektromos jelenségeknek tanulmanyozasara. A
kozelmiltban sokcsatornéds multielektréda t6mbék (16-t6l akar t6bb ezer csatorndig), valamint
specifikus képalkotd mddszerek is kifejlesztésre keriiltek szamos idegsejt egyideji detektalasara
és nyomon kovetésére. Mindezen technologiai fejlodések ellenére az extracellularis potencial
létrejottének szamos aspektusa még nem ismert. Kevés informacié all rendelkezésre tovabba
az extracellularis jelek validaciéjarél mas kiegészité modalitasok, példaul intracellularis un.
» ground-truth” mérések vagy fluoreszcens két-foton mikroszkdpia segitségével.

A disszertacio keretein beliil az extracellularis jelek elvezetésének és validalasanak harom
kiilonféle szempontjara Osszpontositok. Az I. téziscsoport bemutatja egy ujszeri, szilicium-
alapu sokcsatornas elektroda fejlesztését és tesztelését, mely tiiskeszertien kiallé elvezeté pon-
tokkal rendelkezik az in vitro extracellularis mérések mintségének javitasa érdekében, tovabba a
tézis részletezi az érzékeld elonyeit egy kereskedelmi forgalomban kaphato, felszini sokcsatornas
elektrédaval szemben. A II. téziscsoport részletesen ismertet egy uj kisérleti modszert az intra-
és extracellularis felvételek egyideji és lokalizalt rogzitésére. Bemutatja tovabba a keletkezd
” ground-truth” adathalmazt, és példat ad az adatok egy lehetséges jovobeli alkalmazasara
modell-alapi, elméleti szamitasokon. Az egysejt aktivitasok kimutatasara sejttestrol elvezetett
" patch-clamp” intracellularis méréseket végeztem patkanyok hippokampusz szeletein. Az extra-
cellularis jeleket ugyanazon neuron koézvetlen kézelében vezettem el. A mért és feltoltott sejtek
részletes morfolégiajat haromdimenziés térképezéssel rekonstrualtam. Egy el6zetes alkalmazasi
teriilet, az egysejt-szintli aramforras siiriség elemzés szintén bemutatasra keriil az itt gyujtott
adatok felhasznalasaval. A III. téziscsoport az un. ” fotoelektromos mitermék” leirasaval indul,
mely kombinalt extracellularis és két-foton lézermikroszkdpias egyideji mérés soran keletkezik.
E fotoelektromos miitermék szennyez6 hatasanak kikiiszobolésére iranyuld legujabb stratégiak
részletes bemutatasra keriilnek. Ezt kovetten leirasra keriil egy kisérleti protokoll a lokalizalt és
egyideju extracellularis és két-foton fluoreszcencia jelek egyiittes rogzitésére, mind az emlitett
lézeres mutermékekkel szennyezett modon, illetve anélkiil. Ez a protokoll lehetévé teszi a fo-
toelektromos miitermékek és zajok vizsgilatat mindamellett, hogy zajmentes kontroll adatot
is biztosit az eredmények validaci6jahoz. Egy kollaboracids, specialis sziiréalgoritmus is bemu-
tatasra keriil az extracellularis jeleken megjelen6 fotoelektromos hatas enyhitésére. A dolgozat
az 1j tudomanyos hozzajarulasok felsorolasaval zarul és az ezekhez kapcsolédé publikaciokkal.
Végiil kitekintést teszek a jovobeli tervekre és az eredmények lehetséges alkalmazasi teriileteire.

A bemutatott mddszerek lehetévé teszik az egysejt dinamikak és kornyezetiik egyidejii és
pontos vizsgalatat. A doktori disszertaciés munka soran rogzitett multimodalis jelek tovabbi
informacidkkal szolgaltathatnak kiilénféle modell-alapti szamitasokhoz, és 1j szempontokkal

segithetik a jovobeli neuralis interfészek tervezését.
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Abbreviations

2P Two-Photon

aCSF Artificial Cerebrospinal Fluid
AP Action Potential

BPAP Back-Propagating Action Potential
BPF Band-pass filter

ChR Channelrhodopsin
CNS Central Nervous System
CP Conductive Polymer
CSD Current Source Density

DRIE Deep Reactive Ion Etching

EAP Extracellular Action Potential

EBG Etching Before Grinding

EIS Electrochemical Impedance Spec-
troscopy

EM Electron Microscopy

EPSP Excitatory Postsynaptic Potential

FoV Field-of-View
FPGA Field Programmable Gate Array

TAP Intracellular Action Potential
IR Infra Red

ITO Indium Tin Oxide
LFP Local Field Potential

MEA Multi-Electrode Array
MEMS Micro-electromechanical Systems
MUA Multi-Unit Activity

NIR Near Infra-Red

PCA Principal Component Analysis
PEDOT Poly(3,4-ethylenedioxythiophene)
PETH Peri-Event Time Histogram

PMT Photomultiplier

PSS Polystyrene Sulfonate

RMS Root Mean Square
ROI Region Of Interest

SEM Scanning Electron Microscopy

SNR Signal to Noise Ratio

SPA Spontaneous (or synchronous) Popula-
tion Activity

STA Spike Triggered Average

STD Standard Deviation

SUA Single Unit Activity

SWR. Sharp Wave Ripple
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Preface

"My way is to begin with the beginning”

- as Lord Byron once said, and he was certainly right in this regard. Now, let us consider me
being worried to find my own appropriate beginning. Clearly, I should start my neuroscience
related dissertation with the word 'brain’, that is the origin of the whole thesis work.

To tell the truth, I did my best as follows:

”"The human brain is one among the most complex systems

ever investigated by the human brain”

After this heavily cliché-like sentence, I would rather stop (and may even finish writing at all), as
a far-reaching vicious cycle immediately showed up at this very first moment: ” Can the observer
observe himself”? While I have no guaranteed answer, for the sake of continuation I kindly ask
the Reader to let me accept the unverified axiom that the answer is (at least partially) yes and
to jump with me elegantly over any yet unanswered questions of ’philosophy’ by focusing on
similarly sounded, but easier-to-answer questions of ’'physiology’.

Then we ask the following: ” Where does this unexpected complexity of the brain come from”?
Paradoxically, we know the brain is formed of relatively simple elements: neurons, glial cells
and a few other cell types. The only explanation would be, if the brain’s complexity origi-
nates from the variety of subtle ways those simple elements interconnect and co-operate to form
dense neural circuits producing network phenomena. And how to capture and record those well-
orchestrated activity patterns which generate such complex physiological functions? A proper
description would require interplay between various electrical and optical recording methods as
well as computational modelling tools together with state-of-the-art data analysis algorithms.
But even using all modalities simultaneously, our answers may still remain incomplete.

In spite of all these, we possess a tireless and keen interest in studying complex population
activities in the brain, which interest stems from the fact that these particular rhythms, oscil-
lations, or waves become altered in famous syndromes, including but not limited to epilepsy,
Alzheimer’s disease, Parkinson’s disease, schizophrenia, anxiety and depression. Consequently,
investigating origins and dynamics of these pathological events may lead to a better under-
standing of governing mechanisms or ultimately, to the capability of providing early markers

for detection and treatment of listed neurological diseases.

xi
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Chapter 1

Introduction

1.1 Motivations and goals of this dissertation

To reveal the biophysical basis of observable global states of the brain (such as cognitive
processes or a particular behaviour) a wide range of different approaches were developed and
applied, either based on bottom-up or top-down strategies.

The two leading methods for the bottom-up approach are penetrating electrophysiological
recordings via intra- and extracellular probes. The words "intracellular’ (IC) and ’extracellular’
(EC) refer to the electrode location inside and outside the targeted cells, respectively. While
these devices become the workhorses of cellular neurotechnology providing direct access to
bioelectrical events generated by single or multiple neurons, their invasiveness limits the
applicability for chronic and human usage. On the other pole of the scale, imaging and
recording methods with the capability of recording multiple regions or even whole-brain activ-
ities have been developed in parallel. Such top-down techniques include 'functional magnetic
resonance imaging’ (fMRI) or 'positron emission tomography’ (PET) from the imaging side and
'electroencephalography’ (EEG) or *magnetoencephalography’ (MEG) from the electrophysiology
side. All of these technologies have the advantage of remaining completely non-invasive and
thus becoming applicable even for human clinical applications instead of being mostly restricted
to animal-based research. In spite of intensive progresses either in bottom-up and top-down
approaches, there is still a significant, uncovered gap in the middle, namely how individual
cells can be spatio-temporally coordinated in local networks to form specific cognitive func-
tions. This so called *mesoscopic’ range is of great interest recently in neurophysiology (and in

its corresponding neurotechnology) and thus will be the main focus of this current thesis as well.

This mesoscopic range will be investigated by means of extracellular multi-channel probes
covering wider area than single-electrode recordings. Figure 1.1 illustrates schematically a
metaphor of EC and IC potential recordings. Imagine a recording device (a microphone)
hanging in the middle of a football stadium (Figure 1.1a, upper subfigure). Since it is a

microphone, no visual information can be captured during recordings, only the number of
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(b) Schematics of realistic extra- and intracellular recordings

Figure 1.1: Metaphor of an implantable neural electrode and surrounding neural tissue. Extracel-
lular electrode and co-localised, simultaneous intracellular patch-clamp recordings are coloured in
blue and red, respectively. The theory of this animation is based on the reviews of Buzsaki, et al.
(2004, 2012) [1, 2].

microphones can be increased to have better resolution and larger coverage. Large microphone
(in blue) placed in the centre of the arena can possibly acquire loud chants generated by the
surrounding crowd of people, but it would hardly isolate independent voices of all individuals
out of this mass singing. In contrast to this, a small microphone (in red) placed closely to one
particular fan (somewhere in the front rows) would record this person’s voice with great quality
and fidelity. However, this small microphone is limited to exclusively record from one person,
and the background of the stadium will be suppressed. To compare voices of individuals to
the mass singing, it is easy to see, that both large and small microphones are essential to

reconstruct their exact relationship.

Let us immediately transform the devices of this metaphor into electrophysiological
correlates. On Figure 1.1b (lower subfigure) large microphone corresponds to an extracellular
multi-channel recording device, while the small microphone represents an intracellular recording
method. To investigate the relationship between one single cell and its environment, and
how this particular cell contributes to the population signal, we have to use co-localised and

simultaneous IC and EC recordings. Both words of 'co-localised’ and ’simultaneous’ are to be
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fulfilled, hence spatio-temporally synchronised recordings can only provide proper information
about their interconnection. Indeed, we have to be literally ”in the front rows” with the small
microphone (or intracellular electrode), since a very short distance is crucial for finding this
’small voice’ in the population average. According to the literature, this inter-probe distance
(or corresponding cell-electrode distance) should be in the range of tens of microns, but maxi-

mally below 100 pm to achieve sortable signals with high-quality EC voltage traces [2, 3, 4, 5, 6.

Considering EC recordings, it is well known, that neural signals are detectable at further
distances from their source, the phenomenon is called ’volume conduction’ [7, 8] and it will
be discussed in details within Background section 2.2.1. However, several complications may
emerge from the volume conductive property of the neural tissue and from the summation
of different currents sources over distance [9, 10]. Such drawbacks make the interpretation
of the EC recorded potentials extremely challenging. Besides theoretical considerations,
measurement-related technical challenges also play important roles in achieving high-quality
results. The closer an extracellular device can be positioned to the neuronal source, the better
recording quality can be achieved. An unsuitably designed contact site layout would prevent
the detection of further neural activities which would have been otherwise detectable using
an optimal layout. Sufficiently large signal amplitudes are needed to feed in the theoretical
calculations in order to achieve correct results. Previous studies have shown that small contact
site area and sufficiently low impedance are also essential to detect well-isolated EC signals
over the background noise [11]. However, the area of the contact site and its impedance are
inversely proportional to each other [12]. In addition to this, a well-designed electrode-tissue
interface is also needed to access recorded cells without significantly damaging them, and to
detect as many as possible active cells in the close vicinity of the probe [13, 14, 15, 16]. For
in vitro brain slice EC electrophysiology, this requirement is particularly important, since the
surface of the slice is considered to be a dead-cell layer due to cut-off dendrites and cell bodies.
The electrically passive dead-cell layer frequently attenuates signals originated from other,
physiologically more active cells located deeper in the tissue [17, 18].

In this current thesis, I focus on in vitro brain slice electrophysiology using penetrating EC
multi-channel, laminar probes. Cutting the brain into thin slices has allowed access to neurons
located deeper in the brain. Brain slice preparations can be used for either imaging or recording
neural activities that would be otherwise difficult to reach and detect in vivo. Similarly to in
vivo conditions, it is also possible to observe in vitro population responses, such as ’sharp wave
ripples’ (SWR) or some other inherent oscillations [19]. Furthermore, an additional advantage
of in witro brain slice recordings is the ability to combine different modalities, which would be

again, challenging or not feasible in vivo [20, 21, 22].
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1.2 Topics overview

The ultimate goal of my doctoral student work is to invent and implement useful, novel
methodologies to support different biological research questions. These methodological aims

are the following:

e To develop, characterise and valide a novel, multi-channel spiky probe for high-quality

extracellular recordings in brain slices.

e To acquire co-localised, simultaneous intra- and laminar extracellular recordings with
corresponding neuronal morphology for generating a freely available, open-source ground-

truth dataset.

e To combine multi-channel extracellular recordings and the imaging of two-photon laser
scanning microscopy for the characterisation of the thus generated photoelectric artefact

and to provide benchmark dataset for the development of an artefact filtering algorithm.

These research aims will be detailed separately within the Results Section 4 in Thesis groups

4.1, 4.2, and 4.3.

1.2 Topics overview

For the benefit of the Reader, I shortly outline the main independent topics of the dissertation.
Following this introductory section, Chapter 2 will cover the biophysical theory of IC and EC
potentials and their relationship as well as will detail the recent technical developments and
their limitations.

With this knowledge in hand, Chapter 3 introduces multi-channel silicon probes used through-
out the thesis; this same chapter elaborates on the experimental methods and closes with the
description of data analysis methods and histological procedures.

Once given the theoretical and methodological bases to contextualize this work, Chapter 4 will
split the results into three independent thesis groups:

On Figure 1.2 a triangle illustrates the relationship of the three theses (edges) and three
experimental techniques used (nodes). Although there are small exceptions (such as, occasional
IC-2P recordings in II. Thesis group, shown with a dashed line), edges represent the main
interactions between recording modalities. 1. Thesis group (4.1) presents the development
and testing of a novel, multi-channel silicon probe with protruding contact sites for improved
in vitro EC recordings and highlights its advantages with a systematic and quantitative
comparison against a commercially available, multi-channel surface probe. This chapter will
focus only on EC recording without IC patch-clamp and with only one representative 2P figure
showing that the spiky probe is compatible with two-photon microscope imaging.

II. Thesis group (4.2) details an approach developed for co-localised and simultaneous
IC-EC recording, it describes the resulting ‘ground-truth’ dataset, and explores potential

further applications of the recorded data in model-based calculations. This thesis does not
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focus on a thorough evaluation of any data analysis method (such as spike-sorting algo-
rithms or source-localization methods), however, a preliminary application of single-cell level

current source density analysis (skCSD) will be presented using the collected simultaneous data.

Figure 1.2: Interconnections between thesis groups (edges) and topics covered (nodes).

III. Thesis group (4.3) starts with the description of the photoelectric artefact generated
during the use of combined multi-channel EC recordings and two-photon (2P) laser imaging.
Recent strategies to eliminate contaminations of the photoelectric artefact will be discussed
together with their limitations. Next I present an experimental protocol for the generation of
co-localised and simultaneous EC and 2P measurements either with or without laser artefact.
The protocol allows for the investigation of photoelectric artefacts but also for providing control
data for validation. Using these combined recordings, a developed specific filtering algorithm
will be presented to mitigate the photoelectric effect on recorded extracellular signals.

In Chapter 5 I discuss several shortcomings and open questions emerged throughout the results
of the three Thesis groups. Finally, Chapter 6 closes the dissertation by listing the novel
scientific contributions of this thesis work with related publications and giving an outlook for

future perspectives and for the application of the results.
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Chapter 2

Theoretical background

2.1 Basic neurobiological concepts

Neurons in the central nervous system (CNS) have three typical subcellular sections: soma
(also called cell body or ’perykarion’), dendrites and an axon. These anatomical structures
were already examined by the ’father of modern neuroscience’, Santiago Ramén Y Cajal more
than hundred years ago. Cajal also noticed (among his countless other findings) that these
processes are interconnected and the information flows along the axons towards the dendrites
(his theory called a ’dynamic polarisation’. Unlike Camillo Golgi, who described the CNS -
using his self-developed Golgi-staining technique - as a single continuous network, in support of
the 'reticular theory’, Cajal reported that the CNS is not continuous and is built up from the
presence of a large number of individual nerve cells according to the 'neuron doctrine theory’
[23]. Golgi and Cajal awarded the Nobel Prize together in 1906, but the controversy between
the views of those two great scientists remained yet unsolved for decades. The question was
finally resolved only in the 1950s with the development of electron microscopy (EM), validating
the neuron doctrine and discovering the synapse, the interconnections between individual nerve

cells.

In order to understand the complex functional roles of neurons in the CNS, one needs
to place them into their precise anatomical locations. Similarly one should first examine the
basic electrophysiological principles of their information processing, before deriving functional
conclusions about neural coding. In the following subsections I will give a short introduction
on the anatomy of hippocampus and neocortex and characterise basic intra- and extracellular

mechanisms leading to measurable and functional roles of single and mass neural activities.

2.1.1 Hippocampal Formation and Neocortex (structure and function)

The ’corter cerebri’ in humans consists of around 15 billion neurons (out of the 80 billion neuron
in the whole brain) [24]. Within the cerebral cortex we can identify phylogenetically separated

parts, such as the youngest and most complex 'neocortex’ or the simpler and older ’allocortez’,
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which can be further differentiated to ’archicortez’ (e.g. hippocampus) and ’paleocorter’ (e.g.
olfactory cortex). Cortical regions are lamellar structures, but hippocampus has less layers (only
three or four), compared the six-layered neocortex. This may be the reason, why hippocampus
has been of great interest from the beginning of modern neurosciences. Its simplicity played a
key role in understanding the connection between neural structure and function. Hippocampus
is one of the few brain parts clearly visible by naked eye, and it is a typical obligatory task for
freshmen medical students to recognise its beautiful curvature from coronally sliced brains. The
intrinsic and extrinsic synaptic pathways are also well organized leading to spontaneous and
evoked activities that are easy to detect during recording and stimulation. Finally, it is already
known that hippocampus plays a crucial role in learning, memory, and spatial navigation [25].
But despite of intensive investigation for decades (or even for a century), many unsolved aspects
of its function confound researchers. The term ’hippocampal formation’ refers to all contributing
parts of this structure, the ’entorhinal cortex’ (ECx), *dentate gyrus’ (DG), CA1-4 regions and
the ’'subiculum’ (Sub), while the term ’hippocampus proper’ corresponds only to CAl-4 (’cornu

ammonis’) regions. The layers of the hippocampus proper constist (from dorsal to ventral)
e 1. stratum oriens: scattered interneurons and glial cells can be seen here
e II. stratum pyramidale: this layer is built up of densely packed pyramidal cells
e III. stratum radiatum: the name is derived from the radiating pyramidal apical dendrites

e IV. stratum lacunosum-moleculare: the molecular layer containing distal dendrites of

pyramidal cells

Figure 2.1: This original drawing of Cajal shows the hippocampal subdivisions with their main
cell types and axonal pathways [23]. Bottom left: The schema of classical information flow within
the hippocampus.

Figure 2.1 is one of Cajal’s original drawings and depicts the main regions, cell morphologies
and axonal arbours completed with a schema of information flow (bottom left) [23]. According

to the classical hypothesis, a ’trisynaptic loop’ forms the main input and output of the
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hippocampus, as a feed-forward, excitatory circuit. Neurons from ECx (layerll) project to
the DG through the 'performant path’. DG granule cells send their axon called 'mossy fibers’
(after their "hairy’ axon terminals) to the proximal apical dendrites (located in a region specific
‘stratum lucidum’ sub-layer of stratum radiatum) of CA3 pyramidal cells. CA3 pyramidal
axons both make recurrent (or auto-associative) network in the CA3 and divide their axons,
and through these ’Schaffer-collaterals’ (after Karoly Schaffer, Hungarian neurologist) they
innervate CA1 pyramidal cells, which project to the Sub and ECx (deep layers) as an output
of the hippocampus proper. To complicate the classical view, short-cuts are also present,
since ECx (layerll) innervates CA3 directly, and ECx (layerIlIl) projects to CA1l through the
"temporoammonic’ pathway. Furthermore ECx also has a recurrent collateral network (and
CA1 as well, but very sparse), however, back-projections are generally not present in any step
of the loop (again, except some projection from the CA3 back to DG). Since the focus of the
thesis is the CA1l pyramidal layer, we do not aim for listing all the possible pathways and
connections in other areas.

Besides excitatory principal cells, there is a large variety of (mostly inhibitory) interneurons
with cell-type specific distribution between layers and regions in the hippocampus. With
their large difference in morphology, immunohistochemistry and intrinsic firing properties, the
unambiguous classification of interneuron cell types is a major issue [26]. Immunohistochemical
markers can be (included but not limited to): CCK+, CB+, VIP+, SST+, PV+, ete. [26, 27].
Another way of classification is based on the innervation and projections. Interneurons
targeting the perisomatic regions of pyramidal cells called ’basket-cells’, and ’azo-azonic cells’
if they specifically target the ’azon initial segment’ (AIS), or more distal dendrites, such as
"O-LM cells’ or ’bistratified cells’. Interestingly, the axo-axonic cell was the only one among
these basic interneuron types, which was not found by Ramén Y Cajal, and remained hidden
until discovered in 1977 by Peter Somogyi ([28]). And still in the last few years, there are
novel definitions and separations for interneuron types based on state-of-the-art transcriptomic
screening [29]. Today the question is whether these genetically different cell types are also func-

tionally different and if yes, then what are their specific roles within the neural circuitry, in vivo.

While neocortex is similar in many ways to archicortex, it is responsible for more complex
information processing tasks, as sensory perception or motor execution, and it gives us the
capacity of using even higher-level functions such as language or thinking. The neocortex has
six layers of grey matter, and a 2-4 mm thickness in humans covering the external part of the

brain, along the gyri and sulci. These layers (in top-down direction) are:

e 1. Molecular layer - consists only a few cells

e II. Outer granular layer— relatively thin layer consisting of numerous small, densely packed

neurons
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III. Outer pyramidal layer - is composed of medium-sized pyramidal cells

e IV. Inner granular layer - contains small, irregularily shaped cells

V. Inner pyramidal layer - includes large, ganglion-like pyramidal cells

VI. Multiform layer - small polymorphic cells are located here

The neocortex is often described in vertical structures called ’cortical columns’ with a di-
ameter of roughly 0.5 mm (and a depth of 3-4 mm, i.e., spanning all six layers). In one column
there are nearly 5000 cells, and the number of columns is estimated to 2-3 millions, correspond-
ing to the 10-15 billions of neocortical cells. These columns are often thought of as the basic,
repeating functional units of the neocortex, but their definition, in terms of anatomy, size, or
function, are generally not consistent, leading to a lack of consensus regarding their structure

or function.

u o

—3 ¥

Figure 2.2: General connectivity of a neocortical column drawn by Janos Szentagothai in 1971.
Colours of the sketch are the following: pyramidal cells (red), cortico-cortical afferent fibers (green),
specific afferents (blue), multiple interneurons (black) [30].

Nevertheless, there is also some canonical circuitry within the neocortex, even if it is not
as conserved as the hippocampus. Pyramidal cells in layer II and III project their axons to
other areas within the neocortex, while cells in deeper layer V and VI often project out of the
neocortex (e.g. to the thalamus, brainstem, or spinal cord) Neurons in layer IV receive the
majority of the synaptic connections from outside the cortex (mostly from thalamo-cortical
afferents), and themselves make short-range, local connections to other neocortical layers. It is

my duty to refer to the great Hungarian predecessors whenever I can, as Figure 2.2 - showing
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the general connectivity of a neocortical column - was depicted by the famous neuroanatomist,
Janos Szentdgothai in 1971. Colours of the figure are the following: pyramidal cells (red),

cortico-cortical afferent fibers (green), specific afferents (blue), multiple interneurons (black).

While rodent and human brains are similar in many basic ways regarding their elementary
building units, comparative studies yielded several differences in the location, sizes and roles of
brain structures [31]. In contrast to humans, rat cortex consists only of 100-150 million neurons.
Consequently, the width of the rat neocortex is significantly smaller, around 1.5-2 mm and there
are no gyri and sulci on its surface. Moreover, the proportion and arrangement of cortical areas
are also different in rats compared to humans. Figure 2.3 schematically shows that the rat
cerebral cortex (shown in dark blue on the right) has a significantly smaller extent compared
to the human cortex.

Human brain Rodent brain

Hippocampus Thalamus

Globus pallidus
Cerebral cortex

Dorsal striatum Central arey

Olfactory
bl

Cerebellum
Ventral
striatum
Raphe nuclei

Ventral Locus coerulsus

pallidum

Some regions of the human
brain, auch as the substantia
nigca, are not shown because
they are Tidden’ by
averlaying structures, Hypothalamus

Amygdala
Hippocampus

Substantia nigra
Ventral tegmental area

Figure 2.3: Differences and similarities in the proportion and arrangement of human and rat brain
areas. Please note the significantly smaller extent of the cerebral cortex (shown in dark blue) in the
case of the rat brain [31].

2.1.2 Single neuron electrogenesis: the Action Potential

After describing the basic anatomical and structural features of the cortex, we are moving
towards the electrophysiological principles governing the activity of neurons. Basically, input
signals received from other (called ’'presynaptic’) neuron are terminated mainly on the dendrites
(due to synaptic connections) and generated ’postsynaptic currents’ propagate as analogous
waves towards the soma. In excitatory connections, currents are depolarising, causing the
(originally negative) IC membrane potential to be raised. The EC fluid has a relatively high
concentration of sodium (Na™) ions, while the IC plasma has relatively high potassium (K ™)
concentration. In addition, the neuron contains a number of large, negatively charged proteins
which give the membrane potential -60-70 mV below the EC fluid (which is considered as zero
point or reference). Since postsynaptic currents (and their potentials) decrease over space and
time during propagation (plus excitatory and inhibitory currents are cancelling each other),

typically tens to hundreds such inputs are needed in a rapid succession to produce a significant

10
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potential change on the soma. If the somatic membrane potential reaches a certain, cell-specific
threshold (~-50 mV), voltage-sensitive Nat channels on the soma and on the AIS are activated

producing a very non-linear output response, the so called ’action potential’ (AP).

Action potential
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Figure 2.4: Schematic course of a single intracellular action potential (IAP). Numbered steps are
detailed in the main text. (Figure was taken from the freely available Axon Guide provided by
Multichannel Systems Ltd.)

On Figure 2.4 we can follow the course of one intracellular AP (IAP). Starting from the
resting membrane potential (5), if the spatio-temporally integrated inputs are sufficiently large
(1), cell becomes quickly depolarised (2) by the more and more incoming Na™ ions due to the
self-exciting effect of Na™ channel activations. After crossing the zero level (and approaching the
equilibrium potential of Na* ions) membrane potential stops and turns back to the repolarising
phase (3). This is due to both the closing of Na™ channels and opening of Kt channels. Inner
K™ ions flow out to the EC space causing a rapid decrease of membrane potential, which now
can be even lower than the original state due to the slow deactivation of Kt channels. This
overshooting phase called ’after-hyperpolarisation’ (AHP, 4) then will be followed by an active
restoration of the resting state membrane potentials with the help of Na* /K™ ion pumps. The
whole process is very quick and last maximally 2-3 ms, not including the AHP (also called, the
"refractory period’), which can last several more milliseconds. IAP is known as a digital process
(all or none), the more synchronised excitatory inputs arrive to the soma, the more IAP can
be generated (also called *bursts’, or trains of APs), but the waveform and amplitudes are well-
conserved for a given cell type. Generated IAPs then propagated along the axon without any
dissipation towards new postsynaptic cells and serve as the output of the presynaptic neuron
(that can have either excitatory or inhibitory effect).

Alan Hodgkin and Andrew Huxley described their famous mathematical model in 1952 using a
set of non-linear differential equations to explain the ionic mechanisms underlying the initiation
and propagation of IAP [32]. To validate their dynamic model, they invented a technique called

‘space-clamp’ (there was no patch-clamp at that time) in the squid giant axon (sometimes

11
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funnily misinterpreted as a ’giant squid’ axon, but practically it was a small specimen). For

this extensive empirical and computational work, they awarded the Nobel Prize in 1963.

2.1.3 Back-propagating action potential related Ca2+ spikes

The intracellular AP triggered from the axon initial segment (AIS) may propagate back in
the opposite direction as well, causing a transient depolarization of the cell body and proximal
dendrites [33, 34]. This impulse can travel back effectively along the main apical trunk activating
voltage-gated calcium channels and lead to an influx of Ca?t into the IC space. Commonly,
single EPSPs from spontaneous synaptic activation are not large enough to activate voltage-
gated calcium channels. In contrast, Ca?t spikes can be triggered by NMDA-receptor mediated
EPSPs. NMDA-receptors are both ligand- and voltage-gated and they have an additional
Mg** blockade. After neuronal activation (when the neuron fires an AP), the bpAP removes
the M g*t blockade from the receptors due to transient depolarisation. If another, presynaptic
neuron releases glutamate simultaneously (or in other words, a spatio-temporally synchronised
EPSP arrives to the given dendritic compartment), the NMDA-receptor binds the glutamate
and let Ca?t jons inside the cell. Since this process is strictly time-dependent, it may be
responsible for the so called long term potentiation (LTP), which is known as the cellular basis

of memory formation in the hippocampus.

2.2 Theory behind extracellular potential recordings

Intracellular electrochemical activity of neurons inevitably generates extracellular changes due
to transmembrane currents. Currents that are moving between inside and outside of the neuron
during its activity can be only indirectly measured extracellularly by their influence on the
electrical field. The EC electrode picks these changes up and relays them to an amplifier where
they can be measured in respect to a reference. EC potential elicited by transmembrane currents
varies dynamically in time and space as numerous currents may be superimposed at a given
location in the EC medium [1, 2]. Thus, EC potential contains all the summed signals of multiple
synaptic inputs and spiking outputs as well as different local and further (volume conducted)
activities in the region where the EC electrode is located [5, 6, 10]. Some of the biophysical
principles of EC potential generation are long known [35, 36]. However, there are still many
theoretical and experimental open questions that limit the interpretation of EC potential to

understand its function [37].

2.2.1 Properties of extracellular potentials

The signals that are measured by the extracellular electrode are very small (typically, three
orders of magnitude smaller compared to intracellular) changes of the electrical field potential
in the range of tens to hundreds of 'V, that need to be amplified. In EC potential recordings,

two dominant frequency bands can be extracted representing different information content. For
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extracting spiking activity, EC signals are to be high-pass filtered (>500 Hz) or band-pass
filtered (from 500 Hz to 5 kHz). These high-frequency ranges contain an a priori unknown
number of single- and multi-unit activities (SUA, MUA) stemmed from the immediate vicinity
of corresponding contact sites along the EC probe. The nomenclature of SUA in the literature
is redundant, since spikes, extracellular action potentials (EAPs) and SUAs are all frequently
used describing the same, cellular-level phenomenon from different point of views. On the other
hand, a summed population activity can also be extracted from the lower-frequency part (<500
Hz) of the EC potential recording, which is often called as local field potentials (LFP). Please
note that the inaccurate wording of the LFP can be misleading, namely the LFP does not equal
to its electric field. In classical electrostatics, the electric field (a vector quantity) is expressed
as the negative gradient of the electric potential (a scalar quantity) [2, 10]. Moreover, the LFP
cannot be considered purely local as summed and synchronised activities generated by neu-
rons located hundreds of micrometers away from the contact site may also contribute to the
measured LFP due to volume conduction. But since the name ’local field potential’ became
mostly familiar in neuroscience community, we continue to use this expression. It is probably
the ”irony of fate” that this abbreviation matches perfectly to the ’low-frequency part’ of the
EC potential, and as a result, LF'P has been completely reconciled on this alternative way.
The LFP is originally the same signal that can be measured using macro-electrodes on the
surface of the brain (electrocorticogram, ECoG) or even non-invasively on the scalp (electroen-
cephalogram, EEG) due to the above mentioned volume conductive property of the neural
tissue. EEG and ECoG signals are considered as spatio-temporally smoothed version of LFP
with even lower amplitudes [7, 38].

For a long time, it was thought that only synchronised synaptic events such as EPSPs and
IPSPs (excitatory and inhibitory post-synaptic potentials) contribute dominantly to the LFP
signal, but recently it has been proven that other, non-synaptic sources are also involved [2, 6].
Recent studies question the widely accepted view that the EAP would be completely indepen-
dent from the LFP and would not contribute significantly to its generation. It has been proven
that the spiking of neurons can notably affect bandwidths of EC signals lower than 200 Hz
(which generally belongs to the LEP range). Obviously spiking and synaptic currents cannot
be completely separated, as synaptic activity is essential for firing.

For a non-synaptic example, long-lasting (10-100ms) Ca?* spikes during back-propagating action
potentials (bpAP) can influence the EC potential (and thus the LFP) prominently [34]. These
Ca®" spikes are durable (~10-100 ms) and have a large amplitude (10-50 mV). In addition to
bpAP-related Ca?* spikes, bursts of fast spikes are often followed by a larger hyperpolarisation
of the cellular membrane due to the activation of Ca?* mediated Kt conductances [39]. These
earlier mentioned spike after-hyperpolarisations (AHPs) can be as large and as long as synaptic
events and thus can contribute to LFP significantly until a frequency of as low as 20 Hz. This
contribution can be especially enhanced when numerous neurons are synchronised (e.g. during

down-states of slow-wave sleep) [2].
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Another important factor to consider as contributors for EC potential generation is the low-pass
filtering effect of dendrites[9]. Simulations have shown that high-frequency input (e.g. 100 Hz)
given to the distal dendritic part of a pyramidal cell can be detected well extracellularly near
the given segment, but at the level of the soma the signal is attenuated with several orders of
magnitude, which leads to the high-frequency attenuation of LFP. In contrast, signals (e.g. 1
Hz) with slower frequency are attenuated much less [40, 41, 42]. This low-pass filtering effect
results in a consistent property of the LFP, namely that the magnitude of LFP power (or the
square of the Fourier amplitude) is inversely related to the frequency f, where the scaling is

1\ f™ with 1<n<2.

2.2.2 Current Source Density analysis

The non-local nature of the low-frequency LFP makes the interpretation of EC recordings very
challenging. To address this problem, a various source localisation techniques were developed
and applied to determine cellular or network origins (by means of active current sources and
sinks) of recorded EC potentials in the neural tissue [2, 43]. The key question is whether it is
possible (and if yes, then how) to bridge the gap between EC potentials and transmembrane
currents. To solve this problem, a physical model called ’current source density’ (CSD) analysis
were introduced, which is per definition to estimate the volume density of net transmembrane
currents through the neuronal membranes based on EC recordings and its dimension originally
is [A/m?] [8, 44, 45]. Hence CSD is a model-based estimation technique, several approxima-
tions and assumptions are to be included a priori about the experimental conditions and about
properties of the EC milieu, and these constraints will be discussed shortly here.

Historically, many corresponding modelling stages were already described before the construc-
tion of the CSD analysis, from the active membrane dynamics (Hodgkin&Huxley, 1952, [32]),
to core-conductor theory (Clark&Plonsey, 1966, [46]), dendritic integration (Rall, 1967), gener-
ation of EC potentials from single cells (Rall, 1962, [47]) or from populations (Rall&Shepherd,
1968 and Nicholson & Llinés, 1971 [48, 49]), to the description of continuous field theory by
Nicholson & Freeman in 1975 [44]). These early investigations allowed for the derivation of
the first mathematical transformation (called traditional CSD, or tCSD) estimating the spa-
tial distribution of physiological sources based on recorded EC potentials. The formalism of
tCSD described firstly by Nicholson & Freeman (1975) become comprehensively completed by
Mitzdorf (1985) [44, 45]. Besides tCSD, improved CSD methods were step-by-step developed
by independent researchers in the last year for fulfilling specific aims of different level applica-
tions. Calculating the (non-measurable) CSD from the measured EC potential patterns is called
‘inverse-problem’, which is known — mathematically speaking — as an 'underdetermined’ or ’ill-
posed’ question. While the ’forward problem’ (namely, to calculate the EC potential from known
CSD distribution) can be uniquely solved, this uniqueness does not hold vice verse and there
is an infinite number of equally correct CSD variants for a given EC pattern [50, 51, 52, 53]. In

order to squeeze down the unknown parameter space, additional constraints should be imposed
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(that is, a parameter will be considered as constants instead of a variable) resulting in a sufficient
amount of model reduction, that can guarantee a unique solution. However, these approxima-
tions give at the same time the drawbacks or limitations of a particular CSD estimation formula
as in many cases, conditions cannot be fulfilled [41, 54]. Starting from the forward-solution,
our first general assumption is based on the original quasi-static approximation of Maxwell’s
equations that the time derivatives of magnetic and electric fields can be neglected, therefore
magnetic field B and electric field E become decoupled and only capacitive but not inductive

effects are allowed.

0B
E = —— 0 2.1
v x = (2.1)
. OE .

This means that the electric field E is only related to the EC potential ¢ and can be expressed
by its negative gradient:

E=-V& (2.3)

(Eq 2.3 nicely shows the historical cause, why we often call the EC potential as ’local field
potential’). From this point on, approaches differ from each other in the way how they model
(and add constraints to) the IC sources and the EC medium. Such constraints can be (including

but not limited to) the followings:

e Linearity of the EC medium, where ¢ is the conductivity tensor that still can be a complex

value accounting for capacitive effects:
j=oE (2.4)

e Ohmic (resistive) EC medium: Imaginary part of the conductivity o is assumed to be zero,
that is, the capacitive effects of the neural tissue is assumed to be negligible compared to
resistive effects. This usually appears to be well fulfilled for the relevant frequencies in

extracellular recordings (below 10 kHz).

e Isotropy of the EC conductivity: o is assumed to be a scalar (same in all directions), i.e.,
ox = oy = oz = o. While this assumption can be true for grey matter, it can be one of

the mostly violated simplification for example in the case of white matter.

e Frequency-independence of the EC conductivity: The last assumption also implicates that
o(w) is constant for relevant frequencies. Its validity is highly debated and this issue is

not yet fully resolved and may depend on specific experimental applications.

e Homogenous EC conductivity: EC medium is assumed to have simply the same conduc-
tivity everywhere. Again, this can be valid within the cortical grey matter but it becomes

questionable when applying it for example to the whole hippocampus.

15



2.?%19613;;4; a8t i cellular potential recordings

Figure 2.5: Illustration for mathematical formula in Eq. 2.5. EC potential measured at the
recording site is generated by the weighted linear sum of net transmembrane currents along a
single neuron. The sizes and directions of the arrows illustrate inward (red) and outward (blue)
transmembrane currents, whose sum is equals to zero in each time step according to the charge

conservation law.

With all of these constraints in mind, transmembrane currents from several dendritic sources
can be added up linearly and the general formalism (for N point sources) of the forward model

is given as follows:

(e, )=~y 10 (2.5)

Where I,(t) is the transmembrane current of the particular nt" compartment, and the LFP
®(r,t) at ry, is inversely proportional to the cell-electrode distance as well as to the EC conduc-
tivity o of the tissue. Please note the linear summation of the contributing sources which are
individually weighted by their distance compared to the recording point [55, 56].

This Eq. 2.5 is further illustrated on the Figure 2.5, where the sizes and directions of the
arrows represent inward and outward transmembrane currents. This schematic figure visually
implies an additional law, the 'charge conservation’ (or Kirchoff’s law) saying that the net
transmembrane current on the whole cell (including capacitive and resistive parts) must equal

Zero:

N
D Li(t)=0 (2.6)
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Consequently, a single *monopole’ source in one compartment cannot generate any EC potential,
since its net transmembrane current necessarily will be zero [10, 57]. The first, simplest possible
solution is the ’dipole’ configuration of transmembrane currents in a two-compartmental model
(with equal sources). Typically, pyramidal cells in the cortex with long apical dendrites are
ordered into layers and can generate strong dipoles. (This arrangement is also called as ’open-
field’, since the active sink or source are spatially separated from passive return currents, thus
open fields can contribute to the EC potential significantly.)

Furthermore, we can formulate the inverse problem (using the same ohmic EC medium and

homogenous, isotropic EC conductivity) as:
oV2®(r,t) = —C(r,t) (2.7)

where C(r, t) is the CSD, and V? is the so called ’ Laplace-operator’ and the equation is analogous
to the ’Poisson’s equation’ also known from general electrostatics, among others .
For tCSD, we consider a 1D (linear) electrode array with constant ’h’ inter-contact distance

and parallel cell-electrode orientations, then Eq. 2.7 simplifies to:
d*®(z,t)
e ) 28)
Thus the CSD can be calculated numerically as a second order spatial derivative of the measured
potential [45]:

O_'I’(Zj + h) — Z‘I’(Zj) + @(Zj — h)

C(zj‘) = - B2

(2.9)

It was already noted by Nicholson&Freeman that this simple formula may be erroneous for
small diameters (for local populations) and may not be applicable for single cells at all [44].
Besides tCSD, Somogyvari et al. (2005) invented a model-based inverse calculation method
[58]. Then Pettersen et al. (2006) introduced the iCSD technique, which was then expanded to
three-dimensions by Leski et al (2011) [8, 59]. Later on, kernel CSD (kCSD) by Potworowski,
Wéjcik and colleagues (2012) generalised the iCSD allowing arbitrarly chosen electrode grids
and handling the corruption of noise [60, 61]. In the same year, Somogyvari et al. (2012)
proposed the spike CSD (sCSD) which was especially tailored for single-cell calculations but
firstly with unknown (and thus simplified) morphology [5]. sCSD uses an additional trick
(called the auto-focus algorithm) to find the cell-electrode distance and thus to provide the
most realistic CSD solution for the inverse-problem [5]. Lastly, single-cell kCSD (skCSD)
— which was published recently using the experimental results of this current thesis — is an
application of kCSD framework while assuming that the measured EC potential (or its so called
'spike-triggered average’, STA) comes from a particular cell with @ priori known morphology
and known cell-electrode distances [62]. Using a one-dimensional parametrisation of the
branching structure of dendrites (based on the so called ’Chinese postman problem’ from graph

theory), this is the first (and until now, the only) published CSD method taking into account
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the complicated and realistic morphology of a single neuron. First experimental application of
skCSD method on recorded ground-truth data will be discussed in details in Section 4.2.7 of
the II. Thesis (4.2) and in the relating co-authored publication in Cserpan et al. (2017) [62].

All in all, the above listed strategies have been successfully used to identify CSD distribu-
tions based on recorded EC potentials. When interpreting CSD, it is still unclear yet whether
the current reflects an active synaptic current or a passive return current. The inclusion of
anatomically identified input regions helps to decide which option may be valid, but unfortu-
nately, ambiguity may remain present if the currents are the result of non-synaptic events or

any of the several assumptions becomes violated.

2.2.3 Relationship between IC and EC signals

As it was already introduced, spikes (or EAPs) are the extracellularly detectable equivalents
of intracellular action potentials (IAPs). In the first depolarization phase, the rapid Na* ion
influx generates a sink in the EC medium that causes a large amplitude negative peak in the
measured EC potential. In the subsequent repolarization phase, the migration of KT ions into
the EC space is slower, but it can decrease the IC potential even below the resting state level
and often results in an overshoot (AHP), which is considered as a EC source and indicates a
lower amplitude positive wave component in the EC signal. It is worth to clarify the (sometimes
ambiguously referred) sign convention and corresponding colouring of LFPs and CSDs. Negative
CSD value represents a sink, when cations flowing into the cell and leaving the EC medium.
Even if (from the EC point of view) the values are negative here, standard colour for sinks is
reddish to highlight increased (depolarised) neural activities. Likewise positive values stand for
a source, when cations enter the EC space, but the colouring here is blue since we are focusing
on the decreased (hyperpolarised) ongoing neural activities.

Figure 2.6 shows data collected by Henze et al. (2000) of averaged EAP from CA1 pyramidal
cell, which consists of an initial large negative deflection followed by a smaller and wider positive
peak, while the simultaneously recorded IAP is completely its opposite with a large positive
peak and a smaller negative part [3]. The temporal relationship is examined by overlapping
the two waveforms. It can be observed that the EAP negative deflection corresponds to the
depolarizing phase of the IAP and the later positive peak corresponds to the repolarizing and
after-hyperpolarizing phases of the IAP. Studies have shown that the shape of the EAP waveform
is not only qualitatively, but quantitatively similar to the IAP and it can be approximated by
the negative of the temporal derivative of the intracellular somatic voltage: Vgap = —dViap/dt.
When superimposing the negative derivative of the IAP on the EAP traces, waveforms are fitting
relatively well during the initial deflection, but there is a mismatch on the further phases, the
IAP derivative precedes EAP and follows a faster route. The assumed reason for the deviation
is that the EAP in the later stages is impacted by complex properties like neuronal morphology

and varying jonic conductances [63]. The quantified connection between the temporal properties
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Figure 2.6: Averaged IAP and EAP recorded from CA1l pyramidal cells, and the negative of the
first derivative of the IAP is superimposed [3]

is the following: averaged EAP started 0.01 ms and ended 0.02 ms earlier than the corresponding
IAP, and interestingly, the negative peak of the EAP preceded the IAP by 0.2 ms. A speculative
solution would be if the EAP captured the axon initial segment (AIS) during action potential
generation while IAP only represented the somatic contribution to the generated action potential
[5, 64].

Researchers have tried to identify interneurons and pyramidal cell types based on examining
various EC waveform parameters when IC ground-truth data was not available [65, 66, 67, 68].
Waveform classification of EAPs based on spike durations (or spike half-time duration) can pro-
vide clear separations of putative cell types resulting in a one-dimensional, bimodal distribution
for all clustered EAPs. In the study of Barthé et al. (2004), the EAP duration of the putative
interneurons was significantly faster (0.43 ms +0.27 ms) than for putative pyramidal cells (0.86
ms +0.17 ms) [66]. This result implicated that interneuron spikes are narrower in average,
which statement has been several times confirmed over time [11, 68, 69]. In extreme cases,
even neuronal subtypes can be inferred (with the help of anatomical data and by considering
more parameters), such as short-duration and large frequency spikes from cells whose somas
are located in the pyramidal layer are typical for perisomatic interneurons (putative basket
cells or chandelier cells). In contrast, spike durations of O-LM interneurons are very hetero-
geneous and they cannot be easily distinguished. Regarding spike-spike interactions in term
of cross-correlations in the recorded network, findings indicate that signal transmission occurs
more frequently between interneuron-pyramidal cells, rather than among pyramidal-pyramidal
cell pairs, but this statement may vary trough different region of interest. Such a waveform

based cell type classification will be also performed in this dissertation in Section 4.1.5 of the 1.

Thesis (4.1).
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2.3 Repertoire of extracellular multi-channel recording tech-

niques

We have learned in previous sections that electrical nature of neuronal activity allows the
detection of current-generated voltage changes using EC probes. Novel technologies allow us
for choosing from a wide range of electrode designs, such as metal wires, silicon-based probes,
multielectrode arrays (MEAs), etc. There is a constant challenge in the development process
to fulfil two mutually exclusive conditions, namely keeping impedance values low and contact
sites small at the same time [12]. An additional crucial factor which should also be taken into
account is the choice of material used in fabrication, because it mostly influences the basic
properties of probes: the motility, softness, stability, toxicity, bio-compatibility, etc. [70, 71]. In
the following subsections I overview the development of recent recording techniques enhancing

their ongoing challenges and opportunities in different in vitro and in vivo applications.

2.3.1 Historical aspects

In the beginning, electrophysiological recordings have been started to access a few cells in the
brain using single tungsten wires [72]. These electrodes consisted of an insulated metal wire
except for the wire tip which represents the recording site. The wire electrodes have a tapered
structure to enable convenient insertion in the brain tissue. The tapered structure can be
achieved by dipping the wires into an etching solution (e.g. NAOH) and slowly drawing out
the electrode from the solution. Typically used electrode materials include platinum, iridium,
platinum-iridium, gold, stainless steel or tungsten [19, 73, 74]. For insulation of these electrodes,
quartz glass, Teflon, polyimide, and Parylene materials can be used. The insulating materials
ideally should have a high dielectric constant in order to minimize stray capacitances affecting
the electrode during recording. A multi-channel probe of these insulated wires can be made by
gluing individual metal wire electrodes together. These are called ’stereotrodes’ (two electrodes),

‘tetrodes’ (four electrodes), or cut-off wire bundles with multiple electrodes [3, 75, 76]

2.3.2 Batch fabricated silicon probes

Thanks to the cross-disciplinary development of the silicon-based batch manufacturing
technologies, multi-channel silicon probes became available in a wide variety of shapes,
layouts with submicron reproducibility and with only low restrictions regarding their physical
configurations [19, 71, 77]. In addition, the number of contact sites placed on a single shank
increased exponentially from 8-16-32 channels (firstly called 'polytrodes’ [78]) up to more than a
thousand of channels (probes developed by international Neuroseeker and Neuropixels consortia
[11, 79, 80, 81, 82]). In the past few years, countless examples were published applying different
geometries for site layout or novel shank designs [11, 81, 83, 84, 85, 86, 87, 88]. The use of bulk
micromachining is not only cost effective and reproducible, but one can also obtain an active

probe with on-probe signal processing or pre-amplification to significantly reduce the inherent
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noise [80, 82]. Inclusion of integrated circuits is also advantageous to reduce the overall size of
the recording system.

The fabrication of silicon probes includes the following steps: deposition of a metal layer on
an insulated substrate and patterning the metal layer to form contact sites, read-out pads for
connecting to the external circuitry, and interconnecting traces between the recording sites
and read-out pads [89]. An insulating layer is then deposited over the whole structure and
patterned to open access above the recording sites and bonding pads. The substrate must be
biocompatible, mechanically stable and strong enough to penetrate the pia mater and then to
deeper tissue. These well-recognised properties of silicon made it suitable to become a gold
standard material in neural interface industry. The two most famous examples of silicon probes
are the *Michigan-type probes’ and the ’Utah-arrays’ [90, 91]. The latter one is also among the

few probes with FDA license for human clinical applications [92].
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Figure 2.7: Illustration of the rodent brain (a) and a variety of technologies from EEG to intracor-
tical microelectrodes. (b) High-density systems with built-in active electronics to pre-process large
data streams and reduce the size of the connectors. Sample electrical signals show the amplitudes
of various signal sources. (c) Polyimide soft ECoG for large area mapping. (d) A 'Utah-array’ (e)
Close-packed contact sites on a multi-channel silicon probe (f) MicroLED optrode made from GaN
on silicon. (g) Parylene ECoG with single-cell capabilities. (h) CMOS integration (i) Microfluidic
probe for drug delivery. (j) Active 3D silicon probe with flexible parylene interconnect. Figure is
taken from the review of Seymour, Wise and colleagues (2017) [71].
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Figure 2.7 summarises these extracellular recording techniques with their different degrees
of invasiveness. Figure is taken from the review paper of Seymour et al. (2017) [71]. Among
others, a Utah-array is shown on Figure 2.7/D and a soft Parylene ECoG array is shown on
Figure 2.7/G.

Beyond single- or multi-shank implantable (or needle-like) silicon probes planar ’ Multi- Electrode
Arrays’ (MEAs) were also developed and specialized for in vitro cell cultures, retinas and brain
slice applications [93, 94, 95, 96]. These MEA systems are made of using complementary
metal-oxide-semiconductor (CMOS) technologies enabling several thousands of contact sites
with ultra-high density spacing. While the vast majority of MEA systems have planar forms,
3-D structured protruding MEAs were also developed for penetrating studies [97, 98]. These
types are especially useful in slice recordings where electrodes have to manage to record neural

activities below the surface dead-cell layer of the brain slice.

2.3.3 Polymer-based soft probes

Different biocompatible polymers such as ’polyimide’, 'Parylene-C”, 'SU-8" or ’polydimethyl-
silozane’ (PDMS) are used to cover the metal and silicon region of the probes to form a bio-
compatible interface between the probe and the brain tissue [15, 99, 100, 101]. Polymer materials
are also used for the interconnect cables even in combination with Utah-arrays or Michigan-type
probes. However, the bonding methods are often unconventional and non-trivial for connecting
the polymer cables with the microfabricated silicon probes. Glassy carbon (GC) electrodes can
be used on these ultra-comformable polyimide based probes typically for minimally invasive
MR-compatible or pECoG configurations [102, 103]. The main advantage of flexible materials
is to provide smoother coupling with the soft tissue, as they are able to follow small motions and
pulsations of the brain [104]. This may result in a less severe immune response and moderated
glial scar formation around the flexible probes compared to silicon based probes [15].

Moreover, synthetic and organic conductive polymers (CP) can also be used as biosensors of
electrochemical signals (resistance, impedance, or electric potential) [105]. Especially, Poly(3,4-
ethylenedioxythiophene), commonly called PEDOT has been the subject of great interest be-
cause of its beneficial properties such as high-conductivity and transparency in its doped state.
The most commonly used counterion for PEDOT electropolymerization is Polystyrene sulfonate
(PSS) [106] It is important to note that the biocompatibility of these conductive polymers was

also proved to be improved compared to semiconductor or metal-based probes [107, 108].
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2.4 7Renaissance” of optical imaging techniques in neuro-

science

Optical microscopy has been a commonly used system of lenses stemmed from the 17** century.
However, two independent discoveries in the last decades have revolutionised the use of light in
research, especially in neuroscience applications. ’Fluorescent laser scanning microscopy’ and
"optogenetics’ were these two transformative technologies providing dramatic recent progress in
both to control and read-out neural activities, in vivo. General advantages of using light are
obvious: it is basically non-invasive (unless the carrier is invasive, as in the case of "optrode’ or
'fiber photometry’), can be precisely targeted, can be adjusted between multiple wavelengths,
and can report the presence or activity of (otherwise invisible) selected molecules in the living
brain. In the following subsections, I introduce both the read-out part and control part, focusing

on specific methods used in the current thesis work.

2.4.1 Two-photon laser scanning microscopy

" Two-photon laser scanning microscopy’ is a fluorescent imaging technique based on the physical
effect of two-photon (2P) excitation. Although the 2P absorption was firstly described theoret-
ically by a famous woman physicist, Maria Goppert-Mayer in the early 1930s, it was applied
experimentally for microscopic usage only in 1990 by Wilfried Denk, Watt Webb and colleagues
[109]. Today, 2P imaging is a widely used complementary technique besides electrophysiology
for the acquisition of neural activity with single-cell resolution from hundreds of neurons both
in vitro and in vivo.

One of the main areas this imaging technique is used is the measurement of Ca?t changes in
neurons as a proxy for intracellular action potentials [110]. A prominent advantage over other
techniques is the use of dyes that change dynamically with the intracellular Ca?t concentra-
tion. Firstly, fluorescent microscopy only provided static (or structural) information of the
investigated tissue via 'green fluorescent protein’ (GFP) based fluorescence, but more recently,
tracking of Ca?t dynamics by 2P microscopy allows for functional imaging and tracking phys-
iological processes almost in real time [111].

Excitation by two-photon effect is based on the physical principle that two, comparably lower-
energy photons are able to activate one fluorophore molecule, instead of the conventional excita-
tion by the energy of only one photon. The fluorophore will then decay back to its fundamental
state by emission of a photon of somewhat lower energy than the sum of the two exciting pho-
tons. Traditionally, conventional fluorescent microscopy - when applied to thick (over ~100
pm) samples- suffers from the shortcoming that the fluorophore is excited in a comparatively
large volume, giving rise to a large out-of-focus component in the fluorescence reaching the de-
tectors. 'Confocal microscopy’ overcomes the problem by using a pinhole to reject the photons
originating from all locations other than from one point in the focal plane, providing an optical

section of the tissue sample [112]. Although out-of-focus photons do not contribute to imaging,
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corresponding fluorophores are still excited leading to high putative photodamage and photo-
bleaching during scanning. In addition, the use of pinhole implies that there will be a loss of
"good photons” as well, that were indeed emitted from the in-focus-point, but underwent scat-
tering on their way out of the tissue. In 2P microscopy, however, all emitted photons are useful,
that dramatically increase the signal-to-noise ratio (SNR) compared to confocal microscopy,
where scattered photons are rejected. Similarly, photodamage and bleaching is greatly reduced,
since the probability of fluorophore excitation depends quadratically on light intensity, rather
than linearly as in the case of confocal fluorescence [113]. Thus sufficient excitation occurs only
where the local concentration of photons is very high, which is essentially true only at the focal
point of the microscope. To achieve this, 2P imaging requires a high power femtosecond pulse
synchronised lasers. These (typically, Ti:Sapphire based) lasers yield outputs of 1-4 W average
power (depending on the chosen wavelength range). This power can be enough for imaging the
tissue with a depth of hundreds of ym up to even 1 mm.

Emitted fluorescence is collected by lenses, then separated by wavelength using ’dichroic’ mir-
rors and colour filters from the applied near infra-red (NIR) light source, and become finally
detected by ’photomultiplier detectors’ (PMTs) [114]. Generally, single-photon imaging tech-
niques use fluorophores that are activated in the 400-500 nm (visible) wavelength range, but for
2P excitation this range falls into the NIR ranges (between 700-1300 nm) resulting in a higher
possible penetration capability. Lower energy, longer wavelength excitation is rather suitable

for in vive chronic imaging of living animals, as it causes less phototoxicity.

2.4.2 Optogenetics

As mentioned in the section introduction, optogenetics can be used both to read-out (or to mon-
itor) and manipulate (or control) the activity of neurons. The word ”optogenetics” stemmed
from the combination of genetic targeting and optical interrogation.

On the read-out side, highly sensitive protein based molecular probes were developed to trans-
form electrochemical activity of neurons into detectable light. In the case of in vitro recordings,
neurons can be labelled by fluorescent dyes that diffuse inside the cell through a micropipette
or bulk loading due to perfusion. More recently, genetically encoded indicators can also be used
via viral transfection or with transgenic breeding strategy. Some of the established ’genetically
encoded calcium indicators’ (GECIs), such as Thyl-GCaMP6 has the potential of single spike
sensitivity across multiple regions in the cortex [115]. Thyl-GCaMP6 will also be used in this
current thesis work in the I. Thesis (4.1), in Section 4.1.4 and in the III. Thesis (4.3), in Section
4.3.3 and 4.3.5. Although GEClIs are certainly useful in 2P imaging, their kinetics is relatively
slow (with rise times of hundreds of milliseconds). And this is getting even worse if larger
field-of-view needed, since there is a trade-off between spatial and temporal resolution which
results in a vast under-sampling of single IAPs (whose time scales are between 1-3 ms).
Further, novel reporter molecules were designed recently for detecting not only Ca?T as previ-

ously established (which is only indirectly related to IAPs), but also for other specific ions and
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even IC membrane voltage [116]. Genetically encoded voltage indicators (GEVI) perform bet-
ter in sub-cellular sensitivity compared to GECIs and have faster kinetics, comparable to IAPs.
Therefore the use of GEVIs can be another game-changing revolution for future neuroscience,
since they could non-invasively substitute invasive electrophysiological recordings, while also
providing geometrical information about the sources and chronic tractability. But to this day,
GEVIs are only occasionally used in a few laboratories for testing their biocompatibility and
optimizing their features and long-term stability. To take maximal benefit from the ultra-fast
kinetics of GEVIs, new type of scanning method is also to be invented, as traditional 2P micro-
scope scanners cannot compete with kilohertz scanning frame rates required for sampling [117].
On the manipulation side, a palette of proteins for both activation and inhibition have been
identified and optimised in the last years. The inventors, Ed Boyden and Karel Svoboda (among
others) awarded the Brain Prize in 2013 for their pioneering work in this field [118]. Optoge-
netic tagging is based on light-sensitive proteins called ’opsins’. The original, wild-type opsin
called ’channelrhodopsin’ (ChR) was isolated intriguingly from unicellular algae (they used it
for movement via ’phototazis’). ChR is naturally able to function as a light-gated ion channel
and variants were cloned and engineered to be sensitive for different colours or to have exciting
or inhibiting effect in response to light stimulation. However, a number of technical issues must
be addressed here as well, to fluorescent indicators to exploit the full potential of optogenetics,
including local delivery of well-focused, low-intensity light, application of appropriate stimulus
waveforms, and the replacement of large bench top lasers to small, head-mounted LEDs or laser
diodes [119].

Within the research of the current thesis, only read-out methods will be used by recording spon-
taneous single-cell and population activity without any local optogenetic manipulation. All in
all, optogenetics and stimulation can provide a comprehensive tool-kit for testing causal roles of
specific neuron types or (by applying inhibition) to conduct millisecond-precise ’loss-of-function’

experiments in living neural circuits [120].

2.5 Challenges and opportunities in current recording tech-

niques

While all of these devices gained significant impact on the discovery of neural circuitry and
dynamics, numerous questions remain mostly unanswered about their limitations and inter-
pretation of recorded signals [2, 6, 7, 121, 122]. It is critical to demonstrate the recording
capabilities and to define the limits of a certain probe to understand how neuronal signals are

transformed and transmitted during the acquisition [122, 123].

2.5.1 Design issues and biocompatibility aspects

There is an inherent risk, which must be undertaken during each electrode implantation.

Penetrating probes unavoidably cause tissue damage, blood vessel rupture and a certain level
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of inflammation with corresponding immune response [15, 124]. These are bad news both
from the point of host tissues (animal or human patient) and from the point of the quality of
recorded signals. The initial reaction can progress into a chronic foreign-body response with

glial scarring leading to an isolated probe environment, and consequently, to a dramatically

declined SNR.
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Figure 2.8: Acute and chronic cellular events around an implanted silicon probe. On the left,
immunochistochemical sub-figures shows the distribution of dominant cell types in the vicinity of the
probe track. Figure is taken from the review of Jeffrey Capadona and colleagues (2014) [125].

Figure 2.8 schematically depicts cellular events around an implanted silicon probe. On
the left, immunohistochemical sub-figures shows the distribution of dominant cell types in the
vicinity of the probe track. Figure is taken from the review of Jeffrey Capadona and colleagues
(2014) [125]. The formed high-impedance glial encapsulation sheath is one of the major hurdles
for seamless and chronic neural interface design [13]. Moreover, variability in histological results
and conflicting published conclusions in recent years made it difficult to disentangle the main
contributors of observed failure modes [16, 126]. This ongoing challenge of chronic integration
places a heavy burden on multi-channel electrode design. There are numerous intrinsic and
extrinsic material properties to be considered for mitigating inflammatory processes. Intrinsic
probe properties, among others consist of impedance of contact sites, shank flexibility, mate-
rial strength, and chemical stability, while extrinsic parameters are probe geometry, insertion
strategies, applied bioactive drugs or packaging.

Similarly, in the case of in vitro recordings, establishing a tight seal between the cell culture (or

brain slice surface) and the planar MEA probe becomes a difficult proposition due to dead-cell
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layers leading to loss of synaptic inputs (via cut-off dendrites), poor SNR, or the possibility
of aberrant recordings, and signal contamination [19, 122]. Continuing this line, metal-based
microelectrodes are also affected, since these probes can record activity only at their exposed
tip. Increasing the number of contact sites requires a linear increase (in case of passive probes,
without multiplexing methods) in overall probe size and thus causes an undesirable amount of
neural tissue damage. Further, it is difficult to insert a high-density needle array accurately into
a small volume of brain tissue due to tissue deformation. We discussed the main advantage of
metal electrodes, which is the simplicity of their manufacturing. But this simplicity also leads
to their disadvantage: the lack of common standards and automation in probe manufacturing
from one lab to other. Lastly, polymer based softer probes showed improvements in reducing

microglial activity, however they also suffer from several discrepancies.
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Figure 2.9: Log scale of Young’s modulus for many substrates used in implantable arrays. Please
note, how far are even the polymer materials from the original stiffness (or rather, from the softness)

of brain tissue. Figure is taken from the review of Seymour, Wise and colleagues (2017) [71].

There is a remarkable difference in the ’Young’s modulus’ (a mechanical property that
measures the stiffness of a solid material) of the tissue and implanted probes, which still holds
for elastic and soft materials. Figure 2.9 list all materials mentioned with their corresponding
Young’s modulus. It is clear from this 1-D comparison, that none of them can even approach
the softness of the brain tissue, which may result in further (post-implantation) tissue damages
caused by electrode drift [104].

Complications are present in the case of optogenetic indicators and modulators as well. An
aberrant activity was found for GCaMP6 in numerous independent labs concerning its putative
phototoxicity [127]. These C'a?T based indicators also have singificantly slower time-resolution
and kinetics compared to EC recordings or voltage-sensitive dyes and GEVIs. On the other
hand, optogenetic stimulation can similarly induce pathophysiological response via bulk illumi-
nation of too large areas. Millisecond precise synchrony of large population activities appears
to be unnatural in mammalian neural circuits. However, it is a non-trivial task to properly
calibrate stimulus waveforms and frequencies and the responses are highly variable across
experimental trials. For ChR expression, researchers also found abnormal axonal morphologies
after either virally driven or in utero electroporation [128]. It has to be mentioned that ex-
perimental limitations, such as the contamination of background fluorescence in densely labels

tissue (e.g. dentate gyrus) or optical aberrations can also hinder good resolutions and signal
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quality in microscopic recordings, even if optical indicators are optimized [122]. In addition to
this, deeper subcortical structures (such as hippocampus, basal ganglia or brainstem nuclei)
remained very hard to approach (especially in larger species, eg. in non-human primates) by
conventional imaging techniques due to limited penetration capabilities. A further experimental
contamination can be the so called ’photoelectric artefact’ when EC electrophysiology and
laser scanning imaging are both applied in the same field-of-view (FoV). The photoelectric
effect is a generation of free electrons in the conductive material upon exposure to light energy,
first observed by Becquerel in 1839 (also known as ’Becguerel-effect’). Further literature also
distinguishes between ’photovoltaic’ and ’photoelectric’ effects. The otherwise well-known
photoelectric effect is unexpectedly prominent when coherent, high-energy light sources (such
as 2P lasers) are used and can strongly contaminate recorded signals. The artefact remains
present even in the out-of-focus range or outside the actual FoV of the imaging due to light
scattering in the tissue, however its amplitude decreases over distance. Since photoelectric
artefact is a material dependent property, transparent polymers are much less affected during
laser imaging, and ionic conductors (such as patch-clamp pipettes) almost completely resistant
to its generation. Nevertheless, it is an ongoing issue for silicon probes, how to mitigate

photoelectric effects and combine multi-modal signals on the same media.

We could not cover all the aspects of neural interface design here, however, in the I. Thesis
(4.1), Section 4.1.2, several more design principles for silicon probes will be taken into account
and discussed in further details. Further, an in-depth experimental realisation will be presented
for mitigating photoelectric effects during co-localised EC and 2P recordings within the IIL
Thesis (4.3) in Section 4.3.3 and 4.3.5.

2.5.2 Review of ground-truth recordings

In Table 2.5.2 I summarise all known and published attempts in the literature for co-localised
and simultaneous IC-EC recordings (n = 15, rows). These previous literature results can be
considered as real ground-truth datasets. Comparison was made based on 8 different criteria
(columns). As a last row, ground-truth data provided by this thesis was also listed here (for
detailed description of the recording method, please see II. Thesis group in Chapter 4.2) to
show similarities and differences compared to these studies. As a walk-through, I list the pros

and cons of all literature attempts to fit my thesis work into the grand picture.

In their early pioneering study, Freygang and Frank (1959) started to record simultaneous
signals inside and outside the soma of a motoneuron in order to estimate the relationship
between intra- and extracellular waveforms [36]. Wehr, et al. (1999) were the first who used
metal electrode in simultaneous recordings, however the famous study from Gyoérgy Buzsaki’s
lab, conducted by Henze, et al. (2000) became the most widespread since they provided the
first open-source, easy-to-use ground-truth dataset with included morphology [3, 129]. It is
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worth to note, that Wehr, et al. (1999) recorded their data from locust (or grasshopper), which
made their findings less applicable to data obtained in later mammal species. Cohen, et al.
(2000) published similar datasets to Henze’s work but using in vitro slices from guinea-pig.
Interestingly, it has been one and a half decade when next studies could replicate first results
of the Buzsdki’s lab. Anastassiou, et al. (2015) were the firsts in using multi-channel silicon
probes in co-localized and simultaneous recordings [130]. However, they investigated only
one or few neighbouring EC channels in every recording session (they picked mainly the
channel with the highest spike amplitude, which - in the majority of cases - corresponds to the
contact site placed closest to the soma) for comparing IC and EC properties across different
cell types in cortical and hippocampal slices of rats. In the same year Franke, et al. (2015)
published a dual patch-clamp + EC study to validate spike sorting in the case of overlapping
spikes [131]. (For the records, they also published a prior simultaneous work with single
patch-clamp in 2010 [132]). From that time, experimental directions suddenly proliferated
due to new technological developments. Vardi, Jickel and Yger and colleagues recorded in
vitro ground-truth signals using planar high-density MEA systems placed below the cultured
tissue or brain slice [133, 134, 135]. While other attempts from groups of Adam Kampff
and Ed Boyden were able to record high-density simultaneous data, in wvivo [21, 22, 136].
Similarly, Daniel English et al. (again from Buzsédki’s lab, 2017) collected IC-EC data from
paired interneurons and pyramidal cells, in vivo combined with optogenetics [137]. Here, these
last studies were often restricted to record juxtacellular (JC) or loose-patch (LP) instead of
whole-cell (WC) configuration and the exact localization of cell-electrode distances became
very challenging (none of them included morphological information into their in vivo dataset).
Most recently, Hunt and colleagues presented a micropipette-integrated tetrode design for
comprehensive validation of spike sorting algorithm [138]. With their paired probe, co-localised
and simultaneous data acquisition becomes faster and easier to implement, however, the user

is again restricted regarding the number of EC contact sites.

In this thesis I provide a hybrid approach, using multi-channel, penetrating silicon probes,
but in wvitro slices, completed with whole-cell patch-clamp and reconstructed 3D cell-electrode
positions and morphologies. This study is mostly similar to work of Anastassiou et al. (2015),
except I use laminar EC probes (instead of Buzsaki-type polytrodes), and I will focus on multiple
(> 4) EC contact sites, plus the acquired data will be published together with this thesis to
become a continuously growing open-source dataset (unlike Anastassiou’s work) available for
testing future data analysis methods and model-based calculations (such an application will

also be presented here in the II. Thesis group (4.2) in Section 4.2.7).
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Chapter 3

Materials and methods

3.1 Silicon probes used for in wvitro extracellular recordings

We have seen a large variety of devices developed for multi-channel EC recordings in Back-
ground section 2.3. From this repertoire I use the following squeezed list of features in future

experiments:
e acute rodent

in vitro brain slice

laminar (1D) contact sites

e silicon or steel shank

penetrating or surface

polytrodes (16-32 channels)

Recordings were carried out with three different multi-channel microelectrodes that met the
above criteria. In the next subsections, I list the dimension of all variants and main pros and

cons of their specific design.

3.1.1 ’The hockey-stick’: Plexon U-type, 24-channel, angled surface probe

The U-type in witro probe is a modified version of an originally in wive multielectrode also
used in human intra-operative studies [73, 74, 92, 141, 142]. This very robust probe consists
of 24 embedded wires with single contact sites arranged in a row. The inter-contact distance
is 50 pm and sites have relatively small impedance magnitudes. The shank was angled to
arrange the contact sites parallel (horizontal) to the recorded slice. Therefore, this probe
cannot be inserted, it can only be placed onto the surface of the slice. Over its robustness and
easy-to-use formation, the surface nature is one of the biggest disadvantage of this probe. As
we discussed earlier in Background section 2.5.1, surface of the slice is considered a dead-cell

layer and it heavily attenuates single unit activities generated in deeper tissue, but it can be
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Figure 3.1: ’The hockey-stick’: Plexon U-type, 24-channel, angled surface probe.

easily used for volume conducted population activities, e.g. for LFP gradient recordings. This
probe was developed by Istvan Ulbert and Lészlé6 Papp (Neuronelektréd Kft, Hungary) and
commercialised by Plexon Instruments (U-type probe, Plexon Inc., Texas, USA) [73, 74, 92, 142].

3.1.2 ’The comb’: NeuroNexus 16-shank n vitro probe

This linear array is a custom design developed by NeuroNexus for the researcher Liset Menendez
de la Prida (A16z1’ series, NeuroNexus Technologies, Inc., Ann Arbor, Michigan, US). It is
designed as a 16-tooth comb with one contact site per shank and 100 or 50 pm shank-to-shank
spacing to facilitate in vitro recordings [143, 144]. Smaller spacing is more suitable to densely
sample single cells, but the bigger version has a longer tissue coverage. Contact sites are
circular with a diameter of 15 pm and have impedance magnitudes between 1-1.5 M2 at 1
kHz. This comb probe was used in the first simultaneous IC-EC recordings in II. Thesis group
(4.2), Section 4.2.2. During measurements the probe can be inserted perpendicularly into the
CA1 region of the hippocampus to cover all the layers for parallel pyramidal cells. The linearly
spaced contact sites are optimal to track the elongated shape of these neurons. However, the
main disadvantage of this probe is concerning the so called dead-spot problem, which means
that the contacts are not completely located at the end of each probe. This problem still holds
for the above mentioned hockey-stick probe, but in that case, surface design introduce a much
larger additional distance from any targeted cell. The ineffective design of centred contact sites
creates an additional space (in axial direction) towards the tip of the shank (and a smaller
lateral space between the edges of the shank and the centred contact sites). These insulating
dead-spots will add a 10-50 pym distance plus from the chosen cell to record and they may
hinder the capability to capture their single cell activity. But naturally, this dead-spot problem
only holds for two dimensions (axial and lateral), with side positioning, high-quality signals

can be captured in front of the contact site.
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Figure 3.2: ’The comb’: Parameters of the NeuroNexus custom-designed, 16-shank probe

3.1.3 ’The spiky’: Novel, 32-channel spiky probe presented in this thesis

This multielectrode also has a comb-like structure, but unlike the NeuroNexus 16-shank comb
probe, the spiky probe consist of one single shank carrying 32 protruding contact sites. The
spiky probe was named after its novel contact site arrangement developed by me and colleagues
in our lab and fabricated in collaboration with a German partner company (IMTEK GmbH,
Freiburg, Germany). The inter-contact distance can be varied between 25 pm, 50 pm and 100
pm.

The main advantage of spiky probe against the hockey-stick surface probe is the arrowhead-
like design of the contact sites that facilitates a slight penetration into the tissue providing better
cell-accessibility and higher signal quality. This advantage will be analysed in detail in Results
section 4.1.4. A further advantage of the spiky probe compared to the NeuroNexus comb probe
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Figure 3.3: 'The spiky’: Novel, 32-channel spiky probes presented within this thesis. Densest (A)

and longest (B) version with inter-contact distance of 25 ym and 100 pum, respectively.

is the single-shank design providing easier positioning and the elimination of dead-spot by the
edge-type construction of the triangular contact sites on the tip of each protruding spiky (or
arrowhead-like) ending. The following Table 3.1 summarises all types of multi-channel silicon

probes used for extracellular recordings and their main recording dimensions.

Probe name Company Channel count Spacing Sampling area

[ppm] [pm]

' Hockey-stick’ Plexon Instruments 24 50 1150
(in vitro modified U-type)

"Comb’ NeuroNexus 16 100 1500
(A16x1-2mm-100-177-A16)

"Comb’ NeuroNexus 16 50 750
(A16x1-2mm-50-177-A16)

'Spiky’ custom-made 32 100 3100

'Spiky’ custom-made 32 50 1550

'Spiky’ custom-made 32 25 775

Table 3.1: Multi-channel silicon probes used for extracellular recordings and their main record-
ing dimensions: channel counts, spacing (inter-contact distance in [um]) and sampling area

((channel_count — 1) x spacing) .

3.2 Whole-cell patch-clamp intracellular recordings

'Patch-clamp’ is an IC recording technique, which measures ionic currents under a fixed volt-
age value (voltage-clamp mode) or voltage-deflections under a fixed amount of applied current
(current-clamp). The method was invented by Erwin Neher and Bert Sakmann in the early
80s and they received the Nobel Prize in 1991 for their pioneering work, which become then
a gold standard and the most widely used method in cellular neurophysiology. Although the
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patch-clamp technique was originally developed in order to record single ion channel activity,
the "whole-cell’ configuration has become of equal if not greater importance over time. Clas-
sically, electrolyte-filled glass micropipettes (with an Ag/AgCl wire electrode at the backside)
are used to seal the tip of the pipette against the cell membrane, establishing a ’cell-attached’
state, and then (by applying gentle suction) break the membrane for obtaining whole-cell patch-
clamp configuration. The result is equivalent to impaling a cell with a sharp microelectrode
as it has been done earlier for decades, however, the access resistance is much lower and the
induced leakage conductance is also lower for patch-clamp. These features allow researchers to
gain lower noise and higher-fidelity IC data with the possibility of relatively long-range (up to
couple of hours) and customisable recording protocols.

However, it is not easy to establish a good seal, or to maintain this good access on the targeted
cell over time. Several obstacles can emerge during patch-clamping e.g. contaminated IC solu-
tions, clogging pipette tip, inappropriate applied currents or compensations, tissue movements
or 'closing’ cellular membrane. Besides the fine-tuning of technical details, one must practically
have a good sense to achieve successful patching and it becomes even more challenging for in
vivo studies, which go beyond the focus of this current study. Details about simultaneous IC-EC
recordings will be explained in the II. Thesis group (4.2), Section 4.2.1.

3.3 Experimental protocol

Recording protocols for all the three Thesis groups were performed on the same experimental
set-up using the similar tool-kit with minor changes. Specific requirements and additional
settings will be detailed in corresponding Results sections, here I only focus on basic hardware

and software tools essential for general data acquisition.

3.3.1 Brain slice preparation

Acute horizontal hippocampal slices were prepared from adult Wistar rats (between 200-350 g,
gender balanced, in total #30 successful experiments at the date of thesis submission). Within
the I. Thesis group (in Section 4.1.4), I tested electrophysiological performances by using #7
rats (with #17 insertions) for the spiky probe and #7 rats (with #9 insertions, in total) for
the hockey-stick in vitro surface probe [145, 146].

Within the II. Thesis group (in Section 4.2.2), only Wistar rats were used and simultaneous
IC-EC and EC-only recording sessions were both recorded and intermingled. At the moment
of thesis submission, I have #9 successful simultaneous IC-EC recordings with the NeuroNexus
comb-probe and #7 with spiky probes. (A detailed, annotated and ever-growing summary
table is available containing both recorded datasets and their experimental conditions as a
Supplementary Material for the thesis.)

In addition to Wistar rats, Thyl-GCaMP6 transgenic mice were also used for population

imaging under 2P microscopy [115]. In the I. Thesis group (in Section 4.1.4), #1 mouse
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(between 15-20 g) was used for representative testing of the spike probe in combined EC-2P
recordings and #3 more mice were used in the III. Thesis group (in Section 4.3.3) with
NeuroNexus comb-probe to collect combined data for eliminating 2P-generated photoelectric

artefacts.

Animals were bread and reared in the Research Centre of Natural Sciences, Hungarian
Academy of Sciences. Animals were supplied with food and water ad libidum and were kept on
a 12-12 hour light-dark cycle. All of the protocols followed the guidelines of the Hungarian Act
of Animal Care and Experimentation (1998; XXVIII, section 243/1998.). The Animal Care and
Experimentation Committee of the Hungarian Academy of Sciences, and the Animal Health and
Food Control Station have approved the experimental design (license number: PEI/001/2290-
11/2015). Efforts were made to minimize animal suffering and to reduce the number of animals
used. Before the experiment, the animals were deeply anaesthetized with isoflurane (min. 0.2
ml/100 g), quickly decapitated and their brains were immediately removed and dipped into cold
(2-3 °C), oxygenated (95% Oz, 5% CO3) cutting solution. The cutting solution contained the
following composition (in mM): 250 Sucrose, 26 NaHCOs3, 10 D-Glucose, 1 KCl, 1 CaCls and
10 M gCls. 500 pm-thick horizontal slices were cut by a vibratome (VT1200s; Leica, Nussloch,
Germany) from both hemispheres containing the whole hippocampal formation. Slices were
kept in a standard ’artificial cerebrospinal fluid’ (aCSF) solution at room temperature (20-22
°C) for at least 1 h before use. The recordings were performed with a standard recording aCSF

containing (in mM): 124 NaCl, 26 NaHCOs3, 10 D-Glucose, 4 KCI, 2 CaCly and 2 M gCls.

3.3.2 Measurement set-up and signal acquisition

The whole recording system was build under a two-photon laser scanning microscope set-up
developed by the Femtonics company (Femtonics Ltd., Budapest, Hungary) from a transformed
Olympus BX61 upright microscope, which has a NIR bright-field camera mode and a 2P fluores-
cent mode as well. Both the stage and two other lateral micromanipulators were controlled by
motorised wheels of the Luigs-Neumann (LN) controller system (Luigs&Neumann Feinmechanik
und Elektrotechnik GmbH, Ratingen, Germany).
After placing the brain slice into the perfusion chamber of the microscope, it is fixed by a light
and small metal holder ring. In the recording chamber, a dual-perfusion reservoir was used by
perfusing both the top and the bottom surfaces of the slices with relatively high perfusion speed
(>10 ml/min) to provide better oxygenation, similar to in vivo conditions [17]. The recordings
were performed at 32-34 °C. Under these conditions, SWR population activities and SUAs were
reliably detected in the hippocampus [146, 147, 148].

The locations of the slice and recording IC and EC probes are shown schematically on Figure
3.4. Please note the parallel orientation between the EC probe and the patch-clamped cell and

the almost perpendicular orientation between IC and EC recording electrodes.
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CA3

Figure 3.4: Schematics of the recording arrangement. Please note the orientation of the slice and
the CA1l pyramidal cell compared to the EC spiky probe.

FEMTO 2|0

Figure 3.5: Schematic flowchart of the simultaneous IC-EC recording set-up. Numbers represents

the following instruments: 2P microscope (1), recording chamber and brain slice (2), LN stage
and manipulators (3), patch-clamp (4), EC multi-channel probe (5), Axon pre-amplifier (6), Axon
Multiclamp amplifier (7), Digidata A/D converter (8), RHD2132 pre-amplifier chip (9), RHD2000
FPGA-based evaluation board (10), Power bank (11), Laptop (12), Main PC (13). Blue curve shows

an occasional possibility for precise synchronisation between IC and EC data streams.
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Figure 3.5 depicts figuratively the flow of information during recordings. Electrophysiological
signals in the brain slice (2) under the 2P microscope (1) can be picked by both IC (4) and
EC (5) recordings. For positioning, LN stage and micromanipulators (3) can be motorically
adjusted if needed. From this point, information splits into two independent data streams.
IC data acquired by the Axon CV-7B pre-amplifier are transmitted into the Multiclamp 700B
amplifier (7) in two channels (first for patch-clamp signal, second for command signal). Before
the A/D conversion by Digidata 15508 digitiser (8), analogous patch-signal can be divided
and routed also to the INTAN board ADC input channel (curve shown in blue). This can
guarantee sub-millisecond precise synchronism (discussed later in Section 3.4.2 and Results
section 4.2.1. For the last step, digitised signals are transmitted to the main PC. Unlike the
EC recorded signals, which follows a separated route. The printed circuit board (PCB) of the
probes is connected to the INTAN2132 pre-amplifier chip (9) via Omnetics connectors. Data is
transmitted via flexible INTAN cables directed to Port-A of the FPGA evaluation board (10).
This board has a power-bank supply (11) and a separate laptop (12) for acquisition in order to

avoid any additional noise contamination of recorded small amplitude EC signals.

Figure 3.6: Close-up view of the simultaneous IC-EC recording. Numbers represent the follow-
ing:2P objective (1), patch-clamp (2), EC multi-channel probe (3), brain slice and holder ring (4),
dual-perfusion chamber (5), reference electrode pellet (6), outlet of aCSF perfusion (7).

We can have a close-up view of the set-up on Figure 3.6. Labels are the following: Olympus
20x objective of the 2P microscope (1), patch-clamp pipette filled with IC solution (2), EC

multi-channel probe (NeuroNexus comb probe shown here) with its connector (3), brain slice
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and holder ring (4), dual-perfusion chamber (5), reference electrode pellet (6), outlet of aCSF
perfusion (7).

The 2P microscope built by Femtonics Ltd. (Femtonics Ltd., Budapest, Hungary) has a
near-infra red (NIR) bright-field camera mode and a two-photon fluorescent working mode as
well. The integrated MES software package (Femtonics) was used to control the movement of
the objective and display the captured image real-time. This software performs all standard
microscopy functions and integrates the control of the hardware units, like the scanner, pho-
tomultiplier, light path actuators and other electrical devices. The patch-clamp system (Axon
Instruments, USA) consists of several subunits. During the recording, the signal was first trans-
ferred to MultiClamp 700B amplifier, that maximizes signal-to-noise ratio and enables whole-cell
voltage-clamp and current clamp recordings, then feed to the computer through Digidata 1550B
A /D converter. MultiClamp Commander software was used to operate the glass pipette and set
various parameters and compensations. pClampl0 software consists of Clampex visualization
software, which is suitable for acquiring digitized data, Ramp-test was also performed on this
platform, and Clampfit analysis software, which provides a wide variety of tools for statistics,
transforms and different layout designs for intracellular data.

Extracellular signals from multi-channel silicon probes were transmitted to the Intan
RHD2000 Evaluation system (Intan Technologies, USA), its task is to acquire, pre-amplify
and digitize the raw data. It consists of a 32-channel pre-amplifier chip (RHD2132), a
RHD2000 FPGA interface board, which is an open-source hardware with up to 128 channels
for bio-potential recordings and thin, flexible interface cables for connections. Intan RHD2000
software transfers data to the screen, operates the amplifiers and sampling frequency can be set

here. The wideband signals (from 0.1 Hz up to 7 kHz) were recorded with 20 kHz sampling rate.

Figure 3.7: Main FPGA board of the INTAN RHD2000 Acquisition System. Highlighted numbers
are the following: EC signals (1), Occasional analogous IC signal from patch-clamp (2), Digital
trigger signal from the 2P microscope (3), Ground cable (4), Power supply (5) and USB connection

(6).
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On Figure 3.7 the RHD2000 evaluation board is shown with its input and output connec-
tions highlighted with numbers. EC signals, that were recorded by the multi-channel probe,
amplified by RHD2132 pre-amplifier chip and transmitted via flexible INTAN cables arrive at
port-A (1). Analogous IC signal coming from the Axon Multiclamp amplifier can be connected
to the ADC input (2). Digital input trigger signal from the microscope goes to the 3.3 V digital
input line (3). Ground cable wired here (4). Battery-powered 5 V power supply is applied here
(5). Lastly, USB cable should be connected with this plug (6) to connect the FPGA board and

a PC or laptop providing recordable data acquisition.

After every experimental day, the probes were withdrawn and to eliminate tissue residue,
cleaned by immersing into 1% Tergazyme solution (Sigma-Aldrich, St. Louis, MO, USA) for at

least 30 minutes followed by rinsing with distilled water.

3.4 Data analysis

Different needs in the investigation processes imply different data handling methods and analysis
strategies. Here I shortly overview the main software used in data processing and technical steps

in structural-anatomical analysis of the tissue after the recording.

3.4.1 Analysis of extracellular signals recorded with silicon probes

Extracellular recordings of the local field potentials (LFP), multiple unit activity (MUA) and
single unit activity (SUA) recorded by silicon probes were separately analysed based on the
following steps: data containing three-minute-long continuous recordings were saved to internal
network storage for further analysis. Files were pre-processed using custom-written MATLAB
2017b programs (The MathWorks, Natick, Massachusetts, USA) and visualized firstly by the
NeuroScan 4.5 Software package (Compumedics Neuroscan, Charlotte, North Carolina, USA).
To extract the activity of single units from the recorded neural signals, automatic spike sorting
was performed using the Kilosort software package [149, 150]. Manual supervision of the single-
unit clusters detected by Kilosort was done in Phy, an open-source neurophysiological data
analysis package written in Python (source: https://github.com/kwikteam /phy). The selection
of well-isolated single units was further aided by using two additional criteria [151]. First,
the peak-to-peak amplitude of the mean spike waveform of neurons had to be larger than 50
pV. The peak-to-peak amplitude was defined as the absolute amplitude difference between the
negative peak and the largest positive peak of the neuron’s mean spike waveform, calculated
on the recording channel on which the spike waveform of the particular unit appeared with the
largest amplitude. Second, selected single units had to have a clear refractory period, defined
by a ’wviolation rate’ below 2%. The violation rate of a single unit (expressed in percentage) is
the proportion of spikes in a particular cluster that are followed within 2 ms by other spikes

belonging to the same cluster. Using these two criteria allowed us to exclude the majority of low
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quality units as well as to decrease the effect of subjective decisions of the operator during the
manual curation of neuron clusters. To differentiate between neurons firing narrow and wide
spikes (corresponding to putative interneurons and principal cells, respectively) I computed the
trough-to-peak times of the mean spike waveforms [66]. Unsupervised hierarchical clustering
(called 'Ward’s method with Euclidean distance’) was applied to separate the two types of

neurons using the calculated spike duration as input feature [152].

3.4.2 Analysis of simultaneous intra- and extracellular signals

For the comparative analysis of IC-EC signals, saved files, which already contained A/D
converted binary, raw data (.rhd extension), were converted into appropriate format files. For
conversion (to .cnt extension) - as described above - I similarly used the MATLAB codes
(rhd2cnt) written by our lab. Then the NeuroScan 4.5 software package (Compumedics,
USA) was used to display and analyse multi-channel data series. A subset of recorded EC
files contained the IC signal on their last, additional channel. Briefly, if cable coming from
patch-clamp pre-amplifier was divided and connected to the ADC input of the INTAN board,
then perfect synchronism could be achieved, and 1 additional channel was added to the EC
data containing the patch-clamp IC signal. However, this interconnection often resulted
cross-talk artefacts between EC and IC signals, when both recorded by the INTAN chip. (For
further explanation of simultaneous data acquisition, please see Figure 3.5 in the previous
Section 3.3.2 section and Results 4.2.1 section.) For earlier recordings, IC data (.abf format)
was only recorded separately by the Multiclamp amplifier and Digidata digitizer, thus there
was no additional channel on the EC signal (and consequently, no cross-talk artefact), but this
separated IC signal had a small but significant (few tens of ms) time difference compared to
EC signals. Luckily, this problem was manageable since I always applied a sufficiently long
time window (£ 100 ms) for comparing EC channels to the IC ground-truth. (This larger
time window also allowed to investigate the relationship between the spiking cell and its local

environment represented by population signals such as SWR activities [148].)

As the first processing step of the raw EC signal band-pass filter (500 - 5000 Hz, zero-
phase shift) was applied to visualise SUA and MUAs. However, in some cases I continued the
data analysis on the unfiltered, broadband signal to reveal the relationship between single cell
and summed synaptic or population activities in the LFP band. Detection of IC spikes was
calculated on the patch-clamp channel, which can be done by thresholding in-situ in NeuroScan
using the additional, INTAN-recorded analogous channel (if available) or in MATLAB using
the .abf file recorded by the patch-clamp acquisition systems. For IC recordings, data are
considered as noiseless and spiking events are easy to detect with the highest fidelity. Unlike
spike detection for EC signals in general, it is not necessary here to define the threshold level
as the average (AVG) plus 3 to 5 times the standard deviation (STD), but can be applied as an

appropriate voltage value to cross (here, 0 mV upward threshold crossing was applied). Event
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file (.ev2 extension) was then generated from detected IC spike times (in ms). Subsequently,
100 ms long, symmetric time windows (epochs) were cut on all EC channels around each event,
50 ms before and 50 ms after the time point of each IC spike. The number of EC epochs were
equal to the number of IC spikes in one simultaneous recording session. Lastly, epochs were
averaged over all EC channels resulting in the so-called ’spike triggered average’ (STA), in which
we could observe the ’footprint’ generated by my patch-clamped cell in the extracellular space
sampled by multiple, closely located EC contact sites.

Intracellular data processing (regarding the sweeps of Ramp-test and spontaneous gap-free
recording) was performed in Clampfit software. When analysing the Ramp test, the program
displays the holding current steps and the voltage response given to the current injection and the
sweeps can be displayed either individually or by projecting them on each other. In addition,
cursors placed on the visual interface of the program can be dragged along the time axis,
and the voltage and time values appear at each data point immediately. The examination
of amplitude and spike number responses given to changing holding current were performed
using the statistics program tool of the Clampfit software, where the baseline, search region and
parameters were set. Waveform parameters were evaluated based on spontaneous recordings.

Likewise, the trial averages and analysis were performed using the statistics tool of the software.

3.4.3 Fluorescent signals recorded by two-photon imaging

During a whole-cell patch-clamp measurement, soma, apical and basal dendrites of the patched
cell became visible by the diffusion of fluorescent dyes from the tip of the micropipette. In the
2P working mode of the microscope Alexab94 dye lights in red, Fluo-4 flashes in green colour,
and the probeorientation could also be observed based on its black silhouette. While Alexa594
is a static dye, Fluo-4 changes dynamically following the IC Ca?t concentration changes and
thus enables functional mapping [153, 154|. The filling of the neuron with tracer dye also
allows post-hoc reconstruction techniques, as 2P z-stack projection and Neurolucida histological
reconstruction, to more precisely visualise the cell morphology. While 2P z-stack projection can
be made in situ right after electrophysiological recordings, Neurolucida reconstruction requires
a long histological process for the precipitation of biocytin or neurobiotin tracer molecules (but
at the same time, this methods provides much better resolution and penetration). Stained
sub-cellular compartments are located in different depth in the sample volume. During 2P z-
stack projection the images are generated by gradually changing the focal plane in the ’z’ axis,
the optimal focal difference can be calculated in the image acquisition software. By linking
and projecting the pictures one after the other, this technique effectively displays the 3-D
microscopy data in 2-D, in this case the cell body and dendritic branching can be visualized,

and the out-of-focus signal will be effectively excluded.
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3.5 Post-hoc histological reconstruction of neuron morpholo-

gies

After recording, slices were carefully and quickly removed from the recording chamber, and
fixed overnight in 4% paraformaldehyde with 15% picric acid in 0.1 M phosphate buffer (PB, pH
7.4) at 4°C. Then slices were resectioned (Leica 1200S, Wetzlar, Germany) at 60 ym and freeze-
thawed above liquid N5 in 0.1 M PB containing 30% sucrose. I followed a traditional histological
analysis published, similar to many published studies in our lab, e.g. in Kerekes et. al (2014)
[146]. In this protocol, endogenous peroxidase activity was blocked by 1% H20O; in Tris-buffered
saline for 10 min. Cells containing biocytin (or neurobiotin) were revealed with the avidin-
biotinylated horse-radish complex reaction (Vector, 1.5 h, 1:250) using 3,3’-diaminobenzidine-
tetrahydrochloride (Sigma, St. Louis,Missouri, 0.05 M in Tris-buffer, pH 7.6) as chromogen. At
the end, sections were osmicated (20 min, 0.5% OsO,), dehydrated in ethanol, and mounted
in Durcupan (ACM, Fluka, Buchs, Switzerland). In every case where the histological steps
(fixation, re-slicing, and the precipitation of biocytin) have been successfully completed and
neuronal processes of the filled cell became visible and traceable, neurons were selected for

digital 3-D reconstruction by the Neurolucida system (MBF Bioscience, Williston, VT, USA).
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Chapter 4

Results

4.1 I. Thesis group: Development and testing of a novel, multi-

channel spiky probe for extracellular recordings

The 1. Thesis group will focus on only EC recordings within an 4n wvitro slice environment.
A novel spiky probe will be demonstrated in this study allowing access to deeper cells, and
enabling high spatial sampling of their EAPs. Thanks to its arrowhead-like, protruding contact
sites, the probe can slightly penetrate into the slice, passing through the surface dead-cell layer.
Due to this arrangement, I will report that these probes are able to provide higher single unit
yields as well as spikes with higher amplitudes compared to another, commercially available in
vitro laminar surface design (earlier called as hockey-stick probe introduced in Methods section
3.1.1) [146]. In the following sections, manufacturing processes and packaging methods will
be described. Next I show the results of impedance measurements. In addition, the recording
performance of the probes will be demonstrated using in wvitro hippocampal slices. With a
quantitative comparison, I will present the improvements of the spiky probe over hockey-stick
surface probe. A preliminary result of how the spiky probe can be combined with two-photon
imaging will be also presented. Finally I report how the spiky probe is able to capture and
oversample the SUAs on multiple contact sites and how recorded EAPs can be analysed to

identify putative neuronal cell types based on EC recordings.

4.1.1 Surface materials, fabrication process and packaging

The fabrication process was carried out at IMTEK (IMTEK GmbH, Freiburg, Germany) with
the help of Patrick Ruther and Tobias Holzhammer. Fabrication of the Si-based spiky probes
is schematically summarized in Figure 4.1. The fabrication process applies 4-inch, single-side
polished Si wafers, insulated using a 1-um-thick, stress-compensated multi-layer stack of silicon
oxide (Si0z) and silicon nitride (SizNy) deposited using plasma enhanced chemical vapour
deposition (PECVD) (A). The interconnect and contact pad metallization (line and space of
1.5 and 1.5 pm, respectively) was realised using lift-off patterning of an evaporated layer stack

of titanium (7', 30 nm), gold (Awu, 250 nm) and 7'¢ (30 nm) (B). The T'i layers serve as adhesion
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promoters between the insulation and the subsequently deposited passivation layers, and the Au
film. We used the image reversal photoresist AZ 5214E (Merck KGaA, Darmstadt, Germany).
Following the lift-off process, the metallization is passivated using another stress-compensated
1.5-pm-thick PECVD Si0;-Si,Ny layer stack (C). This is followed by opening the passivation
layer to access the probe metallization at the position of the contact sites and contact pads

using photolithography (AZ4533, 3.3 m, Merck KGaA) and reactive ion etching (RIE) (D).

[ Silicon

B SiO/SiN, []Metallization WPUIr/IrO, M Resist

Figure 4.1: Fabrication of Si-based spiky probes. (A) PECVD insulation layer, (B) sputter
deposition of T'i / Au / T'i and patterning by lift-off using image reversal resist (C & D) deposition
and RIE patterning of PECVD passivation layer, (E) deposition and lift-off patterning of Pt / Ir
/ IrO, metallization of contact sites using dual layer lift-off resist, (F) RIE patterning of dielectric
layers, (G) DRIE of bulk silicon, and (H) rear side grinding of S7 to intended probe thickness of 50

pm.

Subsequently, the contact site metallization is deposited using a dual-layer lift-off resist
(LOR5A, MicroChem Corp., Westborough, MA, USA and AZ1518, 1.8 um, Merck KGaA) and
sputter deposition of 7% (30 nm), platinum (P¢, 150 nm), iridium (I/r, 100 nm) and iridium
oxide (IrOy, 200 nm, reactively sputtered in an oxygen plasma) (E) [155]. Next, the dielectric
layers, i.e. SiOz-Si;Ny insulation and passivation layers, are patterned using photolithography
(AZ9260, 10 pm, Merck KGaA) and RIE (F). Then, the bulk silicon is etched (using the etching
before grinding (EBG) technology [156] to a depth that exceed the intended probe thickness
by roughly 30 pm using deep reactive ion etching (DRIE) in an inductively coupled plasma
(ICP Multiplex from STS, Newport, U.K.) etching process which applies the Bosch process (G)
[157]. Finally, the Si wafer is thinned from the rear side using grinding and polishing as offered
by DISCO Hi-TEC Europe GmbH, Kirchheim, Germany (H). Probes are then manually picked
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from the grinding tape using tweezers, glued onto a custom designed printed circuit board
(PCB) and wire bonded. The bond wires are finally encapsulated in a glop-top (EPO-TEK
353ND-T, Polytech PT GmbH, Germany) for electrical insulation.

4.1.2 Structural design and probe layout

The silicon shank carries 32 contact sites in a horizontal, laminar arrangement. The contact
sites are located at the bottom edge of the shank. Furthermore, they are semi-circularly
released from the bulk to form arrowhead-like or spiky shapes (See Figure 4.2/B for schematics
and Figure 4.3/B-D for SEM pictures).

A

PCB

Objective
In vitro plate

MEMS component

~18 mmx 1.7 mm

\
vy

Figure 4.2: Schematics of the experimental design, as well as packaging and bonding of spiky

probe layouts. Positioning of the angled shank between in vitro plate and microscope objective (A).
Three different versions of the device which differ from each other only in the inter-contact distance

(B).

Because of these spiky contact sites, the probe has the ability to penetrate into the
brain slice, diving beneath the surface dead-cell layer. Moreover, its tips can even approach

individually targeted cells if a precise image-guidance is applied during insertion (for details,
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please later see Figure 4.7/A-B in Section 4.1.4). The angled probe allows us to obtain
combined optical information and simultaneously monitor the measured region with a 2P
laser scanning microscope system (Femtonics Ltd., Budapest, Hungary), which has a NIR

bright-field camera mode and a two-photon fluorescent mode as well.

V. Y

contact sites

Figure 4.3: Optical photograph and scanning electron microscopy (SEM) images of the spiky
probe. Picture of a fully assembled device showing the main probe components from right to left:
a single silicon shank (grey and red), glop top protecting the bond wire (black), the printed circuit
board (PCB, green) and the Omnetics (white) connector (A). SEM picture of the medium-sized
spiky probe version (with inter-contact distance of 50 um) and related wiring. C-D: SEM close-up

views at two different orientations. Please note the arrowhead-shape, protruding contact sites.

Three different versions of the spiky probes were created, which only differ from each other
in the spacing of the 32 contact sites. The inter-contact distances (center-to-center) of 25
pm, 50 pm and 100 pm were realized resulting in total spans of 775 pum, 1550 pm and 3100
pm, respectively (see Figure 4.2/B, top as well as Table 3.1 in Methods section 3.1.3). The
shortest type is most suitable for high-density recordings, while the longer types can cover more
cortical layers and thus have a wider sampling area. The microfabricated part is glued onto
and wire-bonded to a rigid printed circuit board (PCB) specifically designed for this purpose.

It provides interconnection to the external instrumentation.
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Detailed tests for the performance and stability of contact sites (presented in the following
sections) were obtained by using the high-density version (25 pm inter-contact distances). The
dataset of spatially oversampled single units were collected with the same spiky probe version.
The other two versions (namely the spiky probes with 50 pm and 100 pm inter-contact dis-
tances) were both totally functioning and were tested at least once. I included their impedance
results but such detailed in vitro recordings presented for the high-density probe are still to be

investigated, which go beyond the scope of the current thesis work.

4.1.3 Results of impedance measurements

Before in vitro experiments, electrochemical impedance spectroscopy was tested on each probe
for diagnostic purposes. A built-in impedance checking protocol was used implemented by
the INTAN RHD2000 acquisition system (InTan Technologies, Los Angeles, CA, USA). The
impedance magnitudes and phase angles of all contact sites on each probe were measured, at
various frequencies ranging from 20 Hz up to 5 kHz. The impedance measurement was carried
out in physiological saline solution against an Ag/AgCl reference electrode. It is well known
that the impedance of a contact site is inversely proportional to its area [12, 19]. Please note
that the spiky probes and hockey-stick probes have different contact sites, and consequently,
different recording areas as well. While the contact site of the spiky probe has an equilateral
triangle-shape (with a base of ¢ = 8 pm and an altitude of m, = 8 pm), the hockey-stick
probe has circular contact sites with diameter of d = 15 pm. In the case of the high-density
spiky probe (with inter-contact distance of 25 pm), the electrode area (triangular) is 32 pm?,
for the medium version (with inter-contact distance of 50 pm) is again 32 um?, and for the
biggest version (with inter-contact distance of 100 pm) is 50 um?. For the hockey-stick probe
the diameter of contact sites (circular) is 15 pm resulting an area of 176.7 um?2. Contact site

area can be calculated as follows:

a-m, 8-8
Ttrianguta-r = Ta = = 32;0573’12, (4.1)

d?- 152 .
Toireutar = 4”: T = 176.7um’ (4.2)

Despite the notable difference between contact site areas, contact site diameters are not sig-
nificantly differ from each other according to the literature [4, 19]. Averaging effect of spatio-
temporal signals becomes problematic only if larger diameters (d >50 pm) are applied. Another
simulation study suggests that contact site diameters smaller than 20 pm result in realistic am-
plitudes compared to simulated point sources (highlighted by blue circles in Figure 4.4). The
averaging effect becomes step-by-step more severe when larger diameters are applied, in accor-
dance with previous experimental findings [158]. Based on these literature results, I hypothesise
that my chosen probes may behave similarly for signal filtering and thus they are comparable

from the point of view of recording performance.
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Figure 4.4: Simulation for different contact site diameters and their averaging effect on recorded

signal amplitudes [158].

Figure 4.5/A & B show the impedance spectroscopy of the high-density spiky probe (with
inter-contact distance of 25 pm), alias the mean impedance magnitudes with corresponding
standard deviation, at varying frequency levels (before the first in vitro experiment). Please
note that the impedance magnitudes were monotonically decreasing from 20 Hz up to 5 kHz
with a small standard deviation between contact sites. I highlight the particular frequency of 1
kHz, where this high-density spiky probe showed average impedance magnitude of 1.27 £ 0.1
MZS2 across all contact sites with an average phase angle of -70 + 5°. The phase angles varied
much less up to 2 kHz ranges for a given contact site, and they also varied minimally between
sites (Figure 4.5/B). Furthermore, two faulty contact sites (6.25% out of 32 contact sites) with
impedance magnitudes higher than 3 M) at 1 kHz were found on this particular probe, they
considered as open circuits and thus were excluded from further analysis.

I have tested the two longer spiky probe versions as well, even if I did not perform more
recordings using them in this study. I shortly report the impedance results at 1 kHz, where
the average impedance magnitudes on the medium spiky probe (with inter-contact distance of
50 pm) were comparable with the high-density version (since they have equal sized electrode
areas), namely 1.27 £+ 0.3 M2, with averaged phase angle of -60 + 4°, and two faulty contact
sites were found (open circuits, 6.25% out of 32 contact sites). Lastly, for the longest probe
(with inter-contact distance of 100 pm) the average impedance magnitude was 600 + 20 k€2,
with average phase angle of -56 + 5°, which were similar to the surface-type hockey-stick probe
(magnitudes of 616 + 160 k(2 and phase angles of -56 + 7°). On the longest spiky probe I found
only one faulty site (short cut, 3.125% out of 32 contact sites). The ratio of faulty contact
sites remained well below 10% for all three spiky probes. Let us suppose that these faulty
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Figure 4.5: Results for impedance spectroscopy. Mean impedance magnitudes (A) and phase
angles (B) with corresponding standard deviations at different frequencies ranging from 20 Hz to 5

kHz. Please note the monotonically decreasing magnitudes and phase angle values and the small
standard deviations across channels.

contact sites appeared due to the soldering of Omnetics connectors to the PCB, which can be
further improved in future work. Nonetheless, the exclusion of faulty sites did not significantly
compromise the quality of recordings because of the dense spatial sampling capability. I also
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Figure 4.6: Stability and re-usability of spiky contact sites. Impedance magnitudes (A) of all con-
tact sites (at 1 kHz) before the first experiment (green) and after seven experiments (17 insertions),
in total (red). Phase angles (B) of all contact sites (at 1 kHz) remained practically identical after

the extensive usage.

wanted to test the robustness and re-usability of spiky contact sites. Impedance changes of
the high-density spiky probe (with the inter-contact distance of 25 pm) were investigated
after an extensive usage (7 experiments with 17 separate insertions, in total) by repeating
the impedance test after the last experiment. At this time, I compared the magnitudes and
phases only at 1 kHz, since this frequency is widely used as a standard. Other experimental
conditions remained unchanged. On Figure 4.6/A & B I show the impedance magnitude

and phase changes measured at 1 kHz before and after the extensive usage. The average
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impedance magnitude of all contact sites was 1.27 + 0.1 M2 before the first experiment and
was slightly increased after the last experiment to 1.5 & 0.1 MS2. However, such minor changes
are still acceptable in the literature (e.g. NeuroNexus probes have impedance magnitude values
typically between 1-2 M2 when comparable electrode sizes are used [78]). The impedance phase
angles did not change significantly across this time period, starting with an initial average phase
angle of -70 £ 5° which remained at around -69 + 5° after extensive testing. However, this
feasibility-test for the robustness of this particular spiky probe does not guarantee universal
re-usability. I have to admit that many other factors (such as air humidity or different storage
types) can further influence long-term impedance changes and these additional parameters

were not investigated in my test.

4.1.4 In wvitro recording characteristics: a systematic comparison against a

commercially available surface design

To validate the electrophysiological performance of the spiky probes, I have performed EC
recordings in the hippocampus and neocortex regions of horizontal brain slices from Wistar
rats. I show a typical experimental arrangement on Figure 4.7/A. Thanks to the optimal shank
curvature and carefully chosen penetration angles, the probe easily fits into the narrow gap
between the perfusion chamber and the water-immersion objective of the 2P laser scanning
microscopy system (Figure 4.7/A & B). By using the NIR camera-mode of the microscope,

precise image-guided positioning of the probe is achievable.

B

Figure 4.7: Insertion of the spiky probe. A: Photograph of the experimental set-up. Numbers
represent the following parts: PCB (1), silicon shank (2), water immersion objective (3), dual-
perfusion chamber (4), hippocampal slice and the holder grid (5), outlet of the aCSF (6). (Please
see Figure 3.6 in Methods section 3.3.2 for details.) B: Example for visualizing of the high-density
spiky probe (with 25 pm inter-contact distance) in 2P imaging (Thy1-GCaMP transgenic mouse

neocortex).
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While inserting the spiky probe, it is important to check whether the protruding contact
sites are horizontally placed before approaching the surface of the brain slice. The optimal
insertion angle is 22° respect to the main axis of the main shank. Tilting can be easily checked
before penetration under the water immersed objective by focusing onto the protruding contact
sites. If the horizontal arrangement is achieved, the probe can be lowered and its spiky contact
sites can be inserted into the brain slice without any further risk for fracture. If the horizontal
arrangement is not achieved, the tilted probe should be retracted and repositioned. As with
any type of inserted device, it is not recommended to move in x-y direction once the probe was
inserted into the slice. I have not experienced any fracture on the spiky probe while used as
described above. I approached cells located in CA1 and subiculum regions of the hippocampus,
as well as layer 2/3 cells in the neocortex. These deeper cells are located 50-80 pm beneath the
brain slice surface, where — according to the literature — they mainly preserved physiological
conditions [17, 18].

As with any in vitro recordings, neuronal activities depends on numerous factors, namely
oxygenation, perfusion rate of the aCSF, chamber temperature, brain slice quality, or the num-
ber of nearby active neurons, which highly depends on the location [17]. In my experience, every
single insertion yielded SUAs and MUAs at higher frequencies (between 0.5 kHz — 5 kHz) as well
as low-frequency LFP phenomena (from 0.5 Hz up to 100 Hz) with a sufficiently small amount
of background noise. Figure 4.7 and 4.8 shows the two typical working modes of the microscope
system, the fluorescent 2P imaging mode (Figure 4.7/B), and the basic camera mode (Figure
4.8/B). While the protruding contact sites are clearly visible in the camera mode, they are
much less distinguishable from the dark silhouette of the main shank in the 2P mode. It should
be noted that photographs and EC recordings were not taken from the same insertion. Fig-
ure 4.8/B shows examples of hippocampal SWR activity (gray rectangles) recorded by twelve
adjacent contact sites of the spiky probe. Here, the wideband signal was band-pass filtered
for extracting the low frequencies (between 0.5 Hz — 40 Hz). On Figure 4.8/C, representative
5-second-long unit activity acquired by fifteen adjacent contact sites. To enhance the visibility
of spikes, the recorded wideband data was band-pass filtered focusing on the higher frequencies
(between 0.5 kHz — 5 kHz).

After validating the capability of signal acquisition, quantitative comparison was made
against the hockey-stick probe (which is basically a similar in wvitro, laminar, but a surface-
type probe, introduced earlier in Methods section 3.1.1) to prove the expected advantages of
the penetrating contact sites over a surface design. Neural yields (SUA counts per recording),
average and maximal spike amplitudes, as well as noise levels were compared for both types of
probes. Firstly, I investigated differences in the noise levels by estimating the root mean square
(RMS) noise level in aCSF. In case of the spiky probe, the RMS noise was 9.71 + 2.12 uVyms
(0.1 — 7500 Hz; average + standard deviation) measured on 32 contact sites of the high-density
probe (with 25 pm inter-contact distance). While for the surface probe an average of 6.88 + 0.58

1 Vrms was measured (0.1 — 7500 Hz) on 24 contact sites (with 50 pm inter-contact distance).
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Figure 4.8: In vitro recording characteristics of the spiky probe. Hippocampal LFP with prominent
SWR. activity (gray rectangles) shown on twelve channels from Wistar rat CA1l region (A). The
wideband signal was filtered (0.5 — 40 Hz bandpass) to extract the local field potential (LFP).
Example for visualizing the spiky probe in bright-field camera mode in the neocortex (B). Photos
and EC recordings were taken from different recording sessions. Representative 5-second-long SUA
recording acquired by fifteen adjacent contact sites of the probe (C). To enhance the visibility
of spikes, the recorded wideband data was bandpass filtered between 500 and 5000 Hz. Colored
dashed rectangles located on the traces mark a single spike of three sample single units. Mean spike
waveforms and autocorrelograms (bin size, 1 ms) corresponding to these SUAs are shown on the

right.

The input-referred noise of the amplifier was 2.4 uV,ns. In the spike band (500 — 5000 Hz),
there was only a small difference in the RMS noise level between the two probes, namely 4.63
+ 0.51 Vs for the spiky probe versus 3.93 4+ 0.42 pVype for the hockey-stick probe. Placing
the probes on a brain slice elevated the measured noise level by 10 - 20%.

Figure 4.9 shows the distribution of the number of well-separated SUA clusters (Figure
4.9/A) and the distribution of the peak-to-peak amplitude of these waveforms (Figure 4.9/B)

for both probes. The total number of well-separated neurons was 32 for the hockey-stick
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Figure 4.9: Quantitative comparison of recording performances. Box plots showing the distribution
of the number of well-separated SUA clusters (A) and the distribution of the peak-to-peak amplitude
of spike waveforms (B) for the high-density spiky probe and the hockey-stick surface probe (total
number of well-separated SUA for each probe type: surface probe, n = 32; spiky probe, n = 112).
On the box plots, the middle line indicates the median, while the boxes correspond to the 25t* and
75th percentile. Whiskers mark the minimum and maximum values. The average is depicted with
a blue dot. Black dots correspond to individual measurements. Data on panel (B) are plotted on a
logarithmic scale. ** p = 0.0078; *** p = 0.0000049; Welch’s t-test

probe and 112 for the spiky probe. Since I had an unequal number of recordings from the
two probes (17 positions for spiky probe, 9 positions for hockey-stick probe), I calculated
the more sophisticated ’unit yields per position’ ratio. On the box plots, the middle line
indicates the median, while the boxes correspond to the 25th and 75th percentile. Whiskers
mark the minimum and maximum values. The average is depicted with blue dots. The
average yield was 6.6 for spiky probe and 3.6 for the surface probe. The average signal
amplitude was 139.2 + 96.4 pV in the case of spiky probe and 89.08 + 30.2 pV for the
hockey-stick probe. While the maximal signal amplitude was only 162.32 uV for the hockey-
stick probe, the spiky probe had 576.79 pV. It is also clearly visible that several extreme
big SUAs of spiky probes exceeded the maximal value of the hockey-stick probe. Larger
average spike amplitudes may correspond to closer cells, since it was already discussed
that single unit EAPs are decreased and flattened over distance [2, 6, 19, 58]. For both
compared parameters, i.e. unit yield and amplitude, the spiky probe had significantly better
results (** p = 0.0078; *** p = 0.0000049; Welch’s t-test), well outperforming the surface probe.

It is important to note that the number of contact sites is not the same for the two probe
types. This unbalanced difference could lead us to biased conclusions regarding their electro-
physiological performance. Thus I also normalized the results by repeating the same analysis by

considering only the first 24 contact sites of the spiky probe. For the exclusion, I have chosen
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the last 8 contact sites of the spiky probe, since the frontal part of the probe was positioned and
fitted to pyramidal layers during insertion. Since both probes are laminar, they became even
more comparable by applying this constraint. In addition, the used spiky probe version has an
inter-contact distance of 25 um, while the hockey-stick probe has 50 um, thus the latter one
sampled twice as long area than the former one. These results remained still significant both
for single unit yields and for spike amplitudes (* p = 0.044; * % * p = 0.000019; Welch’s t-test).
In this constrained case, total single unit yield was 32 for the surface probe and 97 for the
spiky probe. Averaged single unit yield was 3.56 + 1.94 on the hockey-stick probe resulting in
a normalized value of 0.148 + 0.081 units per contact site. For the spiky probe, averaged single
unit yield was 5.71 & 3.2 resulting in a normalized value of 0.238 + 0.133 units per contact
site. Averaged spike amplitudes were 89.08 + 30.21 uV for the surface probes and 138.59 +
96.38 1V for the spiky probes. Please note that despite all the numerous apparent benefits of
the hockey-stick surface probe such as bigger inter-contact distances, smaller impedances and
bigger contact site areas (alias bigger chance to ”being at the right spot”), the spiky probes
(with smaller contact sites, bigger impedances and smaller inter-contact distances) improved
the quality of recording significantly.

As the impedance values, together with single unit yield and spike amplitudes remained com-
parable after 17 insertions, I suppose that these spiky probes can be used repetitively for more
than 25-30 times, in other words more than 100 hours of recording may be achievable with the
device. However, a thorough monitoring of the quality of contact sites is mandatory when a
particular probe is re-used. Lastly, an immediate washing or cleaning procedure is important
after every experimental day for maintaining their long-term stability (see Methods section 3.3.2

for related details).

4.1.5 Waveform analysis of extracellular action potentials recorded with high

spatial resolution

I report all SUA data obtained using the spiky probe in Figure 4.10/B. I used a hierarchical
clustering for separating the recorded EAPs into putative cell types based on their through-
to-peak times. Based on the clustering results, spike waveforms having a trough-to-peak time
below 0.8 ms were classified as putative interneurons (narrow spikes), while remaining clusters
were considered as putative principal cells (wide spikes). In addition, two representative data
(Figure 4.10/A & C) illustrate how the close-packed contact sites of the high-density spiky probe
(with 25 pm inter-contact distances) can spatio-temporally oversample a single unit EAP. These
data also describe how the waveform of the EAP can vary over distance, across several adjacent
contact sites. I show the average EAP waveforms and the corresponding autocorrelograms of
two different single units recorded with the same probe at the experiment. Autocorrelograms
(Figures 4.10/D & E) were plotted in 100 ms duration and divided into 5 ms bins. The sharpest
signals (where the waveform has the shortest temporal extent) were detected at Channel #8

(Figure 4.10/A) and Channel #12 (Figure 4.10/C). The spike counts over a recording duration
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of 3 minutes were #312 and #158, respectively. Based on the work of Barthé et al. (2004) and
Csicsvari et al. (1999, 2003), the trough-to-peak time (or the half-width) of spikes itself may
be enough for separating two putative cell type groups from the recorded SUAs [65, 66, 83], as
it is shown in Figure 4.10/B.
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Figure 4.10: Clustering results of putative cell types based on their recorded extracellular wave-
forms. Averaged EC traces of a putative interneuron (shown in blue) with corresponding autocor-
relogram (A and D). Bimodal distribution of trough-to-peak times of recorded SUA waveforms (B).
Hierarchical clustering was used to separate units (shown in black dashed line) either as narrow
spiking (blue) or as wide spiking (red) SUAs. Asterisks represent trough-to-peak times of the two
selected units. Averaged EC traces of a putative pyramidal cell (shown in red) with corresponding
autocorrelogram (C and E). Asterisks next to the spike waveforms represent the sharpest signals
(possibly the closest contact sites to the soma). Please note the different propagation lengths and
different spiking behaviour of the two putative cell types.

Here I investigated additional parameters in the case of two selected single units, namely
trough-to-peak time, presence of the initial capacitive peak, features in the autocorrelogram
and spatial spread. The second single unit (shown in red) had a trough-to-peak time of 1.2 ms
at the sharpest channel, 4 times longer compared to 0.3 ms of the first unit (shown in blue).
Moreover, I have found that the initial positive peak on the second unit (red) was present
on numerous contributing channels while the first unit (blue) exhibited the initial positive
peak visibly only at the sharpest channel. Investigating the autocorrelograms, the first unit
(blue) showed distributed firing patterns resulting in a smooth decay in the histogram (Figure
4.10/D). In contrast, the second unit (red) showed fast and regular-spiking behaviour, resulting
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in a narrow-range and sharp peak on the autocorrelogram close to the middle refractory period
(Figure 4.10/E). The initial steepness was higher for the second unit (red) represented by the
immediate peak after the refractory period, unlike the first unit (blue), where the initial peak
was built from intermediate steps. Referring to Barthd et al. 2004 and Csicsvari et al. 1999, 1
clustered the first single unit (blue) to a putative interneuron and the second single unit (red) to
a putative pyramidal cell [65, 66]. Lastly, please also note the different spatial propagation of the
EAP across channels. In the case of putative pyramidal cell, the signal propagation was rather
bi-directional and also longer compared to the putative interneuron. The EAP propagation
of the putative interneuron was less significant and almost unidirectional. Interestingly, the
more localised putative interneuron showed higher peak-to-peak amplitude of 162 pV while
the putative pyramidal cell only reached 72 pV. Such differences can however be also emerged
from the variable Euclidean distances and orientation of the cells compared to the axis of the
laminar probe [58]. The determination of these parameters remains to be investigated in further

experiments such as one presented in the II. Thesis group (4.2) in Section4.2.6.
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4.2 1II. Thesis group: Co-localised, simultaneous intra- and
laminar extracellular recordings with corresponding mor-

phology: generation of a ground-truth dataset

The main goal of this chapter is to develop a simultaneous experimental protocol as well as
to acquire ground-truth data for validating EAP signals detected by previously introduced
and tested silicon probes (using both the commercial NeuroNexus comb probes and the spiky
probes). In addition to electrophysiology, concurrent 2P imaging must be included to take full
advantage of all the multi-modal information available from co-localised recordings. My effort
to record from the same neuron using patch-clamp and a multi-channel EC probe requires a
very precise temporal and spatial alignment of the two recording systems as well as visual
monitoring for effectiveness. The simultaneous IC-EC set-up was briefly introduced in the
Methods Section 3.3.2, here I elaborate on this set-up describing the complete experimental
protocol in details, the generation and pre-processing of the ground-truth dataset, and lastly,
I present a collaborative work on the application of simultaneous IC-EC plus morphology data

on single-cell level model-based CSD calculations.

4.2.1 Detailed experimental methods developed for simultaneous recordings

As the first step, microscope objective needs to be adjusted for imaging the slice surface and
for seeking the predefined brain region of examination. Regarding brain region, I search for
the stratum pyramidale in CA1 region of the hippocampal formation, since apical dendrites of
these pyramidal cells are less branched and better outlined compared to CA3 dendrites. It is
important to note that not only the probes need to be positioned but the whole slice should be
aligned before fixing it by a holder grid. These horizontal slices can be easily oriented visually
by looking the characteristic curvatures of hippocampus and corpus callosum such that the CA1
pyramidal layer will become accessible (in other words free from holder strings) and optimally
placed for further insertions. When CA1l pyramidal layer is found by the experimenter and
checked to be optimally angled for insertion, as a next step, the multichannel extracellular
electrode is positioned above the brain slice. Again, I pay particular attention to adjust the
correct X-Z angle and X-Y range in order to place the silicon probe as parallel as possible
to the main dendritic axis. The three different silicon probe types used in this study (and
introduced earlier in Methods Sections 3.1.1, 3.1.2 and 3.1.3) have different settings for optimal
insertion. Since the shanks of the Neuronexus probe are parallel to the printed circuit board
(PCB), therefore the probe’s contact sites are perpendicular to its axis (please see Figure 4.11
for details). The Neuronexus probe should be implanted diagonally at an angle of 19°. Given
this position, the objective is capable to focus on the sufficiently flat probe without touching or
bending it, as well as, the probe is steep enough to avoid the wall of the recording chamber. In
the case of the spiky probe, the implantation angle is slightly steeper (22°). In this condition, the

aforementioned beneficial properties are given; however, here the protruding endings (carrying
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contact sites) of the spiky probe will be inserted vertically. This is a significant difference, while
the Neuronexus probe can penetrate to any depth, the spiky probe has an implicit implantation
limit of 50 pm (equal to its own protruding endings). Even if the probe itself can be lowered
deeper, it is not recommended because the shank will certainly cut the slice making extensive
tissue damage. The depth of 50 pm is well-chosen for co-localised recordings (visually guided
patch-clamp recordings become hard to implement below 80-90 pm due to the rapid degradation
of camera-mode NIR image quality).

As in every in vitro extracellular recording, the surface of the slice is considered as a dead-
cell layer with cut-off dendrites and flattened somas. Thus one has to dive into the tissue
(minimum -20 pm below the surface) in order to find putative intact cells with physiological
signals. A major drawback of the "hockey-stick’ probe (used only in the beginning of the study)
was that this modified Plexon U-type angled probe cannot penetrate into the tissue. Even if it
can record single units and population activity from the surface, these volume conducted signals
(possibly rather coming from deeper layers) will be always attenuated by the dead-cell layer.
As it was previously shown in this thesis (in Results Section 4.1.4), penetrating spiky probes
are significantly outperformed the recording quality achievable with this surface probe. Since
surface patch-clamp recordings are similarly problematic (and resulting non-physiological signals
from cells with no input) I discarded to use the hockey-stick probe in co-localised simultaneous
recordings and only the results made by the Neuronexus comb probe and by the custom-made
spiky probe will be presented in the following chapters. Given an optimal vibratome sectioning
angle, signals become step-by-step more detectable when going deeper in the slice. From the
depth of -20 pm I always found ovoid shape cells (considered as intact) and the signal enrichment
and amplification can be well-monitored visually during the insertion.

Stepping back to implantation process, multi-channel silicon probes are implanted on the left
side of the recording chamber. However, their contact site layout is different so their insertion
protocol will be different as well. While the laminar contact site row of the Neuronexus comb
probe is perpendicular to its main shank, the spiky probe has a contact site layout parallel
to the shank axis. Optimal insertion protocol is the following: for the comb probe, the shank
has to be inserted parallel to the pyramidal layer (alias perpendicularly to apical dendrites),
while for the spiky probe, positions are just the opposite: the main axis is perpendicular to the
pyramidal layer, thus it is parallel to the apical dendrites (at least along the trunk region). If
these positions are achieved, then there is an increased chance to have a patched CA1l neuron
parallel to the silicon probe inserted beforehand.

Figure 4.11 shows four representative simultaneous IC-EC recordings, two different sessions
for both probe types. The top sub-figures (A, C) are considered to be successful, parallel ar-
rangements between the contact sites and the cellular somato-dendritic axis. Bottom subfigures
(B, D) represents angled, suboptimal positions. Naturally, it is very challenging to find com-
pletely parallel cellular processes in the close vicinity of the extracellular probe. Even in the

case of correct X-Y situation (as shown on top sub-figures (A, C)), there is an inevitable angle
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Figure 4.11: Parallel and less parallel arrangements of silicon probes and the intracellular axis in

different recording sessions.

in the Z-direction between the cellular axis and the laminar probe which cannot be shown on
this 3D—2D Z-stack projections.

Suppose that the EC probe is well positioned above the slice at the right place, angle and
direction compared to the CAl pyramidal layer (for an optimal theoretical arrangement, please
visit back to Figure 3.4 in Methods 3.3). The probe was then inserted at a slow velocity
(~ 5-10 pm/s, visually guided, manual insertion via motor-controlled wheels of the Luigs-
Neumann controller). After reaching an optimal place and depth with the EC probes (where
notable single units and population activities are both present in the raw, broadband signal), I
allowed 15 minutes for the brain tissue around the probe to settle before attempting patch-clamp
recording. During this period, a freshly drawn micropipette was filled with intracellular solution
containing three different markers (previously described, see details in Methods 3.3 and 3.3.1):
Alexab94 (red, static, for z-stack reconstruction), Fluo-4 (green, dynamic, Ca?t sensitive) and
Neurobiotin tracer dye (for post-hoc histological reconstruction). Attached pipette was then
guided and centred to the focus point of the microscopic image (2 mm above the slice), then
slowly lowered until reached the surface of the slice. During lowering and penetration, high
positive pressure was applied to avoid clogging (or a blockade in the pipette outlet due to tissue
contamination). Pipette resistance was checked for every individual pipette in the aCSF, after

the application of high positive pressure but before patching. Optimal resistances are expected
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to be between 6-9 M(2. Pipettes having resistances lower than 4 M2 or larger than 10 M{2 were
withdrawn and replaced.

Subsequently, a candidate cell for intracellular recording was selected and targeted. When
the focus is at tissue level, I observe cells in the targeted region for shape. For target region, I
focus on cells located between 20-100 pm below the surface of the slice and located in 20-150
pm distance range from the extracellular probe. Neurons with cell-electrode distance lower than
20 pm were considered to be ’dangerous to approach’ or ’possibly damaged by the extracellular
probe’. Similarly, neurons with cell-electrode distance bigger than 150 ym were also ignored
since the chance for capturing their EAP simultaneously by the extracellular probe is extremely
small. Cells located deeper than 100 pm are challenging to monitor by using nIR camera (and
also challenging to patch them) and surface cells are easily identifiable by their swelled, flattened
somas with round nucleus known as dead-cell layer, or cut-cells. Healthy cells should appear
as round, ovoid, or elliptical homogeneous structures. Since both extracellular probes were
positioned such that their contact site axis penetrated to a depth of 50 um, cells found within
the target region are optimal for simultaneous IC-EC recordings. When a particular candidate
cell was selected, I marked it on the computer screen in order to help micropipette guiding. I
roughly calculated the insertion place of the micropipette based on triangulation method. In
case of missed target, it is always better to retract the pipette and to make the reposition above
the slice instead of local repositioning within the tissue. During the approach, the patch-clamp
system was functioning in voltage-clamp mode and membrane test was applied to continuously
monitor pipette resistance. Close to the target cell, an increase in pipette resistance can be
obtained. At the same time, a dimple should appear on the surface of the cell body, at the
pipette tip caused by the positive pressure applied earlier. If a combination of these events
was detected, we suddenly released pressure - and applied slight suction if needed - to obtain
a good seal on the neuron’s membrane. Optimally, a high seal resistance (bigger than 1 G2,
also called ’gigaseal’) can be formed quickly, which will both prevent noise contamination and
contribute to the mechanical stability of the patch-clamp. If the gigaseal has formed, fast and
slow capacitance were compensated automatically via built-in commands in the Multiclamp
system. Then a brief but stronger suction was applied through the tube to rupture the plasma
membrane and to allow whole-cell intracellular configuration. After achieving a successful whole-
cell configuration, series resistance compensation was similarly calculated automatically, by the
program. For the latter, I changed to current-clamp mode where either positive or negative
holding current was constantly injected to hold the cell at the desired membrane voltage (close
to its resting membrane potential). In current-clamp mode, first step was to run a Ramp test,
a pre-defined and incremental series of current injections in order to elicit intracellular action
potentials (IAPs) and to find the spiking threshold of the patched cell and by using the spiking
parameters (and additional properties such as input resistance) to preliminary characterize the

cell type (which will be validated later during the experimental protocol).
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Spiking threshold was then determined from Ramp-test and constant holding current in-
jections were adjusted to maintain a membrane potential slightly above the threshold value.
By applying this, I was able to generate near-spontaneous spiking behaviour. Holding current
injections ranged typically between £+ 100 pA, however, in some cases (where the cell had sta-
ble spiking at 0 pA level) no holding current was injected and real spontaneous activities were
detected. Special care was taken for maintaining constant (unchanged) current injection within
one recording session. Current were only adjusted between sessions and changes were tracked.
Occasionally, there was a need for re-positioning the pipette within the cell body. This can
be done in two-photon mode, since the cell body is immediately filled with fluorescent dyes
upon whole-cell configuration (even if other processes are not visible at that time). During ad-
justment, intracellular membrane potential fluctuations should be continuously monitored and
the holding currents are to be adjusted in accordance. If the re-positioning of the pipette is
finished, Ramp-test was repeated to re-calculate the sensitive intracellular properties. Please
also note that I can only change the pipette position but not the position of the extracellular
silicon probe. The latter would certainly cause the loss of the patch-clamped cell due to tissue
movements around the probe.

When basic intracellular investigations (Ramp-test, parameter calculations, and pipette ad-
justment) are successfully finished and the patch-clamped cell is considered to be stable, simul-
taneous IC-EC recordings can be started. For initializing the simultaneous recording protocol,
triggers coming from the two-photon microscope were applied and synchronized. Actually, 1
made a so called "fake’ line-scan protocol, where PMT detectors and shutters were closed in the
light path (so no imaging information were detected) but digital signals as triggers could be
transmitted from the set-up towards IC (Multiclamp amplifier and DIGIDATA digitizer) and
EC (INTAN FPGA acquisition system) instruments. For the majority of recordings, IC data
has been recorded twice, both by the IC signal processing system and by the ADC input of the
FPGA board. This was necessary for achieving sub-millisecond accuracy and for excluding any
possible additive delays due to dual signal processing. It is important to note, that IC data
recorded on the ADC input of the FPGA board is 3 orders of magnitude larger than multi-
channel EC data simultaneously recorded on the very same board. In the case of IC recordings,
signal amplitudes (during spikes) reach 100 mV changes, while EC SUA signals are ranging
usually between 50-500 V). I experienced significant cross-talk artefacts on EC channels in
times when IC spikes occurred. Thus I lowered the gain of the IC signal to its minimal values
(1, which means tenfold amplification). Moreover, I had to implement a level-shifter for IC sig-
nals, since the ADC input of the INTAN FPGA board can only accept positive voltage values
(from 0 V to 3.3 V). This was done by manually adjusting the DC offset of the patch-clamp in
Multiclamp. Note that this value may vary for each recording session (since it depends on the
actual membrane potential). DC offset shifting values were always tracked for each recording

session and later they have been transformed back (during off-line analysis in MATLAB) to
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get the real intracellular voltage values. By applying these regularizations, cross-talk artefacts
could be minimized and at the same time, a proper synchronisation could be achieved.

In simultaneous IC-EC mode, 3 minute long sessions were recorded while holding currents
remained constant. This length was short enough to maintain unchanged physiological con-
ditions, but also long enough to collect reasonable amount of spikes. Inclusion criteria for a
successful simultaneous measurement were the following three conditions: I expected detec-
tions of at least 100 spikes for each 3 minute session (1), constant holding current injected for
maintaining stable spiking had to be small enough, ideally below 250-300 pA (2), and after pre-
processing, spikes of the patch-clamped cell should be detectable on at least one EC channel in
the spike-triggered average (STA) form (3). This STA is also referred sometimes as ”spike-field”
of the patch-clamped cell in literature [22]. Please note, that spikes of the patch-clamped cell
not often appeared on any EC channels in the raw dataset, even if this would be necessary
for blind EC spike sorting (without the knowledge of ground-truth spiking) [122, 159]. Here I
only state that for my inclusion criterion, I need to be able to detect extracellular footprints
of the patch-clamped cell in the averaged STA signal, which is a weaker requirement than the
EAP appearance in raw recordings. Luckily, this can occasionally results in spike detections of
patch-clamped cell for both (raw and pre-processed) types of EC signals.

If simultaneous IC-EC datasets were successfully recorded and the patch-clamp could still
be considered stable, as a final step, I changed back to two-photon mode on the microscope
and made a large-volume z-stack projection for revealing the 3D morphology and cell-electrode
distances. The Field-of-View (FoV) of the z-stack projection was set to cover both the EC
probe location and main cellular compartments (soma, apical trunk region and proximal apical
and basal dendrites). Depth levels (z-dimension) ranged from -200 pm to 0 pm, which is the
surface of the slices. As described before in this section, patch-clamped cells were located always
between -40 and -100 pm below the surface and EC contact sites were positioned to -50 pm
depth. The resolution of the z-stack (or the step between stacks) was 3 pm, which was enough
to capture small dendritic processes along the 3D morphology.

In the end of the experimental protocol, patch-clamp recording was set back to voltage-clamp
mode, pipette was then carefully withdrawn (with visual monitoring in tIR camera-mode),
slice was removed from the dual perfusion chamber and dropped immediately into room

temperature paraformaldehyde (PFA) fixative solution for post-hoc histological reconstruction.

Here, I have tried to delineate important steps and underscore crucial parameter settings
that must be controlled for achieving successful and rigorous intra- and extracellular recordings
from the very same cell. In the following section, results recorded by the experimental protocol

will be presented and even further modification possibilities will be discussed.
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4.2.2 Main parameters of the ground-truth dataset

At the time of submission, a total of #16 neurons were successfully recorded from #12 animals
with the developed simultaneous and co-localised protocol. This library building is currently
in progress and to be updated whenever a new successful, candidate data becomes available.
Apparently, every recording session has its different pros and cons regarding cellular properties
or recording settings. All these varying parameters will be released together with the dataset.
I advise the Reader to select cells having the most favourable, pre-defined criteria based on this
summary table. Currently, out of the #16 neurons included in this library, only #1 interneuron
was recorded and #15 were found as pyramidal cells. The goal is to hunt for interneurons in
the near future and possibly, this number will be increased. Regarding probe types, #7 neurons
were recorded using my custom-made spiky probe (for technical details, please see Methods 3.1.3
and the first thesis group in Results 4.1). These neurons are coded in the dataset as (sp_1— 7).
Within this dataset, #4 neurons were recorded with the densest version (with inter-contact
distance of 25 pm) and #3 neurons with the medium version (with inter-contact distance of 50
pm). The only interneuron I recorded until now (namely, sp_4) belongs to a session made by the
medium spiky version. Moreover, #9 neurons were recorded using the Neuronexus comb-probe
(detailed description can be found in Methods 3.1.2). These neurons are coded in the dataset
as (nn_1 —9), where #4 sessions were made using the long version of the comb-probe (with
inter-contact distance of 100 pm) and #5 neurons were recorded with the dense version (with
inter-contact distance of 50 pm).

In the following chapters, representative IC and EC data will be presented from this ground-
truth library using both types of silicon probes.

4.2.3 Intracellular firing patterns of pyramidal cells and interneurons

Intracellular analysis will be presented for two representative cells in the recordings: a putative
pyramidal cell and a putative interneuron (unclassified into subclass). Ramp tests always started
from hyperpolarized conditions where there was no spiking activity detected. Current step (or
the difference between individual sweeps) was set to 20 pA and the stimulation length was 500
msec for all the steps. Figure 4.12 and Figure 4.13 depict qualitative and quantitative spiking
responses respectively, against the increasing holding current injections for these different cell
types. In the dataset, pyramidal cell was taken from the sp_1 simultaneous recording, and the
interneuron belongs to the sp_4 recording.

On Figure 4.12, 10 current steps were concatenated and visualized together both for the
pyramidal cell and for the interneuron. It is easy to see how differently they react to increasing
current pulses. While spikes of the pyramidal cell increased gradually (or linearly) during the
test, the recorded interneuron showed a very nonlinear, fast-spiking response.

On Figure 4.13, quantified numerical results are shown from the same Ramp tests. The ma-

jority of Ramp-tests were performed completely according to the predefined protocol; I recorded
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Figure 4.12: 10 concatenated sweeps of Ramp-tests for both two cell types showed qualitatively

different spiking responses against increased holding current injections

40 sweeps, starting from -130 pA minimum current injection until reaching the maximum of
+650 pA. However, I only plotted 27 sweeps, between the minimum limits of -130 pA to +390
pA. This difference is due to the fact, that for increasing positive current given to interneurons,
this types show an excessive activity with high-frequency firing, therefore in order to spare the
neuron for further investigation and avoid excito-toxicity, I decided to manually stop the test
and exclude the last 13 sweeps from comparative analysis. On Figure 4.13/A we see changes
in spike counts for increasing holding current injections. Each marker represents the number of
summed spikes for one particular sweep (individual 0.5 sec stimulation). While pyramidal cell
have a linear dependence on the holding current inputs, for interneuron the increase in spike
numbers follows a nonlinear trajectory. But in both cases, saturation can be noticed, spike count
approximated to a certain limit value (20 for pyramidal cell and 150 for interneuron), which
they did not exceed. (Please note, that cell types are only putative and estimated yet, even if
differences in spiking dynamics are already clearly visible, post-hoc reconstructions are to be
performed for final cell type identification and validation.) Figure 4.13/B represents decreased
spike amplitudes along the Ramp-test. Moreover it shows that the first spike of pyramidal cell
started 4 sweeps later (at +90 pA) than in the case of the interneuron (410 pA). Finally, ampli-
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Figure 4.13: Quantified changes in spiking behaviour for an interneuron and a pyramidal cell
during Ramp-test protocol. Difference is clearly visible in the spike count responses of two putative
cell types (A). Changes in spike amplitudes caused by fatigue in response to increasing holding

currents (B).

tudes are slightly bigger for pyramidal cell in this particular case (but this can vary between cells
patched differently), but the attenuation in the spike amplitudes over sweeps is more prominent
(nearly two times bigger) for the interneuron. This means that while interneurons are more
sensitive to current injections, by responding rapid spiking activity, they cannot maintain the
same amplitudes for increased input currents (and thus for higher spiking spiking frequencies).

On Figure 4.14 a comparison of three intracellular waveform parameters is presented during
spontaneous spiking activity. These intracellular signals were recorded in 3-minute long gap-
free mode after performing the Ramp-test (for detailed protocols please see subsection 4.2.1).
Parameters considered for waveform analysis were the following: spike half-width (A, yellow)
[ms], peak amplitude (B, green) [mV], and spike rise time (C, orange) [ms|]. At the beginning
of this recording session, it was important to set a similar baseline for both neuron types,
because this served as a common reference point. As for the pyramidal cell, I reached -48 mV

resting membrane potential with +10 pA holding current, and for the interneuron I injected -30
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spontaneous, 'gap-free’ recording mode (injecting small, constant holding current to maintain their
membrane potential slightly above the spiking threshold). Investigated parameters are the following:
IC spike half-width (A, yellow), Maximal IC spike amplitude (B, green), IC spike rise time (C,

orange).

PA current to adjust the baseline to -50 mV. With these settings, my goal was to adjust the
membrane potential close to its natural threshold value and to perform continuous recording
with spontaneous-like neuronal activity. Based on the computed waveform parameters, I can
conclude that the complete waveform of the interneuron is clearly narrower than the pyramidal
cell waveform. While interneuron has a spike half-width of 0.356 ms, for the pyramidal cell,
the spike half-width is 1.193, and similarly, the interneuron has smaller rise time of 0.391 ms,
compared to 0.742 ms for the pyramidal cell. These temporal findings are in agreement with
the results of extracellular waveform analysis described in the first thesis group (please see
subsection 4.1.5) and may serve as a ground-truth for extracellular cell type classification. In
contrast to clear temporal differences, the spike (or peak) amplitudes are highly dependent on
the experimental conditions and on the successfulness of patch-clamp, thus amplitudes can vary
even within one cell type across trials. Here, the amplitude of the analysed pyramidal cell was

smaller, but the difference remained practically negligible.

4.2.4 Extracellular spike-triggered averages of patch-clamped cells

Multi-channel EC signals were pre-processed before comparative analysis. (Please see Methods
3.4.1 and 3.4.2 sections for details.) Briefly, the process of analysing EC data started with the
spike detection based on the additional IC channel. Events files are generated containing the
spike timings of the detected IC spikes. As described earlier, I wanted to detect multi-channel
EC "footprints” of these IC recorded spike times. To achieve this, epoch file (.eeg extension)
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were generated, using a 200 ms long symmetrical time window (£ 100 ms) around each event
time. Next, epochs were averaged across all channels (.avg extension). These averaged windows
were defined as extracellular spike-triggered averages (STAs) of patch clamped cells. For the
majority of paired recordings, a high proportion of spike co-occurrence could be detected on
multiple STAs (across neighbouring EC channels) with sub millisecond delay, confirming my
earlier assumption that EC and IC probes sampled the very same cell (which was further
validated by visual monitoring of the recording). Although EC footprints of IC spikes had very
short latency, if signals remained unfiltered, long STA time windows allowed us for investigating

the relationship of the patched cells to their local population (represented as sharp waves or

MUA in phase).
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Figure 4.15: Ground-truth recording example. Averaged IC waveform recorded by patch-clamp
(A). Current-clamp spontaneous spiking activity in gap-free recording mode (B). Three contributing
EC channels are selected and plotted together with corresponding IC events (C). Spike times in red
are shown in the bottom row. I could identify the EC contributions of IC spiking on multiple
channels even in the raw, unfiltered data (EAPs are highlighted with red circles).
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Figure 4.15 depicts an example for ground-truth recordings (sp_7 in the dataset). Figure
4.15/A shows the averaged IC waveform recorded by patch-clamp. On Figure 4.15/B we see
spontaneous spiking activity of the patch-clamped cell held by constant low current injections
in gap-free (or continuous mode). On Figure 4.15/C three particular EC channels are selected
and plotted (while all channels were recorded) together with the corresponding IC events (or
spike times, represented as red ’one’ markers in the bottom row). Here, I actually could find
the footprints of IC spiking on multiple EC channels even in this raw, unfiltered data (EAPs
are highlighted with red circles). Such a dataset may prove especially useful for spike-sorting
approaches based on blind source separation and for validation of different sorting algorithms.
But even if the patched-cell is not that easily recognisable, further analysis can resolve its
hidden effect on the EC potential. If IC data cannot be firstly visible on any EC channels during
raw recordings, STAs of the ground-truth dataset is still can be very useful for for validation
and improvement of computational modelling of single-cell EC fields, i.e. determining how a
neuron’s location and morphology contribute to its extracellular signature. Such an application
will be shown in the following section based on a ground-truth dataset having smaller (and

hardly visible) amplitudes.

To reveal a detailed spatio-temporal EC contribution of the patch-clamped cell, on Figure
4.16 I show how the aforementioned data can be further analysed. Figure 4.16/A show one
epoch of 20 channels (out of 32). As described earlier, the number of epochs generated based on
the event file equals to the number of IC spike in one recording session. The patch-clamped cell
is most visible on the 12¢h channel (middle row, 4* channel from left). Please also note in this
case the presence of SWR activity gradient on multiple neighbouring channels which precedes
the intracellular spike (or termed as phase-locked). On Figure 4.16/B, spike-triggered averages
(STAs) can be seen for the same selected 20 channels. EC footprint of the patch-clamped cell
is biggest on the 12t* and decays in both directions. The effect of phase-locked, occasional SW
activity is less prominent (it may be averaged out across all epochs). 4.16/C show the same
STA signals but overlaid from channel 9 to channel 17. This sub-plot can provide detailed
spatio-temporal information about the patch-clamped cell in the EC space with time resolution
of sub millisecond in time and linear space resolution (here, using the densest spiky probe) of
25 pm. Note that the epochs (therefore the STAs as well) were aligned in time to the peak of
the patch-clamped cell (stored in the event file), while the spike was initiated 0.2-0.5 ms earlier.
Though the small sample size of my simultaneous dataset precludes strong, direct conclusions,
such detailed EC STAs together with ground-truth IC spikes and reconstructed morphology can
provide invaluable data for further data analysis methods or model-based single cell calculations
as shown in the following section using one of the first recorded neurons by my simultaneous

experimental protocol.
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Figure 4.16: Extracting average spiking activity (STAs) from ground-truth recordings. Epoch
of 20 channels out of the total 32 (A). The patch-clamped cell is most visible on the 12" channel
(middle row, 4*" channel from left). Please note the presence of SWR activity gradient on multiple
neighbouring channels which is phase-locked and precedes the IC spike. Spike-triggered averages
(STAs) for the same selected 20 channels (B). Negative EAP footprint of the patch-clamped cell is
largest on the 12" and decays in both directions. Same STA signals but overlaid from channel 9 to
channel 17 (C).

4.2.5 3-D reconstruction of cell and probe locations

Patch-clamped cells were implicitly filled with histological tracer molecules via diffusion of the
IC solution containing either biocytin or neurobiotin. While well-filled neurons have already
showed detailed dendritic morphology in fluorescent two-photon z-stack projection using Alexa
594 (red) and Fluo-4 (green) dyes, histological tracers are much smaller molecules allowing the
post-hoc reconstruction of very fine processes (including axons). (For technical details of the
histology, please see Methods section 3.5) In every case where all histological steps (fixation, re-
slicing, and the precipitation of the tracer) were successful, neurons were chosen to be digitally
3-D reconstructed by the Neurolucida system.

Figure 4.17 shows two examples taken from the dataset including both the filled neuronal
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Figure 4.17: 2-D snapshots of two complete 3-D reconstructions of the complete neuronal mor-
phologies and corresponding EC probe traces. Please note the effect of small but visible tissue

displacement caused by the fixation and re-slicing processes on the linearity of EC contact sites.

morphology (blue colouring corresponds to dendrites and red for axons) and the markers
(small circles or triangles in orange boxes) of EC contact site positions. Regarding the axis
of EC contact sites, a small but visible tissue displacement was present in Figure 4.17/B
(sp_7) caused by the fixation and re-slicing processes. Rectangles of different widths (in light
orange) indicate the amount of tissue displacement along the EC contact sites. The effect
of tissue displacement was much less on Figure 4.17/A (sp_1), as here the points of contact
sites form a quasi-linear axis (which can be further checked for all different rotation angles
in 3-D). Although the complete axonal arborisation could not be revealed here, initial axons
were found in both cases after zoom-in (shown in red). Please also note, that both cells
were located partly outside of the main pyramidal layer. This was similar for the majority of
patch-clamped cells in the dataset. The cause is profane, as these ’outsider’ cells proved to

be easier to access by the micropipette, nevertheless, they still belong the main pyramidal layer.

With the help of Neurolucida 3-D reconstructions, cell-electrode distance (or more precisely,
the distance between contact sites and sub-cellular compartments) can be calculated. Having
all these structural data together with IC-EC electrophysiology, my next goal is to support
model-based single-cell calculations with real experimental validation. Such an example will

also be discussed in the following sections.
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4.2.6 Experimental estimation of cell- electrode distances

Estimation of the Fuclidean distances between sub-cellular compartments and the closest con-
tact site of the EC probe was carried out in two different ways. In a few cases where only the
firstly made two-photon z-stack projection was available (without post hoc histological processes
and the Neurolucida 3-D morphological reconstruction), triangulation was calculated using the
sharpest z-y stacks (or focal planes) both for sub-cellular compartments and for contact sites,
respectively. After measuring the planar (z-y) distance between two points, I determined the
depth (z) distance by calculating the difference between stacks (or focal planes) in the z-stack
projection. Then I applied Pythagorean theorem to calculate the hypotenuse (or ’c’) of the
triangle, where the two sides are the planar cell-electrode distance (’a’) and the depth difference
(’b"), as follows: ¢ = v/a? 4 b2. Since the z step (alias the resolution of the z-stack projection)
was set to 3 pm, my distance estimation had an implicit inaccuracy of +1.5 pym. Furthermore,
considering my own bias (as the subjective, human factor during the calculations) I have cer-
tainly introduced an additional error of at least 3-4 pm based on the indefinable sharpness range
on the z-stack figures.

In other cases where exact Euclidean coordinates were available both for sub-cellular com-
partments and for contact sites, we recalculated the triangulation based on the results of the
Neurolucida 3-D reconstruction. Again, we possibly introduced some errors with the putative
tissue displacements (caused by the fixation and re-slicing processes or inherent software align-
ment errors). Finally, results of the two different distance estimation methods were compared.
Until now, I have not found any notable difference (d > 10 pm) between the two distance
measuring methods, however, in this case I would consider such a dataset as unconditional
and it would be possibly excluded from further, distance-based analysis (titled as a data with

?uncertain estimation” or ”missing spatial information”).

4.2.7 Application of ground-truth experimental data in cellular-level, model-

based calculations

We have seen in Background section 2.2.2 that governing inward and outward currents can
be estimated from the measured EC potentials by the inverse-method of CSD. Several CSD
strategies were invented to localise current sources on different scales depending on the nature
of the specific experimental paradigms. One of the most recent CSD method presented in the
literature was the single-cell CSD on realistic neuron morphologies called skCSD [62]. Credits
belong to Zoltan Somogyvari, Dorottya Cserpan and Daniel Wéjcik for the development of this
collaborative project and the author would like to thank that the recorded ground-truth dataset
was used for the validation of this novel method.

To examine the experimental feasibility of the skCSD method, we analysed one simultaneous
IC-EC data (nn_8 in the dataset) recorded using the Neuronexus comb-probe together with the
patch-clamp filled complete 3-D morphology and pre-calculated cell-electrode distances. The
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skCSD reconstruction is shown in 4.18 at the moment of firing. Then a 10 ms long video of
the spike triggered average is shown on the following Figure 4.19 (clickable in the digital PDF
version, after allowing pop-up conditions).

In this recording session, 154 IC spikes were detected on the 3 minutes patch-clamp signal by
0 mV upward threshold crossing. Here, only +5 ms wide time windows (epochs as introduced
earlier) were cut around the events of each spikes on each channels of the EC potential record-
ings and averaged, to access the fine details of the EC spatio-temporal potential pattern which
accompanied the firing of the recorded neuron on all channels. Two faulty channels were mal-
functioning (2, 5); however, as the skCSD method allows retrieving CSD maps from arbitrarily
distributed contacts, this has not prevented the analysis and the faulty channels were excluded
from further calculations. Averaged spatio-temporal potential maps (or STAs) were high-pass
filtered by subtracting a moving window average with 100 ms width. This filtering, together
with the STA procedure, ensured that the resulted EC potential map contains only the con-
tribution from the actually recorded cell. The price we paid was filtering out EC signals of
the spontaneous repetitive sharp-wave like activity of the slice (as also shown in the previous
sections), which was correlated by the firing of the recorded neuron and thus the presumptive
synaptic inputs of the recorded neuron as well. In addition, one more temporal smoothing by
a moving average with 0.15 ms window was used to reduce the effect of noise.

Figure 4.18 captures a moment from the skCSD reconstruction for a typical CA1 pyramidal
cell. Figure 4.18 /A shows EC potentials measured with the 5 contact sites placed closest to the
soma or the neuronal axis. The 0 ms marks the time of the IC membrane potential crossing
the 0 mV threshold. The black vertical line marks the 0.40 ms time instant for which the
EC potentials and skCSD reconstruction are shown. On Figure 4.18/B, 2-D projection of the
cell morphology and positions of EC contact sites marked by stars, the 5 contact sites used
in the top panel of the figure are labeled with matching colors. The amplitudes of measured
potentials are shown as color-coded circles around the contact sites. Figure 4.18/C depits the
skCSD reconstruction on the branching morphology representation. This is a ’snapshot’ of
the cell firing, the red color indicates the sinks close to the soma, the blue marks the current
sources on the dendrites. Figure 4.19 shows the STAs and skCSD reconstructions as a short
video (clickable in digital PDF version, after allowing pop-up conditions). The video shows the
recorded potentials and skCSD reconstruction for a 10 ms time window centred around the spike
(as described in section 4.2.4. The top panel presents the STAs of the potentials during 5 ms
before and after the spike recorded at 5 contact sites closest to the soma. The lower left panel
shows the morphology of the cell, contact site positions, and the recorded potentials. Similarly
to the above mentioned snapshot picture, contact sites are marked by stars and the amplitudes

of the recorded potential are shown as color-coded circles around the contact sites.
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Figure 4.18: skCSD reconstruction of spike-triggered average for a CAl pyramidal cell. Time
course of the EC potentials for 5 selected channels (A). 2-D projection of the cell and silicon probe
positions with overlaid EC potential dynamics (B). Reconstruction of current source densities based
on the measured EC potentials and modelled cellular morphology (C).

At -0.05 ms the brief appearance of a sink (red) in the basal dendrites is visible which can be
a consequence of the activation of voltage-sensitive channels in the axon hillock, or the first
axonal segment leading to the firing of the cell (as introduced according to the literature in
section 2.1.2. Since there were no contact site sufficiently close to the axon initial segment, the
skCSD method did not resolve it, instead it resolved to introduce the activity into the basal
dendrite. This phenomenon is quickly replaced by a sink at the soma and in the proximal part
of the apical dendritic tree, accompanied by sources (blue) in the basal and in the more distal
apical dendrites. The extracellular potential on the second contact site reaches its minimum at
0.45 ms, which signals the peak of the spike. The deep red of the soma at this point signifies a
strong sink, while the blue of the surrounding parts of the proximal apical and basal dendrites
indicate the current sources set by the return currents. At 1.30 ms a source appears at the soma
region, which indicates hyperpolarizing currents. Overall, the observed spatio-temporal CSD
dynamics is dominated mostly by the somatic currents, responsible for the spike generation,

and the corresponding counter currents.
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Movie

Figure 4.19: Movie: skCSD reconstruction of spike-triggered average for a hippocampal pyramidal
cell (clickable in digital PDF version, after allowing pop-up conditions)

This example demonstrates the feasibility of the skCSD method on recorded experimental data
and may help in planning further experiments (as an iterative ’ezperiment-data analysis’ cycle),
aiming to reveal the spatial distribution and temporal dynamics of the synaptic input currents

which evoke the firing of a neuron.
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4.3 III. Thesis group: Con?Sinat»si#/ eIl ¢HAAnel extracellular recordings
and two-photon laser scanning microscopy imaging for the experimental
characterisation of photoelectric artefacts

4.3 III. Thesis group: Combination of multi-channel extracel-
lular recordings and two-photon laser scanning microscopy
imaging for the experimental characterisation of photoelec-

tric artefacts

It was shown in the previous sections that microelectrodes (Section 2.3) and optics (Section
2.4) have independently experienced rapid growth in technological development and emerging
applications. Referring back to this literature review, extracellular electrophysiology and two-
photon imaging (combined with optogenetics) both have advantages and disadvantages in sense
of spatial and temporal resolution or structural and functional information extracted. The idea
to put them together in one combined experiment comes naturally to gain maximal benefit
from both techniques. Researchers were initially enthusiastic to combine the two modalities,
however, initial attempts revealed a phenomenon apparently similar to Heisenberg’s 'observer
principle’, that is the present of the observer affects the observed signal. Namely, optical
excitation generates a so called ’photoelectric artefact’ that interferes with electronics and thus
can contaminate (practically, often prevent) the EC recordings. According to this observer
principle, one must record EC potentials or scan the surrounding tissue but not both at the same
moment in time and space. Mutually exclusive combinations may be allowed, as simultaneous
EC-2P recordings may not be problematic if recording locations are placed sufficiently far away
from each other (not co-localised). Similarly, same FoV (co-localised) but subsequent (not
synchronous) recordings may be applied without any photoelectric contamination. However,
there is an ever growing need to compare the two signal types in terms of causal roles, sensitivity
or ground-truth validation, and to achieve this, both co-localised and synchronous measurements
are required. In the following chapters I will shortly overview the features of photoelectric
effect and list some possible strategies to overcome its artefact during EC-2P measurements.
Then I describe my co-localised and simultaneous recording protocol in details and introduce
the off-line, iterative filtering algorithm developed in collaboration. Lastly, I present a few
preliminary, representative EC-2P data where photoelectric artefact was successfully reduced,

while discussing the limitations and future possibilities of those recordings.

4.3.1 Properties of the photoelectric effect

Photoelectric effect was first observed by Alexandre Edmond Becquerel in 1839. He observed
that an unequal illumination of two identical electrodes placed in an electrolyte generated
electrochemical currents. This 'photovoltaic’ or ’photoelectric’ effect was then called the
Becquerel-effect. Later, in 1887 Heinrich Hertz also reported electromagnetic waves in the
presence of high-frequency light. But in fact, Albert Einstein was the first who analytically
described the characteristics of the effect (in 1905) for which he awarded the Nobel Prize in
1921. The most important feature found by him was threshold type nature of the effect, below

76



4.3 III. Thesis group: Con?Sinat»si#/ eIl ¢HAAnel extracellular recordings
and two-photon laser scanning microscopy imaging for the experimental
characterisation of photoelectric artefacts

which no electrons can be emitted from the conductor regardless the amplitude or the length
of exposure of light. In the case of incoherent light source, emitted photons have a certain
wavelength range with randomly oriented phases. Although incoherent light can be collected
into beams, their efficiency (or intensity, e.g. number of photons) is usually not high for a small
illuminated area. On the other hand, lasers were named after their following abbreviations:
'light amplification by stimulated emission of radiation’, thus they polarise emitted photons
forming a virtually single frequency beam with correlated phase (naturally, with a small error
range in real implementation). They can maintain this diffraction-limited, narrow beam over
relatively large distances. But this capability only holds for transmission in an ideal media.
Biological tissue is highly turbid and photons must undergo absorption and scattering which
limits penetration into deeper samples. According to the 'Beer-Lambert Law’, light penetration
into tissue is a function ’optical scattering coefficient’ pug and the ’optical absorption coefficient’
pa [160]. While the pg in brain tissue decreases with increasing wavelength, the p, has a more
complex profile. At visible light is highly attenuated by both the high absorption and high
scattering, while for NIR light, p, is low enough for allowing greater penetration. Thus NIR
range is optimal for laser light sources as also applied in Ti:Sapphire laser systems used in this
current thesis work.

The aforementioned cut-off threshold for photoelectric effect is highly dependent on the
material of the conductor. Surprisingly, this threshold frequency described by Einstein only
holds for single-photon events. Maria Goppert-Mayer (already mentioned as the discoverer of
2P effect) found that when two (or even more) photons simultaneously collide at the target,
they can greatly reduce the cut-off threshold and thus generate photoelectric effect even for

lower applied light intensities.

4.3.2 Strategies to attenuate photoelectric artefacts in combined recordings

Several strategies have been used to avoid or at least to attenuate photoelectric effect but each
approach has its own limitations. First, adjusting incoming photons to zero over the conductive
medium via masking the location of the implanted probe may have beneficial effects. While
masking (or optical blocking) can attenuate photoelectric artefact via absorption, it cannot
completely eliminate any residual effect, since photons are scattering in surrounding tissue. A
second approach is the use of incoherent light sources. This reduces the probability of pho-
toelectric events, although we lose the benefits of coherent illumination. In addition to this,
incoherent light sources cannot be applied for evoking 2P excitation.

In theory, a further technique called 'common-average referencing’ can be also used in the
case of multiple, equally illuminated contact sites and an identical reference electrode. But
practically, this becomes very difficult or infeasible to realise and maintain perfectly identical
illumination for every site (even for the reference) during recordings due to tissue scattering,

unwanted movements and to the large distances between contact sites.
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One can select substantially longer wavelength than the photoelectric cut-off threshold, this
can again reduce the photoelectric artefact. However, when applying any of the widely used
fluorophores in 2P microscopy, the wavelength necessary for detection falls to the NIR range
and coherent light will typically generate overwhelming artefacts. Unfortunately, this cut-off
threshold is usually more sensitive than the power required for the emission of excited photons.
As an exceptional case, laser power can be as minimal as possible in the case of in vitro (single
layer) cell cultures and planar MEA recordings resulting in a diminished artefact to negligible
levels.

From data analysis point of view, principal component analysis (PCA) can also be used to iden-
tify and isolate the majority of repetitive artefact patterns that introduce the largest variance in
the recorded data. However, additional strategies are still necessary to completely remove the
contribution of the photoelectric artefact. A similar deficiency holds for simple filtering types,
which (if applied for longer frequency ranges) may in turn cause too much loss in the useful
information content of the signal. Specially tailored comb filters and adaptive filters were de-
veloped e.g. in steady-state visual BCI applications or for decreasing noise in MRI experiments
or electrocardiography recordings, but there is no application yet published in cellular-level
neurotechnology [161, 162, 163].

Most recently, a material dependent challenge is rapidly emerging to find near-transparent
conductors ideal for combined electro-optical recordings [20, 164, 165]. Such conductors
include ’indium tin oride’ (ITO), ’poly(3,4-ethylenediozythiophene’ (PEDOT), or graphene
[166, 167, 168, 169]. While none of these materials is fully transparent (and they are get-
ting even darkened over time), the main bottleneck is that these thin-films can typically be
deposited on another conductive substrate. Naturally, if any conductive substrate is used, pho-
toelectric effect will be activated.

It seems so far that there is no functional method currently available for using silicon probes
(or any other solid-state conductor) in combined recordings. Thus the only way to combine
co-localised and simultaneous EC and 2P without any disturbing photoelectric artefact would
be the use of ionic conductors instead of solid-state probes. These ionic conductors are mainly
made from a glass micropipette with a pulled sharp, opened tip. Opening at the tip of EC
pipettes can be slightly bigger than for pipettes used in patch-clamp studies (introduced in
Methods section 3.2) and instead of IC solution, they are filled with aCSF or saline. The solid
conductor, usually an Ag/AgCl wire (inserted for the back part of the pipette) and the tip will
be isopotential due to the conductive solution. Luckily, however, the wire ending will remain
relatively far away from the coherent light and as a consequence, photoelectric effect along the
wire will be negligible. On contrary, I have to mention open issues such as fragility of these glass
devices or glial infiltration and clogging which can prevent longer recordings and thus have to
be considered when designing such a device. Even if there are a few theoretical prototypes for
microfabricated ionic conductor arrays with well-controlled site spacing, until the date of thesis

submission, there were no successful and stable realisation published for ionic conductor arrays
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in EC recordings. Such a promising framework was recently developed by me and colleagues in
our lab (patent pending, please visit related reference in Section 7.2 for details), but there is no
functional hardware implementation published yet in this topic therefore this patent does not
form an integrative part of this dissertation.

During the following couple of sections I would like to resolve this very pessimistic overview
listed here. I present a recording protocol and data analysis method for successfully eliminat-
ing photoelectric artefacts in co-localised and simultaneous EC-2P recordings obtained with

commercial silicon probes [170].

4.3.3 Experimental procedure

Three Thyl-GCaMP6 transgenic mice were used for data acquisition [115]. In vitro neocortical
slices were similarly prepared as described elsewhere (in Methods section 3.3.1) except that in
this study coronal slices were cut instead of horizontal slices for better mimicking in vivo record-
ing conditions, Thereby a perpendicular orientation for probe implantation could be assured
respect to the surface of the brain). Experimental set-up including stage, manipulators, aCSF
solution, dual-perfusion chamber, reference electrode, temperature and oxygen supply were all
similarly applied as described in Methods section 3.3.2 and Results section 4.2.1.

In the 2P imaging side, the Coherent Ultra II laser was working in resonant mode providing
random access, almost real-time and whole-area imaging of the surrounding neural tissue. The
objective of the 2P microscope had a working distance of 2 mm and a 20x magnification.
Typical FoV of the 2P imaging was around 300 x 300 pym. The applied laser wavelength was
set to 920 nm which guaranteed the maximal absorption capability of GCaMP6-based Ca?t
imaging [115]. On the EC electrophysiology side, longer type NeuroNexus comb probe (with
inter-contact distance of 100 pm) was used (please see Table 3.1 in Methods section 3.1 for
comparison).

Gaining successful combined EC-2P dataset from this set-up needed some more elaboration
before recording. Firstly, slice was scanned through by the microscope in 2P mode for hunting
a place with outstanding neural activities. Ca®T signals are known as a proxy for IAPs thus
I considered this region, as the optimal insertion place, hypothetically. The implantation of
the silicon probe was carried out in normal CCD Camera mode via motorised manipulators
with the slowest possible velocity achievable by hand-controlled wheels. When high-amplitude
SUA activities appeared on several channels, insertion was stopped, otherwise - if the probe
has not found detectable EC signals in a reasonable insertion range - probe was withdrawn
and relocated. I left the probe to settle into the tissue for couple of minutes before the first
recorded session while small adjustments could be made for positioning the probe even closer
to one of the SUAs if needed. With all these preparation in hand, it was ensured that both EC
and 2P recordings will contain relevant, high-quality signals during a following, relatively long

recording protocol.

79



4.3 III. Thesis group: Con?Sinat»si#/ eIl ¢HAnel extracellular recordings
and two-photon laser scanning microscopy imaging for the experimental
characterisation of photoelectric artefacts

A 15 B 15 Fa— C 15 ' ., ] 5 ; _... ]
1 1 ||' -|M|"" .',.|” i 1 At anANAAAA
L < 05 il '-J‘ il = 05 NI || | I il
£ o £ _or————— A e o——1 M
© 05 o 0.5 | o 0.5 | |I | || | | ‘ ‘
5.1 5'1 I‘ || | 3'1 | ||||
. 515 | £-15 11 i
I
< 2 <. < 25 | (1] [ ]
25 3 ]
. 35 35 | |
1 2 3 4 5 6 7 B 9 1 12 14 16 18 2
Time [s] Time [s]

Figure 4.20: 20 minutes long gap-free recording protocol consisting three sub-sections (A) and the

initialisation of the photoelectric artefact with two increasing magnifications (B-C).

A 20 minute long, gap-free recording session consisted three sub-sessions. In the first part,
8 minutes of laser-free sub-session was recorded in order to provide reference data before
any photoelectric contamination. Secondly, 2P imaging was initiated and as a consequence,
photoelectric artefacts were introduced while EC recording was unchanged. This session lasts
similarly for 8 minutes. The third and last sub-session of the recording protocol was performed
again without 2P laser imaging for obtaining further control data, but this time, after the
generated photoelectric effect. Figure 4.20 shows one recording protocol with highlighted
sub-sections and the initialisation of the photoelectric artefact in two increasing magnifications.
With such a three-step protocol EC changes become tractable before and after laser imaging
while combined recordings are also present in the middle part of the session. During this
middle part, laser generated photoelectric artefacts exceeded the amplitudes of the highest
SUAs at least an order of magnitude. While this artefact covered all SUA signals and made
them apparently undetectable, during this period laser scanned 2P images contained numerous

active cells and dendrites as also shown in Figure 4.21.

After defining proper ’Region-of-Interests’ (ROIs) for these ”blinking” cells, quantitative
Ca®t spike train dynamics can be extracted (examples are shown on the left) in terms of
changes in fluorescence intensities [%] Please note the approximate locations EC probe tips
and contact sites highlighted in yellow. High amplitude artefacts generally appeared as large saw
tooth-like waves (as in Figure 4.20/C). The main frequency of such waves seemed to correspond
to the imaging frame rate of the 2P laser. The frame rate of the imaging is indeterminate (and
is a function of many uncontrollable, fixed system parameters). Moreover, these sharp saw
teeth and other effects introduce various harmonics other than the main frequency, and thus
the elimination of photoelectric artefacts required more subtle methods than applying e.g. a

notch or a band-stop filter, as already predicted in the introductory literature review.
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Figure 4.21: Imaging the close vicinity of the implanted silicon probe in a combined EC-2P
recording. Imaging reveals both activities of somas and dendtrites (examples are shown on the left)
in the same FoV of EC contact sites (highlighted by yellow circles).

4.3.4 Off-line filtering algorithm

Multi-channel EC signals recorded by the INTAN RHD2000 FPGA-based acquisition system
were similarly pre-processed as introduced in Methods section 3.4.1 and re-used in Results
section 4.1.4. MATLAB software was used for off-line signal visualisation, filtering and analysis.
Fig 4.22 summarizes the steps that had been performed by other colleagues in the lab (credits
belong to Gabor Orban and Gergely Marton, details used with permission of the co-authors)
in order to accomplish the identification of spike clusters in laser contaminated data.

Firstly, raw signals were band-pass filtered between 300 Hz and 3 kHz to highlight and detect
SUAs. Next, a "Fast Fourier Transformation’ (FFT) was performed to check the characteristic
frequencies of the artefact which was found to be in relation with the imaging frame rate of the
2P scanner. This main frequency was found around 15 Hz. Comparing the frequency spectra
of the first (laser-off period) part (in every complete session) to their second part (laser-on
period), it was evident that the imaging laser gave rise to a population of high peaks in the
frequency domain with a periodicity of 15.5 Hz corresponding to the imaging frame rate.
Considering this nature of the artefact, it was a straightforward idea to use a comb filter
algorithm to eliminate periodical peaks. Filter modules were built from a set of comb-filters.
The parameter defining the number of modules in the algorithm is called Nj;. Each module
contains band-stop filters fitted to a certain amount of peaks (or centres) in the frequency
domain (peaks denoted by fpeqr and number of filters in one module is Np). The distance
parameter between applied filters in one module (Dp) is a constant 15 Hz here representing

the periodicity of the artefact.
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Figure 4.22: Steps of the iterative filtering process. Flowchart for comparative analysis of laser
noise-free and laser-noisy data (A), parameter setting algorithm (B) and one representative filter

module (C).

Steps for parameter setting are shown in Figure 4.22/B and also in Figure 4.23/B-D. Within
a module, N will be selected dynamically to reach a pre-defined threshold of 15% from fpeqr
(Figure 4.23/B, grey line and circle show the threshold and the centre frequency, respectively).
This will define, how many band-stop filters are needed to go below the threshold with a
(Dr) step size. Band-stop filters are identical and have very steep characteristics with cut-off
frequencies at below 3 Hz and above 3 Hz of each peak, which result in a 6 Hz of rejected band
as shown in Figure 4.22/C and Figure 4.23/D. When such a filter module is generated and
applied in one cycle, I switch back to time domain to check whether this temporary filter state
was sufficient to reduce photoelectric artefact below 40 'V as a stopping criterion. This voltage
value can also be modified if needed, based on the signal quality and the original noise of the
EC recording. If periodic laser noise was reduced sufficiently, then temporary filter parameters
became finalised. Otherwise, I switch to frequency domain (by applying FFT again on this new
data) and a new filter module will be generated with new fpeqr and Np parameters. Filtering
from now turned to be an iterative process by jumping back and forth between frequency and
time domains and defining new modules until sufficiently reduced amount of laser contamination

is achieved.

82



4.3 III. Thesis group: Con?Sinat»si#/ eIl ¢HAnel extracellular recordings
and two-photon laser scanning microscopy imaging for the experimental
characterisation of photoelectric artefacts

350 | C A & B
> 30 53
= —
= 25 1 =25
g 20 g 2
5 3
= A
o & il
5 05 i ‘“ ‘”
0 & bbb A
0 1000 2000 3000 4000 5000 6000 3400 3800 4200 4600 5000
Frequency [Hz] Frequency [Hz]
357 _Q| C- 35 D
S 30 < 30 A
= =
P 25 1 == 25
T 20 T2 ﬂ | |‘ I‘
S 15 S 15 | | “
= ' - ‘ |‘ I‘ ‘
T 10: 110 ‘ | |
= | = | J'l ‘ [
° IM W st A AN
0 B et bt % e
200 400 600 800 1000 260 280 300 320 340
Frequency [Hz] Frequency [Hz]

Figure 4.23: FFT spectrum for EC recordings during 2P imaging. High magnitude harmonics
are highlighted below 1.2 kHz (C) and at higher frequencies (B). Please note the overlap of the
harmonics (B). Rejected 6 Hz frequency ranges (yellow) around periodical peaks within one filter
module (D).

4.3.5 Preliminary results from simultaneous opto-electrical measurements

Regarding my experiments when contact sites were located within the FoV of 2P imaging,
the laser was able to create artefacts with amplitudes of typically 50 times greater than the
amplitude of the largest SUAs. Moreover, we have seen how complicated spectrum of the
photoelectric noise prevents the elimination of the artefact via simple filters. As the following
preliminary results suggest, the utilization of a comb filter-based algorithm can enable future
studies to detect and sort SUAs from these combined EC-2P recordings.

The main trick is that constructed comb filters were applied on both the laser noise free
and the laser noisy data in order to ’equally distort’ the spike waveforms in both cases. Later
on, this allowed us to match the features of different spike clusters in the laser free and laser
noisy measurements. Unfortunately the imaging laser generated artefacts were non-uniform
along contact sites, thus recordings from different channels required filters with custom-set
parameters. For this reason, we could not perform semi-automatic spike sorting in the Kilosort
software package, as described earlier in the I. Thesis (4.1) in Section 4.1.4 and in corresponding
Methods section 3.4.1 but we had to use custom-made MATLAB routines. Spike detection was
performed by simple voltage thresholding. Three features of each spike were defined for spike
sorting: the location of the largest negative amplitude, and values at 250 microseconds (or 5 data

points) before and after these peaks. This feature extraction method is similar to traditional
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Figure 4.24: Final filtered signal (red) is overlaid on the original (unfiltered, green) data. It is
visible that the laser generated photoelectric artefact was significantly reduced and SUAs emerged
from the background noise.
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Figure 4.25: Results of the feature extraction (from two different viewpoints) for two represen-
tative SUA clusters (A). Averaged spike waveforms and autocorrelograms for these two units (B).
Temporal changes of the selected spike features and spike count histograms (C). Laser-on periods
are highlighted with red bars.
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PCA, however it proved to be more robust and easier to use throughout our analysis. The
clusters were manually accepted or discarded based on their spike waveforms and corresponding
autocorrelograms, in accordance with earlier methods. Figure 4.24 is almost identical to Figure
4.20 except that the final filtered signal (red) is overlaid on the original (unfiltered, green) data.
It is clearly visible that the laser generated photoelectric artefact was significantly reduced and
SUAs now are emerging from the background noise. It is also evident, however, that artefacts
did not disappear and small amplitude spike-like, periodic (15 Hz) artefacts are still present even
on the filtered signal around the threshold line (shown in grey on Figure 4.24/C). Fortunately,
we can still observe major SUA amplitudes far exceeding the amplitude of these artefacts.
Figure 4.25/A shows the results of the feature extraction (from two different viewpoints) for
two representative SUA clusters. Black clouds of spikes were detected during laser-off period
and red spikes under 2P imaging. Averaged spike waveforms and autocorrelograms for these
two units can be seen in 4.25/B. Temporal changes of three selected spike features and spike
count histograms are shown in 4.25/C, where laser-on period is highlighted with red bars. While
amplitudes (second component, shown in black lines on rightmost subfigures) remained quasi
stable for both selected units, please note the incidental modulatory effect of the applied laser
on spike counts (lower subfigures). I will shortly discuss putative reasons of this unwanted effect

in the following Discussion Chapter 5.
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Chapter 5

Discussion of the results

Methodological challenges are present in all experimental paradigms related to brain research,
thus they show very rapidly expanding fields. From the point of view of the current study,
my main goal has been to explore novel approaches to the combined recording of neural
signals, namely intra-, extracellular and two-photon fluorescent signals. There were several
'upsides’ of this work that led us to the development of a novel multi-channel electrode, or
to different multi-modal datasets using the methodological advancements presented here in
this dissertation. However, there were several 'downsides’ as well. As it was shown earlier
within the literature review (in Section 2.5), it is critical to demonstrate the recording
capabilities and to define limitations of the developed instruments and methods for the correct
interpretation of their resulted data. Nevertheless, these issues should not only be considered
as obstructions but also as opportunities for future improvements. In this chapter I will shortly
discuss all three Thesis groups one after another, although now I will be focusing rather on
their flaws instead of their merits. Ewven if it would be desirable to provide solutions for all
emerging drawbacks, some of these major hurdles remained yet unanswered. These issues stress

the importance of future work and I will give an outlook for perspectives in the final Section 6.2.

In the I. Thesis group I have presented and tested a penetrating spiky probe for EC
recordings, in wvitro. Thanks to the protruding contact sites, the spiky probe can record from
a deeper neural tissue environment resulting in higher spike amplitudes as well as a higher
single unit yield compared to a commercially available surface probe. The spatio-temporally
oversampled EAPs were visible on multiple contact sites and preliminary clustering methods
were applied for separating putative cell type based on their waveform differences.

It has to be admitted however, that the current experimental approach is not designed for
long-term recordings. My main focus was to increase the cell accessibility of the contact
sites during acute brain slice recordings, consequently, to increase signal yield and recording
quality. Future developments may enable such devices to be applied in both chronic and acute
recordings, as well as in combination with other modalities such as intracellular recordings,

combined optogenetics or microfluidic drug delivery applications [166, 171]. I showed an
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example for combined 2P imaging and proposed that the spiky probe makes possible con-
secutive recording and imaging of the tissue at the same region. However, the stability of
multi-layered contact sites under higher two-photon laser scanning is yet to be investigated. In
addition, as only the contact sites penetrate into the deeper tissue, they may cause less tissue
damage than commercially available penetrating probes (such as the 16-shank comb probe
from NeuroNexus), but a proper histological validation is also to be performed in this regard.

Lastly, I propose one more advantage of the design, namely that it can overcome the so called
’dead-spot problem’ [136]. A dead-spot problem appears when the contact sites along the
shank are located too far from the tip or the edge of the shank. It becomes difficult or even
impossible to approach and record from the closest active cells by an IC glass micropipette,
simultaneously, as the probe itself attenuates the neighbouring signals. Recent works in the
literature (introduced earlier in section 2.5.2) showed how these paired IC-EC recordings could
make new ground-truth data for multi-channel EC electrophysiology [21, 22, 136]. With my
protruding design, such co-localised recordings may become easier to perform and to achieve
higher signal amplitudes. Moreover, the angled shank can fit under the objective of a 2P
laser scanning microscope, thus it is also possible to complete the electrophysiological data
with optical information. I conclude that the spiky probe can be a step towards multi-modal
experimental designs (as it will be detailed soon within the II. Thesis group (4.2) in section
4.2.1), while they also expand the limits and neural yield achievable by laminar multi-channel

electrophysiological systems.

Moving forward to the II. Thesis group, numerous challenges and opportunities were
already listed in the ground-truth review Section 2.5.2 regarding the simultaneous IC-EC
experiment and its recorded dataset. As it was mentioned in the 4.2.4 section, not every
patch-clamped cell can be identified yet in the gap-free recording by using only the EC signal
and by applying spike sorting methods. The reason for this restriction is that we still have a
considerable distance of 70-80 pm between the EC probe and the patched cell, but according
to the literature, the electrode-cell distance must be between 20-50 pm to successfully apply
any detection and clustering method. My goal is to get closer to the cells by further optimizing
the measurement set-up and process and to record more cells with sortable spike amplitudes.
Furthermore, during the simultaneous recording of the IC and EC signals, synchronization
problems and artefacts can be emerged between the two systems. When the cell fires, the IC
acquisition system necessarily applies the so called ’bridge-balance’ (BB) compensation, which
may cause a considerable artefact on the closely placed EC channels. This makes challenging
to analyse the exact zero time point of the IC spike. It is possible to remove (e.g. subtract)
this crosstalk artefact from any of the EC channels, but consequently, we have to pay the
price of loosing some useful information on these particular channels. Although the crosstalk
phenomenon is still present in a subset of the recorded dataset, I already have a few successful

preliminary data, where IC and EC signals are clear from any crosstalk artefacts. In these
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cases, a preliminary BB compensation was only set during Ramp tests (when only IC data is
recorded) and for simultaneous IC-EC recordings, it was switched off. This is still a sub-optimal
solution, since BB compensation is needed for plausible IC spike waveform, however, this
change does not affect the accuracy of spike times. Thus these data can be extremely useful for
spike sorting applications but not for single-cell calculations. But it is important to note that
these aspects are to be further improved as it will be also mentioned in the final Perspectives
in Chapter 6.2.

Regarding the application of ground-truth data in skCSD analysis, I also have found drawbacks
both for the methods and for the applicability of the data. Technically, skCSD can be applied
to any data coming from even a single contact site just like - as an example - the age profile of a
human population can also be estimated from a single specimen. But obviously, in these cases,
the estimate would be a poor reflection of the distribution of interest. Improving the sampling
(by applying more contact sites), the quality of the estimate improves, yet ultimately it is hard
to judge a priori how many contact sites is enough and what level of precision is required to
obtain correct results. Having the estimated distribution of currents, it would be interesting
to decompose it into physiologically meaningful components, such as synaptic currents, leak
currents, voltage-gated currents for different channels, etc. This seems rather challenging and
I do not see a direct way of achieving this from experimental data. It is possible that an
application of statistical decomposition methods will prove useful, as in the case of kCSD for
population activity [59, 60, 172]. However, I find the contributions to the EC potential from
individual currents highly counter-intuitive [173]. In theory, the reconstruction of somatic
membrane potential (based on the IC patch-clamp) makes possible the distinction between the
two components of the CSD, the resistive and the capacitive current. This distinction provides
a clue to the clear interpretation of the CSD distribution, as resistive component corresponds
to the active channel currents, both synaptic and voltage sensitive channel membrane currents,
while capacitive current corresponds to the passive counter currents. The importance of this
distinction is further emphasized by different properties of the resistive membrane current
distribution and the CSD: as the CSD is the net membrane current, the sum of the CSD along
a whole intact cell should be zero in each time moment, according to the charge conservation
(also mentioned in Section 2.2.2). In contrast to this, the sum of the resistive current is not
necessarily zero, and it governs the membrane potential dynamics. Thus, estimation of the
spatial distribution of the resistive membrane current makes possible the distinction between
active and passive sinks and sources of the CSD map and localization of the synaptic input
currents, which makes the neuron fire. Even if I have data for the parallel multichannel EC and
single channel IC somatic recordings are present now, the necessary tools for skCSD are still
under development. I plan to investigate these calculations further in the future. To attempt
experimental application of skCSD one must have at least (1) an identified cell of known
morphology, and (2) a set of simultaneous EC recordings generated by this cell. Please note

that simultaneous IC recording is not essentially needed here, only the morphology. But both
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other aspects pose their own challenges. Once we have the necessary data the natural question
is how to select the parameters of the method in the specific context of a given set-up, specific
morphology, and recordings. Although recording the EC potential with a silicon probe, filling
a neuron with a dye, and reconstructing its morphology, are standard experimental techniques,
using them simultaneously remains a challenge due to the size of the experimental devices
which need to be arranged within a small volume. Cells in the vicinity of the silicon probe can
be filled individually, or with other bulk loading techniques. Individual recording and dyeing
with a glass micropipette provides not only the morphology, but also unambiguous spike times,
giving an opportunity to determine the EC potential footprints of the recorded cell. Although
these would be favourable data, IC recording less than 100 pm far away from the multi-channel
EC probe remained extremely challenging and provided very low succes-rates. Experimental
set-ups featuring the necessary equipment already exist ([21, 22, 130, 136]) and introduced in
this thesis (in Table 2.5.2 in Background section 2.5.2), but as far as I know, have not been
used in this way and have no morphological reconstructions available in their datasets. On the
other hand, bulk dyeing techniques result in more filled neurons, although the quality of the
dyeing, and thus the quality of the 3D morphology reconstructions, is considerably lower in
these cases. Although there are speculative methods for estimation of the cell position relative
to the EC contact sites ([5, 58]), association of multiple optically labelled neurons with the
recorded extracellular spike patterns is still unsolved. If we can sort the spikes elicited by the
neuron of interest we can calculate the STAs of the EC potentials reducing all uncorrelated
contributions. Unfortunately, in live tissue, contributions from neighbouring cells will have
some correlations due to shared input or due to the so called ’ephaptic coupling’ [130].

As an application of the ground-truth dataset, my colleagues and me have shown how a series
of EC recordings in combination with cell morphology can be used to estimate the CSD located
on the cell contributing to the recorded EC potential. Since it is now feasible experimentally
to obtain the relevant data, I believe that the method proposed here may find its uses in future
works to constrain the biophysical properties of the neuron membrane, facilitate verification
of morphological reconstructions, as well as guide new discoveries by offering a more global

picture of the distribution of the currents along the cell morphology.

Lastly, in the III. Thesis group I presented an experimental method for recording EC signals
with penetrating multi-channel silicon probes combined with co-localised and simultaneous 2P
microscopy imaging within the same FoV. This was successfully done in such a manner that
SUA clusters could be tracked and extracted throughout the whole recording session. While
spike waveform parameters remain relatively stable under 2P imaging, I surprisingly realised
that these two units were special in a sense that both have been modulated differently under
laser-on period. Please note the decreased spike counts for the first unit and increased spiking
for the second unit within the red bars. While it is currently unclear, why this phenomenon

was not present for other SUA clusters, I hypothesise that such modulations caused by the
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photoelectric artefact may be due to direct electric stimulation (excitation) of the close vicinity
or indirect inhibition (via an excitation of a monosynaptic inhibitory connection) or even due
to minimal tissue heating. Electrical stimulation mediated by photoelectric artefact is a novel
emerging field as suggested firstly by Takashi Kozai and colleagues (2019) [160, 174] and has
its own advantages. However, this is rather undesirable right now in my case, since I planned
to image multi-modal spontaneous activity, but the observer’s effect previously mentioned in
topic introduction can be still present in some parts of the recordings. Further investigations
are to be performed to resolve the modulation effect of laser generated artefacts.

Another clear limitation of this proposed method is that when a SUA coincides with a
photoelectric wave artefact, it becomes probably also eliminated from the filtered data.
However, comparing the width and the density of the laser generated artefacts in time domain
with respect to SUA spikes, this limitation should only affect approximately 8.5% of the signal,
according to rough pre-calculations. Moreover, a ’clean’, laser noise-free recording data is
required before and after the actual combined recording period in order to verify the validity
of the obtained spike features, but this requirement may be difficult or unwanted in other
applications giving an additional limitation of this work. Lastly, generated artefacts were
non-uniform along contact sites, thus recordings from different channels required filters with
custom-set parameters. This variability makes our filter design challenging or even infeasible
when applying to data recorded with high-density channel silicon probes. An automatic and

robust algorithm is to be developed on this matter.

Despite of all the limitations of the aforementioned individual research topics, we have seen
that findings of the three Thesis groups yielded new insights into neural signaling by combining
intra-, extracellular and two-photon fluorescent signals. Firstly, the penetrating spiky probe
was able to significantly outperform a commercial in vitro surface probe and provided high-
quality single unit data from slice recordings. According to my knowledge, results described in
the II. Thesis group were the first attempts in literature to estimate the distribution of current
sources along a realistic single neuronal morphology from EC recordings. Lastly, I believe
it was again the first time when the possibility of obtaining combined 2P and EC data has
been successfully implemented for silicon probes and transgenic in vitro slice recordings. These
methods might allow future researchers to reveal additional (yet unknown) interconnections
between intracellular events, fluorescent activities and high-density extracellular recordings. The
application of simultaneous, multi-modal measurements might also give rise to novel findings in

designing future brain-computer interfaces.
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Chapter 6

Conclusions and outlook

6.1 Summary of novel scientific results with related publication

I. Thesis group: Development and testing of a novel, multi-channel spiky probe for extracellular recordings

Thesis Ia. I have designed a novel multi-channel, laminar in vitro silicon probe
with protruding, ’spiky’ contact sites for tmproved brain slice recordings. I have
optically verified the fabricated arrowhead shape, protruding contact sites under
scanning electron microscopy. Moreover, I have characterised the electrochem-
ical impedance magnitudes and phase angles as well as the noise level of the

spitky probe in physiological saline solution.

The spiky probe comprises a single silicon shank carrying 32 protruding Pt/Ir/ITO, contact
sites with three possible spacing layouts of 25 pm, 50 pm and 100 gm. With the help of
the optimally angled shank, I have shown that the spiky probes are compatible with large in
vitro, water-immersion objectives used typically in two-photon microscopy imaging.

The high-density spiky probe (with inter-contact distance of 25 pym) used in the comparative
test showed an average impedance magnitude of 1.27 4= 0.1 MQ at 1 kHz across all contact
sites with an average phase angle of -70 4 5°. In addition, I have tested the robustness and
re-usability of spiky contact sites. Impedance changes were investigated after an extensive
usage (7 experiments with 17 separate insertions, in total) by repeating the impedance test
after the last experiment. The average impedance magnitude of all contact sites was slightly
increased after the last experiment to 1.5 4= 0.1 Mf)2. The impedance phase angles did not
change significantly across this time period (-69 &+ 5° after extensive testing). I have also
measured the root mean square noise levels for the 32 contact sites. In the spike band (500 —
5000 Hz) the noise level was only 4.63 + 0.51 4V s. Placing the probe onto the brain slice
elevated the measured noise level by 10 - 20%.
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6.1 Summary of novel scientific results with related publication

Thesis Ib. Waith the aid of protruding contact sites I have proven quantitatively
that the spiky probe provides higher neuronal yield and higher signal amplitude
compared to a commercial surface probe. Moreover, I have also shown that
the high-density spiky probe is suitable for separating single unit clusters into
putative cell types based on a spatio-temporal analysis of their extracellular

waveforms oversampled by multiple adjacent contact sites.

The high-density spiky probe (with inter-contact distance of 25 um) was compared to a
commercially available, laminar surface probe called "hockey-stick’ (in vitro U-type probe,
Plexon Inc., Texas, USA). The average single unit yield was 6.6 for spiky probe per position
and 3.6 for the hockey-stick surface probe. The average signal amplitude was 139.2 4 96.4
1V in the case of spiky probe and 89.08 & 30.2 uV for the hockey-stick probe. The maximal
measured signal amplitude was only 162.32 uV for the hockey-stick probe, while the spiky
probe had a maximal amplitude of 576.79 V. Consistent with prior studies, larger average
spike amplitudes may correspond to closer cells, since extracellular spikes are decreased and
flattened over distance [2, 6, 19, 58].

Using the close-packed contact sites of the high-density spiky probe (with 25 ym inter-contact
distances) I have illustrated how this probe can spatio-temporally oversample single unit
spikes. I have investigated further parameters in the case of two representative single
units, namely trough-to-peak time, presence of the initial capacitive peak, features in the
autocorrelogram and spatial spread. I clustered the two representative units into putative

cell types using these extended, multi-channel level criteria.

e Publication related to the 1. Thesis group: [69].

II. Thesis group: Co-localised, simultaneous intra- and laminar extracellular recordings with corre-

sponding morphology: generation of a ground-truth dataset

Thesis Ila. I have created a novel measurement method providing ground-truth
data for multi-channel electrophysiology, in vitro. Using this co-localised and
stmultaneous experimental protocol, both intra- and extracellular data can be
acquired reliably from targeted neurons. I have also provided structural infor-
mation for the ground-truth electrophysiological data by the reconstruction of
the full 3D neuronal morphology and corresponding cell-electrode distances in
the tissue. From these recordings I have constructed and released an online,
open-source library of the recorded cells together with all the physiological and
morphological information listed throughout the thesis. The library and the
corresponding tabular guide serves as an ever-expanding, constantly updated

ground-truth data collection.

I have described the steps developed for the recording of co-localised and simultaneous intra-
and extracellular signals with sub-millisecond accuracy. Extracellular recordings were com-
plemented with a whole-cell patch-clamp recording in the closest vicinity of the silicon probe.
Since these in vitro experiments were designed under a two-photon microscope system, proper
visual monitoring both for the electrode and for cell positions could be achieved. Inclusion

criteria for a successful simultaneous measurement were the following three conditions:
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6.1 Summary of novel scientific results with related publication

e I expected detection of at least 100 spike times for each 3-minute recording session to

assure reasonable spike count in every data file (1).

e Holding current injected for maintaining stable spiking had to remain constant through-

out each recording session and within a physiological range, ideally below 300 pA (2).

e After pre-processing, spikes of the patch-clamped cell should be detectable on at least
one extracellular channel in the spike-triggered average form (3).

Additionally, I have also performed a Ramp-test in the beginning of each whole-cell patch-
clamp recording to characterise putative cell types and to determine various useful intracel-
lular parameters of the patched cell.

In addition to electrophysiology, concurrent two-photon imaging was included in the experi-
mental protocol to take full advantage of the available multi-modal set-up. The field-of-view
of the two-photon z-stack projection was set to cover both the track of the silicon probe and
main cellular compartments (soma, apical trunk region, proximal apical and basal dendrites).
Depth levels (z- dimension) typically ranged from -200 pm to 0 pym, (which is the surface
of the slices). The resolution of the z-stack (or the step between stacks) was 2-3 pm, which
was enough to capture small dendritic processes along the 3D morphology. In the end of the
experimental protocol, patch pipette was carefully withdrawn, slice was removed from the
dual perfusion chamber and fixated in paraformaldehyde solution for post-hoc histological
reconstruction. Patch-clamped cells were passively filled with fluorescent markers (Alexa594
and Fluo-4) and with histological tracer molecule (Neurobiotin) via diffusion of the intracel-
lular solution. In cases where all histological steps (fixation, reslicing, and the precipitation of
Neurobiotin) were successful, neurons were chosen to be digitally reconstructed in 3D by the
Neurolucida system. With the help of 3D reconstructions, Euclidean cell-electrode distances
between contact sites and sub-cellular compartments could be calculated properly.

At the time of submission, a total of #16 neurons were successfully recorded from #12 ani-
mals by using the simultaneous and co-localised protocol introduced here in Thesis Ila (6.1).
This library building is currently in progress and to be updated whenever a new successful,

candidate data becomes available.

Thesis IIb. With the aid of my acquired stmultaneous electrophysiology dataset,
a novel single-cell source localisation method called skCSD (developed in a col-
laborative study) was firstly tested and validated on real experimental data with

reconstructed neuronal morphology.

Having all these structural data together with simultaneous electrophysiology made possible
to support model-based single-cell calculations with real experimental validation. This was
the first time in literature, when researchers were able to compute single-cell level current
source densities (or the transmembrane sources of the extracellularly measured potentials)
along a detailed, real neuronal morphology. The observed spatio-temporal dynamics was in
accordance with previously estimated patterns, namely that somatic currents mostly domi-
nate the process of spike generation and they are balanced by corresponding counter currents
along the proximal dendritic tree. This example demonstrated the feasibility of the skCSD
method on recorded experimental data and may help in planning further experiments (as
an iterative ’'erperiment-data analysis cycle’), aiming to reveal the spatial distribution and

temporal dynamics of the synaptic input currents which evoke the firing of a neuron.

e Publication related to the II. Thesis group: [62].
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6.1 Summary of novel scientific results with related publication

III. Thesis group: Combination of multi-channel extracellular recordings and two-photon laser scan-

ning microscopy imaging for the experimental characterisation of photoelectric artefacts

Thesis Illa. I have designed and carried out experiments for acquiring both
laser artefact-free and laser contaminated data in one experimental session.
My generated dataset is suitable for the characterisation of generated photoelec-
tric artefacts and for the comprehensive evaluation of any artefact suppression

algorithm.

Firstly, I have proved experimentally, that the generated photoelectric artefact is not iden-
tical with a simple scanner noise and it has a varying nature across multiple contact sites.
Moreover, I have carried simultaneous two-photon imaging and extracellular silicon probe
recordings in the same field-of-view. Two-photon excitation was set to be sufficient for de-
tecting reliable transgenic Casy signals without causing damage on the metal-based extra-
cellular probe. With the aid of this experiment, multi-cellular C'as; signals and co-localised

extracellularly detected units become comparable.

Thesis IIIb. I have shown that single unit clusters can be detectable even un-
der contaminated signal conditions, as well as clustered spikes before-, under-
and after laser scanning remained tractable based on their signal amplitudes,
waveforms and autocorrelograms.
Spike sorted single unit activities remained tractable before and after the laser scanning
period after applying an iterative artefact filtering process (which algorithm was developed
in collaboration with other colleagues). However, I also pointed out that in a few cases

photoelectric artefact (due to laser scanning) may have some effects on the dynamics of

scanned cells (e.g. indirect excitation mediated by photoelectric currents).

e Publication related to the III. Thesis group: [170].
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6.2 Application of results and future perspectives

6.2 Application of results and future perspectives

Open questions and opportunities regarding each Thesis group were detailed in corresponding
Section 5. All the three experimental problems I have addressed throughout the dissertation
are very application oriented, even if their current stages of realisation are different.

Firstly, I have presented and tested penetrating a silicon-based multi-channel spiky probe.
While the current shank design proved a significant improvement for in wvitro recordings, it is
certainly not designed for long-term recordings. Future developments may enable such devices
to be further designed in both chronic and acute in vivo applications via smaller modifications.
Another possible future application would be the investigation of different tissue samples using
the same probes, e.g. post-operative human in vitro tissue samples. Dimensions of the spiky
probes are variable in a wide range, and the longest spiky version (equipped with the largest
inter-contact distances of 100 pm) would cover a sufficiently large area to be applicable for
human neocortical slices and for multi-layered structures.

Regarding the second Thesis group, multiple potential collaborators indicated their interest
in using my dataset containing co-localised and simultaneous intra- and extracellular recordings
with corresponding morphology. However, as I have mentioned before, some of the intracel-
lularly patch-clamped cells were not visible immediately on the raw extracellular signal, thus
they prevented the application of blind spike sorting on the extracellular single unit activities.
In these cases, the calculation of spike triggered averages was the only way for comparing intra-
and extracellular signals. As a possible continuation of this study, my goal will be to get even
closer to the cells with the silicon probes by further optimizing the measurement set-up and
process and as a consequence, to record more cells with sortable spike amplitudes. I will also
focus on recording more interneurons to expand the usability of the ground-truth dataset. The
simultaneous experimental protocol can also be applied on different regions, such as neocortex
or human post-operative slices. The first collaborative application of the dataset has already
occurred within the framework of the theses. We have shown how the series of extracellular
recordings in combination with neuronal morphology can be used to estimate current source
densities located on the cell contributing to the recorded extracellular potential. Unlike simple
somatic patch-clamp recordings, here we are able to obtain intracellular information along the
whole cellular morphology, not just at a single point. This new approach may move the field
a bit forward by opening a new experimental window into information processing by single
cells allowing for their global monitoring, which was not possible previously. It will be equally
important from the theoretical side, as theoretical paradigms are informed by what we are able
to extract from available measurements. Since it is now feasible experimentally to obtain the
relevant data with the aid of my developed protocol, I believe that the data proposed here may
find its uses in future works to constrain the biophysical properties of the neuron membrane,
as well as guide new discoveries by giving a coherent view of the global synaptic bombardment

and return currents within a targeted neuron.
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6.2 Application of results and future perspectives

Lastly, I have proposed an experimental solution for the investigation and elimination of pho-
toelectric artefacts in co-localised two-photon imaging and extracellular silicon probe recordings.
This study showed that it is possible to get insight into the extracellular activity even under
two-photon laser scanning. However, I have found putative modulations in spiking behaviour
caused by the photoelectric artefact which were undesirable consequences of simultaneous scan-
ning. Further investigations are to be performed to resolve the indirect stimulation effect of
laser generated artefacts. Regarding the application of the filtering algorithm, it would be ben-
eficial to develop an automated and more robust software which is independent of the type of
silicon probe used and can be applied to other layouts or different channel counts. The greatest
challenge would be to search for correlations and causal roles between co-localised fluorescently
active (or ’blinking’) cells and extracellularly detected single unit spikes. Similarly to the sec-
ond Thesis group, the application of simultaneous, multi-modal measurements may give rise to

novel findings in designing improved neural interfaces.
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