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1 Introduction and aims 

In the last decade Unmanned Aircraft Systems (UAS) – 

beforehand Unmanned Aerial Vehicles (UAVs) -technology has 

evolved considerably. Besides the military applications now there is a 

great opportunity to use UAS in commercial applications as well. More 

and more companies start to develop applications and services based on 

the UAS platform. According to many aviation experts pilotless 

aircrafts are going to revolutionize air transport in the near future. As 

written in the cover story of December 2011 issue of IEEE Spectrum 

Magazine: “A pilotless airliner is going to come; it's just a question of 

when,” said James Albaugh, the president and CEO of Boeing 

Commercial Airlines. 

Nevertheless, in order to use UAS in these fields their reliability 

needs to be increased as well as their capabilities need to be extended 

further, their ease of use needs to be improved and their cost have to be 

decreased. At the same time the regulatory challenge of integrating 

UAS into national and international air space has to be solved. One of 

the most important problems which has to be solved is the collision 

avoidance or sense-and-avoid capability. These functions have to be run 

on-board even if the connection between the aircraft and the control 

station is lost or some of the on-board sensors fail. 

Provided that the size and the energy consumption of the UAV 

are limited, a camera based avoidance system would provide cost and 

weight advantages against the systems currently in use on bigger 

aircrafts, like cooperative systems for example TCAS. Furthermore 
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near airfields, because of a great density of aircrafts and the limited 

frequency resources of air traffic controllers the camera-based approach 

seems to be more feasible then others.  

Today’s kilo-processor chips allow us to implement complex 

algorithms in real time with low power consumption, which allows us 

to run the image processing. My work was done in a research group 

funded by the Office of Naval Research (ONR) and ONR Global within 

the framework of the grant N62909-10-1-7081. The main goal of this 

research is to develop an autonomous mid-size fixed-wing safety 

critical UAV for civil applications. 

The development of the actual hardware elements went parallel 

with the development of the algorithmic framework which included the 

research on vision based SAA for UAVs. At the time of this research 

there were no complete, visual SAA system for mid-size and small UAS 

and the properties of this kind of systems had not been described yet. 

The aim of this work is to introduce and analyse visual methods 

for the UAS SAA problem. In particular, what kind of information can 

be extracted from the image flow if the intruder airplane is close enough 

and what can we expect from various visual space reconstruction 

algorithms in the case of own aircraft’s attitude estimation. 
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2 Methods 

In my work I used methods and theory from the field of 

multiple view geometry and image processing. The new algorithm for 

the relative direction angle estimation uses the geometry of the actual 

scene and the projective camera model. In the experiments for the 

analysis of this algorithm I used a multi-fovea image processing with 

cellular operators for the image segmentation.  

The main experimental framework is a hardware in the loop 

simulator for tests on the ground and the developed UAV for the 

airborne tests. The flight control is running on hardware in the loop 

system, and the aircrafts are simulated in MATLAB/Simulink. For the 

own aircraft a high fidelity mathematical model has been used. The 

intruder is modelled as a simple double integrator. For the own aircraft 

a trajectory tracking controller has been designed, which runs on an 

MPC555 embedded microprocessor. The flight simulator PC 

communicates with the image rendering and processing computer via 

Ethernet and the rendering is done by the FlightGear simulator program. 

The image processing is included into a modified FlightGear, which 

sends the results of the image processing (the subtented angle and the 

size) to an FPGA via USB. The FPGA runs an EKF in order to predict 

the relative 3D position of the intruder. In the current system a Spartan 

3 FPGA runs the motion prediction task. The results are sent back to 

the control part where the risk estimation and the trajectory generation 

take place. 

The relative direction angle estimation algorithm is tested on 

images generated by the HIL simulator as well as on real videos with a 
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fixed model airplane. The aircraft’s wingtip points were selected both 

by a human expert and by an algorithm for the tests. The error is 

calculated with a simple subtraction in order to show the direction of 

the error as well. 

For the pose estimation four algorithms were selected from the 

literature: A (i) homography based solution as a basic algorithm with 

small computational need but with less accuracy. The (ii) eight point 

algorithm, as standard algorithm in epipolar geometry. The (iii) five 

point algorithm, as one of the state of the art algorithms with higher 

computational need, but with promising stability over the various 

scenes. Finally, (iv) MLESAC, as an iterative, stochastic solution.  

These algorithms were tested on simulated feature point 

coordinates generated by EGT toolbox for MATLAB. Two real flight 

paths were selected: (i) a sinusoidal and (ii) a zigzag path, both with at 

least 7000 points, which corresponds to a path of 70s flight sampled 

with 100 Hz. The feature points were placed randomly near to the 

ground and were projected to the image plane using scaled version of 

the camera calibration matrix of the micro camera used on board. To 

characterize the performance of each algorithm the absolute error of the 

three Euler angles are used. Also the mean, the median and the standard 

deviation of the error is used. 
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3 New scientific results 

1 Thesis: Development of a relative direction angle estimation 

algorithm for visual sense and avoid system for autonomous unmanned 

aerial systems:   

 

I have introduced a new algorithm for relative direction angle 

estimation and shown the reachable accuracy in various situations. The 

algorithm is based on the assumption that the two approaching 

aircrafts are on a straight path and we have calibrated camera. I have 

also shown a simple algorithm for the extraction of the aircraft’s 

wingtip points on the images. The accuracy of the relative direction 

angle is measured in pure simulation, on rendered frames and on 

recorded videos as well. Furthermore, the accuracy of the algorithm on 

wingtip coordinates marked by a human expert and extracted by the 

algorithm is shown.  

1.1  I have introduced a new algorithm for relative direction angle 

estimation for autonomous UAV visual SAA systems in the case 

when the two approaching aircrafts follow a straight path. I have 

shown that the accuracy of the algorithm in pure simulations when 

there is no noise or rounding to coordinates added is comparable 

with the numerical precision. 
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The relative direction angle, 𝛼 can be calculated from the 

following formula: 

 cos 𝛼 =
〈�̅�′−�̅� ; �̅�− �̅�〉

‖�̅�′−�̅�‖‖�̅�− �̅�‖
 (1) 

where 𝑝𝑝3 and 𝑝4 are measured on the image plane and 𝑃1 and 

𝑃2 are estimated based on the camera matrix, and the assumptions made 

on the two aircraft’s path. In this model the instances rotated by 180° 

are equal and the 𝛼 = cos−1 𝑋 function gives good solution in 𝛼 =

[0°; 180°] range.  

The relative angle 𝛼 should be in the [−90°; 90°] range, so it is 

transformed according to the following rules. If 𝛼 > 90°, then 𝛼 =

180° − 𝛼, if 𝛼 < −90°, then 𝛼 = −180° − 𝛼. With these calculations 

the expected results are obtained consistently. 

If the intruder is on the 𝑥𝑦 horizontal plane, 𝑝𝑝3 equals 𝑝4 and 

the 𝛼 angle cannot be estimated with this algorithm. The altitude of our 

UAV can be easily changed with acceleration or deceleration. 

With pinhole camera model, the given centroid point of the 

intruder is projected back from image plane to space to several 

distances. The wingspan of the intruder is 11m (36 ft. 1 in), which is the 

wingspan of Cessna 172, a typical light aircraft that shares the airspace 

with our UAV. Thus the wing is represented by an 11m line segment 

and is rotated in the previously calculated point. The field of view and 

resolution of the camera and the distance along 𝑥 axis is required for 

the calculation. The fuselage of the aircraft is neglected. With these 

calculations the lower bound of the error is approximated. 
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1.2 I have investigated through simulations how the relative 

position of the intruder changes the accuracy. I have shown 

experimentally that the closer the intruder is to the horizontal (𝒚) 

axis the bigger the error of the 𝜶. And similarly the bigger the 

distance along the 𝒙 axis the smaller the intruder is in the image, 

therefore the spatial discretization gives higher error value. 

Furthermore, the proximity to 𝒚 has a greater effect on the error 

than in the smaller distance case. 

The measurements was made with the same pinhole camera and 

airplane model that I used in the first case, except that the calculated 

points are rounded, like in the case of a real camera. 

The relative distance along the 𝑥 axis is 1 km (0.62 miles), the 

resolution is 1920x1080 pixels, the horizontal field of view is 50° and 

the pixels are squares. The wingspan of the intruder is 11m (36 ft. 1 in), 

which is the wingspan of Cessna 172. The size of intruder in the image 

plane is between 15 and 20 pixels, depending on the rotation angle and 

the position. 

I have shown that the azimuth angle has technically no effect 

on the accuracy, but the change in the distance of the intruder to the 

camera and in the elevation change the accuracy. The reason is that the 

larger the distance the smaller the intruder in the image and the bigger 

the altitude difference the more you observe the wing of the intruder. 
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1.3 I have investigated the reachable accuracy of the algorithm on 

wingtip coordinates extracted from rendered images and from real 

videos. I have shown experimentally that the accuracy can be close 

to the theoretical value with wingtip points selected by a human 

expert and extracted with a simple algorithm on rendered images. 

I have also shown experimentally that on real videos with a simple 

time average the noise introduced by the wind can be filtered out. 

In our simulation environment pictures are taken and the 

wingtip pixel coordinates are selected by a human expert. With pinhole 

camera model, the given centroid point of the intruder is projected back 

from image plane to space to several distances and in every position it 

is rotated by specific angles in the 𝑥𝑦 plane. The resolution is 

1920x1080 pixels and the horizontal field of view is 50° and the pixels 

are squares. The measurements have shown that with good wingtip 

coordinates in realistic situation the error can be close to the theoretical 

minimum. 

The wingtip points were also extracted with a simple algorithm, 

which determines the wingtip coordinates from the segmented images. 

The extreme of 𝑦 and 𝑧 coordinates are used in appropriate order to get 

the coordinates. In this case when the intruder had been rotated with 80° 

and with -80° angles, the error of the estimation is bigger, because the 

simple algorithm could not distinguish between the pixels of the wing 

and the pixels of the tail. In contrast, in the mid-range the performance 

of this really simple algorithm is almost the same as the performance of 

the human expert (close to the theoretical limit). 
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2 Thesis: Error analysis of the 4 chosen camera pose estimation 

algorithms in the case of UAV SAA application for the rotation 

calculation:   

 

I have chosen four feature point based relative pose estimation 

algorithm. A homography based solution as a basic algorithm with 

small computational need but with less accuracy. The eight point 

algorithm, as standard algorithm in epipolar geometry. The five point 

algorithm, as one of the state of the art algorithms with higher 

computational need, but with promising stability over the various 

scenes. Finally, MLESAC, as an iterative, stochastic solution. The aim 

of the investigation is to show the strengths and weaknesses of these 

algorithms in the aircraft attitude estimation task. 
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2.1 I have investigated the performance of the four chosen 

algorithms in simulations using two different real flight paths and 

synthetized images with randomly placed feature points and taken 

into account the model of the camera used on board with different 

resolution. I have experimentally shown that without any feature 

point coordinate error the five point algorithm is the best. The 

error of the five point algorithm is close to the numerical precision 

of the calculations. The errors of other two epipolar geometry based 

solutions are also at least one order of magnitude smaller than the 

1 pixel angular resolution. And the homography has got an error 

that remains below 1 pixel. 

For the tests 350 feature points are placed randomly with 

uniform distribution in a right prism which is 2000m wide, 3000m long 

and 30m tall. The point coordinates are between -1000 and 1000 in the 

Y direction and from 0 to 3000 in the X direction. The maximum 

altitude of the points is 23 m and the Z coordinate starts from 3 m 

beyond the ground level to simulate small holes.  

For the camera projection the calibration matrix of one of our 

miniature camera is used. The internal calibration matrix is scaled in 

order to simulate cameras with different resolutions. 

First, tests with absolute feature point precision are run. In this 

case the best achievable results are obtained because there is practically 

no spatial discretization, the effect of the temporal resolution change 

can be investigated independently. 
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2.2 I have investigated the effect of the translation on the 

performance of the four chosen algorithm. I have experimentally 

shown that the error is bigger as the time step is bigger in between 

the frames except for the five point algorithm in some situations.  

I have shown the results of the pitch angle, which is most 

affected. Theoretically due to the bigger baseline separation bigger 

translation between the two frames could be advantageous for the three 

algorithms which are based on the epipolar constraint (five point, eight 

point and MLESAC). It can be seen in the figure practically this is not 

true, the error is bigger as the step is bigger in between the frames 

except for the five point algorithm in some situations. One possible 

explanation is that the number of the feature points which can be seen 

in both frames is reduced and the feature points are more drifted to the 

side of the image. On the other hand, the integral error altogether is 

smaller for the whole path. 
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2.3 I have investigated the possibility of the use of feature 

extraction algorithms with subpixel capability with the four 

algorithms. I have experimentally shown that except the five point 

algorithm, the pose estimation can benefit from the subpixel feature 

point calculation. 

The sub pixel feature point extraction is simulated by random, 

normal distribution noise (0 mean and 0.5 pixel standard deviation) on 

absolute precise feature point coordinates. Surprisingly, the five point 

algorithm cannot benefit from the subpixel resolution. The eight point 

algorithm and the MLESAC have lower mean error values. 

 Five point 
Eight 

point 

Homo-

graphy 

MLESAC 

Absolute 

precision 
3.2·10-11 2.1·10-3 5.1·10-2 

1.3 10-3 

Subpixel 1.2·10-1 1.1·10-2 7.2·10-2 2.0 10-3 

Pixelized 9.4·10-2 5.5·10-1 1.2·10-1 3.2 10-1 

Table 1  Roll error of the four algorithms changing with different feature point 

precision for the CPAR=0.093°/px camera 
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2.4 I have investigated the performance of the algorithms in more 

general case, when the feature point coordinates are rounded, or 

are rounded and contain noise as well. I have experimentally shown 

that the five point algorithm performs the best with mean error 

value around 1 pixel. I have experimentally shown that the 

homography algorithm can perform almost as good as the five 

point, with mean error around 1.5 pixels. The computational need 

of the homography algorithm is 2 orders of magnitude smaller than 

the computational demand of five point algorithm in the number of 

the multiplications. I have experimentally shown that the 

pixelization has got a smaller effect on the homography algorithm 

than on the others. It can be stated that the homography algorithm 

can be used in those situations where the computational power is 

restricted. 
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4 Application of the results 

As it is stated at the introduction, the aim of the research project 

is to develop an autonomous UAS with SAA capability. The UAS, 

which is developed, is the main application area of the results of this 

dissertation. 

The EKF based motion estimation can benefit from the results 

of the relative direction angle measurements. When the wingtips of the 

intruder can be extracted, the direction angle can be used as a 

measurement for the EKF. Another possibility is that the calculated 𝛼 

angle is used at the initialization of the EKF. 

The results from the error analysis of the four algorithms are 

used to develop an attitude estimator which can fuse the conventional 

GPS/INS data with the estimates from the camera. As a first step the 

results from the five point algorithm and the results from the 

homography are used to test the fused estimation. The tests confirmed 

that the homography is indeed less affected by the noise.  

Furthermore the results and the used test environment can help 

to choose the appropriate camera and algorithms for a given situation. 

If the desired accuracy is known, based on the results and other 

requirements, like processing speed a suitable camera and algorithm 

can be chosen. The camera is determined by its CPAR and the algorithm 

is determined by the accuracy and the spatial-temporal constraints. 

Additionally more pose estimation algorithms can be tested easily in 

the simulation environment. 
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