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The effect of artifact-rejection methods on the
efficiency of neural networks

András ADOLF
(Supervisor: István ULBERT)
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50/a Práter street, 1083 Budapest, Hungary

adolf.andras@itk.ppke.hu

Abstract—For a brain-computer interface system (BCI), the
right classification of EEG signals is the most crucial part.
EEG signals however can contain artifacts, which are the
contamination of the electric signal of the brain, which can be
caused by blinking or other muscle activity. There exist many
algorithms to remove these components, for instance, the Fully
Automated Statistical Thresholding for EEG artifact Rejection
(FASTER). These methods however can filter out components
that can be important during the classification process. In this
work the previously implemented 2D and 3D Convolutional
Neural Networks are examined: how the artifact rejection method
influences classification accuracy in a 4 class scenario. The
subjects I have tested my networks on consist of 105 patients
from the Physionet database. As a result, it can be concluded, that
the effect of the FASTER algorithm is highly subject dependent,
as it resulted in an accuracy increase in many subjects, but a
decrease in others.

Keywords-brain-computer interfaces; neural networks;
artifact-rejection; 2D convolution, 3D convolution

I. SUMMARY

The research field of brain-computer interfaces (BCI) is
rapidly evolving nowadays. However these devices could mean
essential help to people with different serious disabilities, a
reliable classification accuracy of EEG signals is essential.[1]

While recording the EEG signal, many artifacts can emerge
and contaminate the raw brain signal, to be able to classify
solely on the neural activity, it is needed to filter out the
unwanted components. A well-known algorithm to perform
this operation is the FASTER algorithm (Fully Automated
Statistical Thresholding for EEG artifact Rejection).[2]

Fig. 1. Structure of the implemented neural networks

Two types of networks were implemented to perform the
classification, one with 2D and the second with 3D convo-
lution, both of them have an input of a 3D structured EEG
time window. In this representation, 2 dimensions correspond
to the spatial arrangement of the electrodes, while the third
one is the time. The implemented structures can be observed
in Figure 1.

To perform the classification and test the effect of artifact
rejection, I tested the implemented convolutional neural net-
work structures on the data of the Physionet database, which
is a movement intention EEG dataset, collected by Schalk et
al.. The database has 5 different labeled tasks, but by omitting
the use of the ’both hands’ class, the following tasks were
classified: baseline activity, open and close the left hand, the
right hand, and both legs. [3]

To compare the classification accuracy of networks trained
on filtered and unfiltered data, I have examined both networks
with both cases. I have also implemented the Transfer Learn-
ing method, by pre-training the neural networks on subjects
that differ from the current patient we test the network on.

The results show that the effect of the FASTER algorithm is
highly subject-dependent. The usage of the Artifact Rejection
method resulted in an accuracy increase in many subjects, but
a decrease in others. In the case of transfer learning the number
of patients for which the AR method caused a decrease was
increased in a serious manner.
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Quantitative analysis of the single cell trajectories
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Abstract—Importance of tumor cell migration from the pri-
mary tumor-site to another location to form metastasis has long
been recognized. Thus, studying cell migration is essential to
fully understand the process of metastasis and to seek possible
treatments. Migration can be examined via videomicroscopy,
for the analysis of the recordings cell tracking with image
processing methods and migration parameter estimation have
to be performed. These parameters may be affected differently
by treatments. In this study we aim to investigate differences,
stability and correlations between migration features.

Keywords-cell migration, videomicroscopy, displacement, trav-
eled distance, mean velocity, directionality ratio

I. INTRODUCTION

Cell migration is involved in several biological processes,
like in the formation of metastasis in cancer patients. Cancer
is the leading cause of death worldwide, with metastasis
accounting for 90% of the death of cancer patients. The ability
of cancer cells to enter the bloodstream or lymphatic system
and to form a metastasis is still not fully understood. [1]
[2]. For survival of cancer patients, investigation of possible
cell migration inhibitory substances plays a leading role in
the research for treatment [3]. Several antitumor agents are
available, aimed to prevent the development of metastases [4].
Commonly used instrument to monitor cell migration is time-
lapse videomicroscopy, which produces a series of images
on a microscope stage [5]. Samples are usually prepared in
multiwell plates, where cells can be tracked either manually
or with automated tracking algorithms. These programs use
multiple images processing methods, beginning with pre-
processing the images, detecting the cells in the recordings,
determining their position in the examined area and tracking
them over time. After the motion estimation, the features are
extracted, and different migration parameters are calculated.
Two major features are geometric features of the cells (cell
area, volume) and parametric features of cell migration (speed,
directionality, mean square displacement). There are more
complex parameters, which can be detected in the videomi-
croscopic images, containing information relevant to various
research, such as the rate of cell division. As a final step, data
are analyzed, and different types of parameters are compared
to each other [6].

II. ANALYZED DATA

The analysis of migration features was performed based
on previous videomicroscopic images produced at Semmel-
weis University. More than two thousand manually analyzed
recordings, and nearly three times as many videomicroscopy
measurements, enabled to investigate the features of cancer
cell migration.

III. FEATURES OF THE PROGRAM

Using the sets of coordinates of manually analyzed measure-
ments, representing positions of the cells in the consecutive
images, our program calculates several parameters, including
displacement, traveled distance, mean velocity and directional-
ity ratio. These parameters are calculated for each tracked cell
individually, then their mean values are defined for each well.
The average and standard deviation of replicates’ parameters
and their relative values to their corresponding control are also
calculated.

IV. DISCUSSION

The treatments of the cancer cells exert a great variety of
changes in the cellular behavior. Accordingly, treatments affect
different migration parameters not equally. Some treatments
can exert changes in different directions or may not have any
influence on a given parameter at all. Our investigations have
proven, that treatments can even have the opposite effect on
the motion parameters, so an incomplete examination of the
parameters may paint a false positive or negative picture of
the treatment. Perfunctory evaluation in the context of clinical
or preclinical research questions could lead to inappropriate
treatments and worsening of patients’ symptoms. Ultimate aim
of our examination is to identify a parameter, which is the least
sensitive to the differences to the various ways of changing cell
migration with a compound. Such a parameter could be used
universally to characterize the alteration of cell migration.
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50/a Práter street, 1083 Budapest, Hungary
cancrini.camilla@itk.ppke.hu

Abstract— My research plan is aimed at investigating chromo-
some segregation and how cells evolve when the latter is hindered,
which is an effect typically achieved by anti-cancer drugs. To
this aim, I am using budding yeast cells carrying a mutated
alle e of beta-tubulin, tub2-401. This is a cold-sensitive mutant
of beta-tubulin that when grown at low temperature fails to
polymerize microtubules. As a consequence, tub2-401 cells grown
at low temperature have a high chromosome missegregation rate.
From previous studies, it emerged that if these cells are grown
at the semi-permissive temperature (18 ◦C), they do manage to
divide but with a substantial percentage of dead cells due to
massive missegregation. After ∼ 50 generations (we call it Gr,
generation recovery), however, cells have partially recovered the
ability to polymerize microtubules (see Fig. 1 (a).) Interestingly,
at this stage different populations carry very few recurrent
point mutations but they are all basically 100% disomic for
chromosome VIII (see [1]). How cells transit in a relatively
short time from the massive heterogeneity due to the increased
missegregation rate into having only disomy of chromosome VIII
is not clear. In order to investigate this aspect, I focused on
understanding when the disomy first appears, if it is reproducible
and its dependency on population size. In the future I aim to
develop a mathematical model and experiments to rationalise
how cells respond to increased chromosome missegregation.

I. INTRODUCTION

The process by which an incorrect number of chromosomes
are segregated is called ”missegregation” whereas the outcome
of this process (i.e. a set of chromosome different from
wild type cells) is referred to as aneuploidy. Missegregation
can occur spontaneously, due to errors during cell division,
or can be induced by external stimuli (such as drugs, high
temperature, etc). Aneuploidy is known to be correlated to
several human diseases such as Down’s syndrome or cancer
but also to stress and drug resistance. An increasing number
of studies have indeed suggested aneuploidy to be a quick
but transient solution in response to environmental stress
conditions [5].
From previous studies [1] it emerged that if yeast cells carrying
tub2-401 mutations (cold-sensitive mutations that prevent mi-
crotubules from polymerizing properly) are grown at a semi-
permissive temperature (18 ◦C), after ∼ 50 generations (which
we call Gr, generation recovery) they recover microtubule
functionality and growth, though not at wild type level. At Gr
different populations carry very few recurrent point mutations
but they are all basically 100% disomic for chromosome
VIII. Thus, chromosome VIII disomy seems to be involved
in recovering the ability to correctly polymerize microtubules.
How disomy of chromosome VIII disomy is selected by
cells is of primary interest to my project. In pursuit of this
aim, I want to study the very early steps of evolution (from
generation 0 to Gr).

I spent these first months conducting experiments aimed at
defining a protocol that would allow the experiment to be
repeated reproducibly regardless of the initial population size.
Specifically, the question I sought to solve was: what is the
range of tub2-401 cells needed at time 0 (N0 range) in order
to have a recovery due to the appearance of chromosome
VIII disomy after letting cells grow at 18 ◦C for about 50
generations? In other words, what is the range of initial
population sizes that may be used to achieve the same outcome
observed previously [1]? Furthermore, several studies suggest
that the evolutionary pathway may be determined by the initial
population size, meaning that the mechanism leading to resis-
tance could be different depending on the initial population
size [2]. This would imply that I may still observe population
resistance if I choose the ”wrong” N0 , but through a different
mechanism than chromosome VIII aneuploidy.
The experimental protocol was defined, and the results were
found to be repeatable for N0 values ranging from 106 to 104.
Initial populations smaller than 104 just have not been able
to evolve. Initial populationss with larger N0 find different
evolutionary trajectories.

Fig. 1: This figure is taken from [1]. Scheme of the evolution experiment: from
the clonal ancestor, 8 populations of TUB2 cells (wild type) were produced,
and 24 populations of tub2-401 cells. The first measurement of growth rate
was done after one day at 18 ◦C (generation 0 or G0). The last measurement
was done at generation final (Gf). At Gr cells were analyzed by NGS. Every
3-4 days the growth rates (i.e net output between cell division and cell death)
of the different populations were measured. TUB2 cells are in orange whereas
tub2-401 ones in green. At Gr, tub2-401 cells recover their growth even if it
did not reach the one of the wild type. The population size at day 0 was 106.
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Abstract—Temperature compensation is one of the characteris-
tics of a circadian clock. This characteristic enables the circadian
pacemaker to maintain a constant period of oscillation in order
to respond to any physiologic perturbations. The oscillations
may arise as a result of a negative feedback effect on mRNA
synthesis imposed by a nuclear period protein (PER). Many
computational biologists were encouraged by Goodwin’s study to
find the smallest network that may be responsible for oscillation
formation. Additionally, positive feedback can cause oscillations.
In this section, we will show the temperature compensation
property and robustness of four distinct types of oscillatory
systems: cyanobacterial model, positive feedback model, basic
negative feedback loop model, and a single molecule model with
both positive and negative feedback loops.

Keywords-biological oscillator; negative feedback; cyanobacte-
rial oscillator; positive feedback; temperature compensation.

DISCUSSION

Oscillatory networks arise in living organisms. These bio-
logical oscillations are one of the organism’s distinguishing
characteristics, allowing it to cope with any type of environ-
mental variation. Calcium oscillations and circadian rhythms
are two examples of oscillatory networks. Previous research
has shown that in order to generate oscillatory behavior, the
system must have a negative feedback loop. Furthermore, the
existence of both a positive and a negative feedback loop
might increase the likelihood of producing oscillations without
sacrificing the magnitude of the oscillation.
Goodwin’s model [1] is a typical example of an oscillatory
network. Many theorists are currently interested in determin-
ing the smallest network motif that can be accountable for
oscillation. Rosa D. Hernansaiz-Ballesteros et.el [2] suggest
a minimum network architecture necessary for oscillation in
prokaryotic cyanobacteria. This model is a combination of
positive and negative feedback loops. A substrate depletion
model with positive auto-catalytic feedback, on the other hand,
is known to display prolonged oscillation. Another oscillatory
network that can create oscillations is presented by Rust et al.
This more complex model drives the oscillation of a three-
protein circadian clock [4].
Our goal is to find the most robust oscillatory network.
We would want to concentrate on four distinct types of
network motifs for this purpose: negative feedback oscillator,
cyanobacterial oscillator, positive feedback oscillator, and mix
of positive and negative feedback loop model. We applied
the temperature sensitivity co-efficient Q10 to the dynamical
equations of the networks in order to establish a temperature
compensated [3] biological clock. Without any temperature
disturbance, these systems exhibit a comparable length of
period of oscillation (Fig1.). Investigating the robustness of the
oscillatory system might aid in the development of a synthetic
oscillator.

Fig. 1. The time course oscillatiory behavior of four different examples is
given here: negative feedback oscillator (A), cyanobacterial oscillator (B),
combined positive-negative feedback oscillator (C), and positive feedback
oscillator (D).
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Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
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Abstract—Classification of EEG signals is the main part of
the Motor-Imagery (MI) based Brain Computer Interface (BCI)
systems. EEG signals differ from one subject to another and
even for the same subject among different trials, and this is
why designing a general classification model is still debated.
Deep learning is dominant in so many fields like computer
vision and natural language processing but it is still under
investigation for EEG signals classification. We followed a new
trend in EEG signals classification in which these signals are
transformed into images, and so classifying such signals become
an image classification problem where Deep learning can work
well. The Physionet dataset for EEG motor movement/imagery
tasks was used which consists of 109 subjects and the motor
imagery EEG signals for three frequency bands ( Mu [8-13
Hz], and Beta [13-30 Hz], Gamma[30-45]) was transformed
into 3-channel images (one channel for each band) using the
Azimuthal equidistant projection and Clough-Tocher algorithm
for interpolation. These 2-D images represent the input data to
our model which consists of Deep Convolutional Neural Network
(DCNN) to extract the spatial and frequency then finally to be
classified into 4 differentmotor imagery classes . Our results
were promising (68 % average accuracy) and 3.5% better than
the results of Support Vector Machine (SVM) method over the
same dataset. Using Surface Laplacian Transform increased the
classification accuracy signficantly.

Keywords-Brain-Computer Interface (BCI); Surface Lapla-
cian; Classification; Motor Imagery; Convolutional Neural Net-
works (CNN).

I. SUMMARY

Classification of the EEG features is the main part of BCI
systems. The classification of motor imagery activity is a chal-
lenging task due to the low signal-to-noise ratio of EEG signals
and their non-stationary nature for the same subject and among
subjects, the high sensitivity for artifacts, the limited number
of training data, and the low reliability of current BCI systems.
Therefore, classification algorithms mainly aim to overcome
one or more of the previously mentioned challenges. The
goal in [1] was to classify memory/cognitive load. The EEG
data gathered from 64 electrodes was transformed into colored
images using 3 frequency bands, and these images were fed
to a CNN followed by LSTM in order to keep the spatial,
frequency and temporal features of the EEG signals. We used
a similar approach for MI-EEG classification. In our approach,
we used CNN followed by LSTM and we used Physionet
dataset with 109 subjects taken from 64 electrodes and by
transforming the MI-EEG signals into images that preserve
the spatial-frequency dimensions of the signals. LSTM was
used to extract the temporal information between consecutive
images that were classified into 5 different classes. the motor
imagery EEG signals activity is mainly dominant in two bands;
Mu [8-13 Hz] and Beta [13-30 Hz], so for the first scenario, the

Fig. 1. Single Trial Motor Imagery Classification Approach.

signals for each subject were bandpass filtered into two bands.
Then, for the second scenario, we also band pass filtered
Gamma band [30-45 Hz] to add another option to the selected
bands for feature extraction. Next, we applied Fast Fourier
Transform (FFT) on 4 seconds trials l for every electrode, and
then the sum of the squared absolute values was calculated
for each band, then the measurements for 64 electrodes were
transformed into 2-D images, and thus the problem of EEG
signal classification becomes an image classification task. In
order to project the 3-D electrodes space into a 2-D plane, we
applied the Azimuthal Equidistant Projection (AEP)and then
Clough-Tocher interpolation was applied over 32 x 32 mesh
and thus we got the 2-D topology-preserving unicolor images
for each band (red refers to Delta, green refers to Mu and
blue refers to Beta) which represents the average activity for
motor imagery EEG signals over the scalp for 4 seconds, then
we added the resulting images for each band together to form
either 2-channel images for the 2 band scenario or 3-channel
images for the 3 bands scenario. After Applying the Surface
Laplacian, the average classification accuracy is 68% after
adding Gamma band to the image generation process, which is
usually ignored in MI-EEG signals classification approaches,
and this is 3.5% improvement compared to SVM.
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Abstract—Beneath the postsynaptic membrane, there is an
elaborate protein network called the postsynaptic density (PSD).
The protein GKAP is one of the most important components of
the PSD. This protein establishes interactions with PSD-95 and
Shank and thereby forms the core structure of PSD network.
Mutations in these proteins are associated with a number of
neurodegenerative diseases. The aim of my studies is the detailed
structure-function characterization of the intrinsically disordered
GK-binding segment of GKAP using NMR spectroscopy.

Keywords-PSD; GKAP; GBR1-3; NMR; interaction

I. INTRODUCTION

The postsynaptic density (PSD) is located under the postsy-
naptic membrane of the neurons. It is a large protein complex
with thousands of interactions. These proteins participate,
among others, in learning processes and memory formation
[1]. To understand the mechanism of action of this dynamic
structure and its role in neural processes, detailed structural
investigation of its constituent proteins and their interactions
are needed. NMR spectroscopy in one of the major techniques
to investigate the three-dimensional structure and dynamics
of proteins to decipher their function at atomic level. To
investigate intrinsically disordered protein segments, NMR
is the method of choice, but it requires special conditions,
such as highly concentrated protein sample, low pH, and low
amount of buffer components [2]. GKAP is one of the most
abundant scaffold proteins in the PSD. Its mutations have been
linked to OCD or schizophrenia. Two of its most important
interaction partners are the GK domain of PSD-95 and the
PDZ domain of Shank proteins. Its interaction with the GK
protein is phosphorylation-dependent [3]. My goal was to
prepare constructs spanning the GK-binding region of GKAP
that are suitable for NMR investigation.

II. METHOD

Recombinant GBR1-3 protein production was performed in
competent BL21 E. coli cells. Cells were grown in minimal
media and 15N labelled variant was produced as well. After
emulsiflex the protein was purified with immobilized metal
affinity chromatography (IMAC) on a manual column, and to
render it suitable for suitable NMR, a dialysis, and a size
exclusion chromatography (SEC) was made. To check the
results, SDS-PAGE was used. From the 15N labelled GBR1-
3, NMR measurements were performed on a Bruker Avance
III HD 800 MHz NMR spectrometer and the obtained HSQC
spectra was analyzed with Sparky and CCPNMR. To improve

sample stability, a number of buffers and additives were tested,
and a heat treatment was also performed.

III. RESULTS

Optimization of GBR1-3 expression and purification proto-
cols were accomplished successfully. The stability of GBR1-3
was seemed sufficient when using NaPi, DTT, EDTA at pH
8. 15N GBR1-3 was produced for NMR, HSQC spectra was
successfully acquired, which proved its disordered nature. The
number of peaks is less than expected based on the sequence,
but the simple explanation for this is severe peak overlap
which is expected to be resolved during resonance assignment.

Fig. 1. 1H-15N HSQC spectrum of GBR1-3.
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Abstract—The persistent, activity-driven changes in the effi-
cacy of synaptic transmission is referred to as synaptic plasticity
that is believed to be the basis of information storage in the
brain. A sophisticated system of intracellular signaling pathways
in the spine heads of postsynaptic dendrites remarkably takes
part in shaping synaptic plasticity. Modelling such a system
of biochemical cascades can help to understand the underlying
molecular mechanisms of synaptic plasticity.

Keywords-CA1 pyramidal cell, synaptic plasticity, LTP, intra-
cellular signaling

I. INTRODUCTION

Synaptic plasticity is believed to be the underlying mech-
anism of cellular learning and memory storage. Besides the
biophysical features of neurons, intracellular biochemical sig-
naling pathways also contribute to the formation of complex
neuronal functions such as activity-dependent synaptic plastic-
ity. Long-lasting increase in the strength of synaptic commu-
nication is referred to as long-term potentiation (LTP) which
is a result of interactions between sophisticated subcellular
signaling cascades.

II. METHODS

Computational methods allow the quantitative modelling of
network of signaling pathways that – combined with exper-
imental investigations – helps to understand the underlying
mechanisms of synaptic plasticity. A computational model of
the related intracellular signaling pathways was created based
on the model described in [1]. The model is located in a
dendritic spine head of a CA1 pyramidal neuron and contains
the main signaling pathways that were reported to take part
in the formation, maintenance, and expression of hippocampal
LTP: the CaMKII, the PKA and the PKC cascades. The model
was used to fit experimental data gathered from papers in
which the effects of the inhibition of the mentioned kinases
were investigated. The Optimizer optimization software tool
[2] was applied to optimize the model parameters. Such
optimizations require powerful computational resources, so the
Neuroscience Gateway (NSG) [3] – a portal for computational
neuroscience – was used.

III. RESULTS

Figure 1 illustrates the results of model fittings to distinct
experimental data in which the CaMKII, PKA and PKC
kinases were inhibited. It seems that the fitted models describe
these experimental results well, so they can be used for the
further investigation of the mechanisms of synaptic plasticity.

Fig. 1. Results of model fittings to experimental data.

REFERENCES
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Abstract—Yeast has been researched for a long time and ap-
plied in many areas in food and biotechnology industries, however
these seemingly simple unicellular eukaryotes still leave us with
many open questions. In this paper I am aiming to address
some of these questions regarding colony formation. Our research
group aims to understand the changes in colony development by
combining experimental and computational tools. Preliminary
results of multiple investigations are presented here that aim
to establish good experimental protocols to support building
and parametrizing a realistic computational model for modelling
colony growth.

Keywords-yeast; colony growth; giant colony; systems biology

I. INTRODUCTION

Colony growth and factors effecting it were studied for
a long time in S. cerevisiae [1]. The biphasic characteristic
of yeast colony growth was shown by Meunier and Choder,
demonstrating that initial rapid growth phase is followed
by a sharp transition to a slower growth phase [2]. This
slowing down is accompanied by cells in the center going
into stationary phase and growth being driven by peripheral
cells dominantly. Recent research with improved techniques
allowed a better insight into this phenomenon characterizing
the molecular differences as well. Ageing of the colony leads
to a scarce of nutrients and oxygen inside the colony, that in
addition is also unbalanced, leading to increased communica-
tion and differentiation in these colonies [3]. Differentiation
within colony was also described by transcriptional profiling
by Traven et al. [4]. Their study also showed that outer layer
is in an actively, fermentatively growing state while cell in the
inner areas are in a resting state, as well as the restructuring
in cell wall functions, namely the enrichment of cell wall
biosynthesis enzymes and cell wall proteins, while the inside
cells express cell wall degrading enzymes [4].

An important area of colony research is biofilm forma-
tion. Biofilm forming yeast, C. albicans can cause serious
hospital infections that is due to the structural changes and
differentiation within the colony. Development of colony and
biofilm structures are also described in wild and domesticated
S. cerevisiae colonies by the Palkova group [3]. Advances
in research techniques, especially in high-throughput and
omics technologies aim to scale up these investigations. These
efforts have revealed many important mechanisms in colony
structure and dynamics, nevertheless many details are yet to
be understood especially in the fields of communication and
interactions [5].

II. DISCUSSION

In this project my aim is to further our understanding of the
growth of S. cerevisiae colonies. These biotechnologically and
industrially important yeast are capable of showing a diverse
range of morphology. Morphological and growth differences

Fig. 1. Single cell colony and colony of approx. 100 cells of Sgu421 both
experimentally and simulation

were shown in this paper, as well as the capabilities of our
agent-based model was illustrated in couple of examples.
Our current focus is to improve these experimental protocols
towards high-throughput methods to be able to include multi-
ple strains and environmental factors. Based on experimental
results and the predictions of the agent-based model, colonies
of mixed strains will be measured to identify interactions
between strains.
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Abstract—Continual learning (CL) in medical applications is
a challenging not only because of mathematical and engineering
adversities, but because of the scrutiny required in clinical
validations prior to production release. I aim to investigate several
CL methods on a medical dataset containing 7300 anterior
cruciate ligament (ACL) specimens.

Keywords-continual learning; medical imaging; anterior cruci-
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I. INTRODUCTION

Catastrophic forgetting (CF) is a major pitfall affecting con-
tinual learning ambitions in machine learning, especially deep
learning. CF occurs when a previously learned information or
behaviour is overwritten when learning in a new task. This
loss of competence occurs not because of insufficient model
capacity, but of lacking a mechanism to retain information.
Mammalian brains overcome this obstacle by mechanisms that
rely on two assets: metaplasticity and complementary learning
systems. In deep learning, these mechanisms are simulated,
resulting in several methods.

In this work, three metaplasticity-based algorithms, two
complementary learning system based, and a mixed approach
is evaluated on a class-incremental and task-incremental learn-
ing scenario on medical images.

II. DATA

A private set of 7300 knee MR studies, annotated by expert
radiologists was used for our methods. The ACL abnormalities
were categories to 4 classes: healthy, degeneration or partial
tear, total tear, and ACL graft. See Table I for dataset com-
position. To assess the CL frameworks, I constructed a task-
incremental (Task-IL) and a class-incremental learning (Class-
IL) scenario: the convolutional networks were first trained
to identify the first two categories. Then, while applying the
different CL methods, they were trained solely on the second
two categories. In Class-IL, the network is expected to be able
to distinguish between all classes seen so far, while in Task-IL,
the network needs only to do so for class pairs it has actually
been trained on.

TABLE I
DATASET COMPOSITION.

Category Training set Test set
Healthy 4111 1823
Degeneration/Partial tear 277 102
Total tear 500 189
Graft 180 61
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Fig. 1. Test micro-F1 score for various CL methods in a Task-IL scenario.

III. METHODS

The metaplasticity-based approaches are Learning without
Forgetting (LwF), Synaptic Intelligence, and Elastic Weight
Consolidation. Complementary learning systems (CLS) [1]
theory inspired approaches include Generative Replay (GR),
Brain-Inspired Generative Replay (BI-GR), and BI-GR with
SI. The Class-IL challenge is known to disrupt metaplasticity-
based approaches, while complementary learning inspired
methods tackle this problem well. In this abstract, we report
the results on the Task-IL scenario, where all CL methods are
expected to mitigate catastrophic forgetting. [2]

IV. RESULTS

As we can see in Fig 1, all CL methods succeeded but
Synaptic Intelligence on the Task-IL learning scenario.
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Abstract—Laser speckle contrast imaging is heavily researched
in recent years. It is an optical technique that utilizes laser
speckle effect which is the salt-and-pepper-like intensity pattern
picked up by a camera, generated by the superposition of
scattered coherent light (laser light). As scatterers move during
exposure time, the pattern changes creating a blurring effect,
hence movement can be mapped as a contrast map. It is a
valuable tool in flowmetry that can be used to monitor the blood
flow on the surface of a rat brain during surgery situations.
During my research, I developed and implemented techniques to
improve laser speckle contrast imaging of the rat brain.

Keywords-laser speckle contrast imaging; LSCI; rat brain;
surgery; flowmetry

I. INTRODUCTION

Laser speckle contrast imaging (LSCI) maps the movement
of dynamic scatterers to a contrast map utilizing the changing
pattern of the speckle effect during the exposure time of the
camera. The speed of movement (or flowrate) is inversely
proportional to the decorrelation time, but the contrast and
decorrelation time has a complex relation, and its description is
still heavily researched and being improved [1], [2]. Measure-
ments heavily depend on hardware setup and have a number
of restrictions. In my work, I research LSCI to improve the
contrast map for mapping the relative flow rates.

II. METHODS

First we developed a method to increase the otherwise low
dynamic range of the traditional LSCI. Instead of using con-
stant level illumination, we gradually decrease the illumination
level during a single exposure. The practical implementation
of this technique uses fixed intensity short laser pulses, where
the frequency modulation mimics the change of light intensity.
This way a higher range of blood flowrates - from arteries to
capillaries - can be correctly mapped at once during the LSCI
of the rat brain. [3]

Granularity - a frozen pattern on the contrast map - in-
troduced by the static scatterers, causes false measurements
at areas where static scatterers are abundant. To address this
issue, we utilize ensemble averaging, during which we use
one fixed and one rotating diffuser. The slow rotation of
the diffuser ensures an interframe decorrelated illumination,
essentially forcing the pattern to be a statistical error that
we eliminate by averaging the set of consecutive frames.
This results in the smoothing of said frozen pattern over the
ensemble averaged final contrast map. [4]

We have created an online feedback-based measurement
system using a Raspberry Pi 4. It implements gradient-
based and latin hypercube sampling based optimization of
exposure time and pulse frequency decay parameters based
on the feedback of continual measurements of the subject.
The Pi controls the camera and the laser pulse as well, then

Fig. 1. Experimental arrangement using double diffusers for LSCI of the rat
brain. [4]

calculates the contrast map and adjusts parameters accordingly.
Measurement protocols and implementation was done for the
following paradigms: contrast setpoint control, dynamic range
maximization, sensitivity maximization. Both traditional and
our new, high dynamic range method were implemented.

Finally, we created a method to compensate the saturation
of the cameras during LSCI measurements extending the
maximum illumination level that can be used. The method
extrapolates based on the saturated pixel ratio and the changed
contrast. As a result, the measurement results depend less on
the precise illumination setting and imaging of darker areas
become easier with better quality.
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Abstract—Several studies shown the connection between the
outcome of COVID-19 and the general health condition of the
patient, like their other diseases and age. It is also clear that the
outcome of the disease changes with the variants of the virus.
Our aim in this study was to build a machine learning model that
can predict the outcome of the diseases (mild or severe) based
on the mutations found in the genome of the virus. The model
training pipeline is shown in Figure 1.

We downloaded more then 65 thousands of SARS-CoV-2 viral
genome that had outcome data from GISIAD database and
analysed the genomes and the metadata [1]. Using MUMmer
we generated a fast multiple alignment to compare the genomes
to the reference genome [3]. After sorting out the bad quality
genomes based on the MUMmer alignment, we determined
the SNVs, deletions and insertions compared to the Wuhan
reference genome with a new high-quality multiple alignment
of the samples and the reference genome using MAFFT [4]. We
annotated the found mutations with SNPEff [5].

We found, that the ratio of severe and mild samples as well
as the mutations in the genome varied by the time period the
samples were taken. We stratified the samples by the quarter of
the year the samples were taken, so we would compare samples
from the same time period.

We selected the most prevalent mutations and used JADBio
automatic machine learning tool to build machine learning model
to classify the samples to mild and diseased groups using the
found mutations and the patient age [2]. The model reached
0.883 ROC AUC with 0.826 ACC.

We also analysed the selected features to check whether they
are significant out of the training set. We also found selected
mutations that also appeared in the WHO Variant of Concerns,
like NS3a Q57H in Gamma variant or Spike S371L in Omicron
variant.

The generated machine learning model is able to classify the
severe and mild samples with high accuracy. The pipeline we
implemented makes it easy to complete the model with new
samples containing new mutations and variants that may appear
in the future.

Keywords-COVID-19; viral mutations; automatic machine
learning
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[3] Marçais, G. et al MUMmer4: A fast and versatile genome alignment
system, PLoS Computational Biology 2018.

Fig. 1. Training pipeline of the disease outcome (severe vs mild) classification
model from SARS-CoV-2 virus genomes.

[4] Katoh, K. et al MAFFT multiple sequence alignment software version
7: Improvements in performance and usability, Molecular Biology and
Evolution 2013.

[5] Cingolani, P. et al A program for annotating and predicting the effects
of single nucleotide polymorphisms, SnpEff: SNPs in the genome of
Drosophila melanogaster strain w1118; iso-2; iso-3, Fly 2012.

.

R. KALCSEVSZKI, “Prediction of the clinical outcome of COVID-19 from viral mutations using machine learning techniques” in PhD Proceedings – An-
nual Issues of the Doctoral School, Faculty of Information Technology and Bionics, Pázmány Péter Catholic University – 2022. G. Prószéky, G. Szederkényi,
A. Novák Eds. Budapest: Pázmány University ePress, 2022, p. 21.

21



Investigation of protein:protein interactions in the
PSINDB from various aspects

Zsófia KÁLMÁN
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Abstract—The postsynapse is an important participant of
the neuronal signaling machine. Although postsynapse is highly
studied, many aspects of its attribute and function are still to
be unrevealed. In the past several years experimentally verified
binary protein-protein interactions were unrevealed for proteins
located in the PS. Last year we established a unique postsynapse
specific database (PSINDB) that includes a wide variety of data
from interactions to diseases. We believe that the understanding
of the complexity in the nervous system requires an integrated
approach using different sources of biological data. Particular
combination and analysis of relevant information might shed
line previously unknown connections.

Keywords-postsynapse; protein-protein interactions; disease

I. INTRODUCTION

Human brain is the most complex organ in the body
containing billions of synapses formed by presynaptic and
postsynaptic neurons. The postsynaptic site is responsible for
taking the released neurotransmitter from the synaptic cleft
where neurotansmitters (NT) are released by exocytosis from
the presynapse [1]. The postsynaptic site of dendrites can be
distinguished to three main parts: the postsynaptic density, the
postsynaptic cytoskeleton and the postsynaptic membrane [2].
The most interesting one is the postsynaptic density, a protein
dense organelle, where proteins form a mesh-like structure to
serve as a skeleton for protein-protein interaction formation.
Despite extensive research the exact composition of the PSD
is still unknown. According to the prevailing view 1500
individual proteins are abundant here and many of them are
found in multiple copies. The estimation is that altogether 1
gigaDalton worth of mass is formed which equals 10 000
proteins [3], [4], [5], [6]. Postsynaptic density consists of
an elaborate network of proteins. Much of the information
about it is binary protein-protein interactions. Although now
it is clear that most proteins are forming complexes and
supercomplexes they are extremely hard to determine because
of experimental difficulties such as PSD purification. An
additional aggravating factor is that these complexes are highly
dynamic and differ in composition in distant brain regions [1].
An important role of the postsynapse is suggested in basic
neural processes such as learning and memory [3], [7]. The
importance of the postsynapse is also supported by the fact that
more than 100 diseases were linked to its proteins, including
major psychiatric and neurodevelopmental diseases such as
Alzheimer, Parkinson and schizophrenia [4], [8]. Although
more and more information is emerging from the scientific
results on the postsynapse most of the pieces from the puzzle
are still not in place.

II. SUMMARY

Last year we established the postsynaptic protein-protein in-
teraction database (PSINDB). PSINDB contains the following
data: PS localization of proteins, binary interactions, prediction
of structural and unstructural segments, GeneOntology and
DiseaseOntology annotation of the interacting partners of PS
proteins (Figure 1) . The focus of my research this year
was preliminary calculations combining different data from
PSINDB to determine some possible perspectives for further
more detailed research.

Fig. 1. The data on which the analysis is based - for the most part from the
PostSynapticINteractionDataBase (PSINDB)
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Abstract—There are many approaches to simulate the COVID-
19 pandemic. In our approach we wanted to have more detailed
control thus we use an agent based approach, where we simulate
every person and location separately. The algorithm uses Thrust
library extensively to accelerate the algorithm on both CPU and
GPU.

I. INTRODUCTION

There are many papers when they applied a deterministic
model for the current COVID pandemic. Röst et al. proposed a
system control model that can modify the constants in runtime
in the differential equations to achieve different goals. [1]

The deterministic models are driven by differential equa-
tions. There are some limitations of the deterministic ap-
proaches. It is not feasible to include that many parameters
as in a direct agent-based model, which leads to less detailed
control possibilities. Also, realistically many events are not
continuous, like getting infected, being in lockdown or hospital
and travelling between locations.

Another limitation of deterministic models is that they can
not predict situations that might have a small chance, but
they can significantly change the simulation’s output. With
stochastic models, if we run the simulations multiple times,
we can have a good chance of catching these behaviours.

A. Related works

There are many agent-based models created for this pan-
demic, with different level of accuracies and runtime perfor-
mance.

Bicher et al. [2] propose a decision tree to handle the
possible events for the agents. They do not consider different
locations. The only possible movement is emigration when the
agents leave the simulation. They implemented the model in
Python3, which does not provide high-performance, but for
the simplified event handling and reduced agent number, they
can archive reasonable runtime.

Epidemics simulations are not a new challenge. It just
became more important due to the current COVID pandemic.
There has already been an existing agent-based model, which
they used to specialise for this pandemic. For Australia there is
a pre-existing model [3], where agents have a specific schedule
and corresponding movement pattern on a highly detailed
location graph. They improved and specialised that model for
the COVID-19 pandemic [4]. Using the HPC cluster (Artemis
at the University of Sydney), with 4264 computing cores to
simulate entire Australia for 180 days, it takes 42 minutes.

B. Goals

Our goal is to simulate every person directly, considering
every aspect of life relevant to the virus’s spreading with
agent-based modelling. We have to follow their movements
because this defines where they can be infected and transmit

the virus. Another critical aspect is those data that can affect
their response to the virus; therefore, we must consider the
agent’s age and precondition.

When an agent got infected, there are multiple paths where
the course of the disease can lead. We can describe it with
a weighted directed graph where the nodes are the possible
states, and the edges are the possible progressions from that
state. The sum of the weights of edges starting from a node
has to be one because it represents chances. There are multiple
models to describe this disease; therefore, it will be an input
for the simulation. There are three groups of states. The first
group mainly only contains a susceptible state. The second
which varies the most is the infected state. Here we have
to model everything from being infected and not having any
symptoms to the disease’s seriousness. The last group is the
outcome of the infection, which can be either recovering or
death.

The purpose of this simulation is to predict the effect of
different scenarios. These can be governmental regulations
like obligatory mask-wearing, closing various institutions and
lockdowns. Different testing policies define when an agent
gets tested and the effect of a positive test. We have to handle
all these events in a way that some can dynamically change
throughout the simulation.

Many of the use cases require good runtime from the
simulation. Before we can give any predictions, we have to fit
some parameters to mimic real-life data. We have to evaluate
the function, which is an entire simulation run, many dozens
of times for all parameter fitting algorithms. When we want to
predict the progression of the pandemic, we still need multiple
runs due to the stochastic nature of the simulation. The same
pertains to different scenario testing.
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implementing the algorithms. Kálmán Tornai and his team for
the input data. And for the whole COVID simulation team for
the work.

REFERENCES
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Abstract—This report is the continuation and extension of
our previous works and results [1], [2], [3]. Hippocampal field
potentials for network state detection and medial septum (MS)
unit activities were recorded concurrently in anaesthetized rats
(a. rat), anaesthetized mice (a. mouse) and freely moving mice
(f.m. mouse). Here we present some key differences between
datasets. Furthermore, we show a methodological tool to rec-
ognize duplicate cells after action potential clustering.

In our previous work rhythmicity groups were defined in
the MS based on the rhythmic behaviours during hippocampal
delta and theta dominant segments (pacemakers, tonic, delta,
follower, theta-follower) [3]. Rhythmic relations between groups
were mapped with cross-correlation analysis [2]. The pacemaker
group were found to be the source of synchrony in the network.
Here we report further confirmation of this idea.

When we analyzed pacemaker synchronization during theta
we found that their rhythmicity frequencies tend to converge to
a general frequency [2]. To better understand this mechanism,
we implemented a pacemaker model network. Parameter space
search revealed a set of optimal values for theta generation. Si-
mulations with these parameters reproduced frequency synchro-
nization seen in vivo [1]. While looking for further similarities

Fig. 1. In-phase versus anti-phase pacemaker synchronization in the mouse
MS. A. mouse: (A, C), f.m. mouse: (B, D). (A, B): After calculating
all crosscorrelograms of pacemaker pairs from the same recordings, we
determined offsets as the lags corresponding to the crosscorrelogram peaks in
theta frequency range. Histograms of offsets can be seen during theta (left)
and non-theta (right). Interestingly, proportion of antiphasic pairs ( 80-120 ms
bin) increased during delta in a. mouse (A), while decreased in f. m. mouse.
(C, D): Crosscorrelograms of antiphasic pacemaker pairs (offset above 50 ms)
during theta (left) and non-theta (right). A state independent, sustained offset
was characteristic to both a. mouse and f. m. mouse.

we have tested phase relations between model neurons. In vivo
pacemakers shown to fire preferentially either at the peak or
trough of hippocampal theta [4]. Owing to this, they form two
antiphasic clusters that can be detected by taking their cross-
correlations. Similar quantification of antiphasic behavior helped
us to explore the model parameter space. Interestingly, we have
observed bimodal phase segregation only in a totally different
parameter region.

Keywords-neuronal oscillations, theta rhythm, hippocampus,
medial septum, pacemaker, frequency synchronization, antipha-
sic clusters, network model
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Abstract—Psoriasis is a common, immune-mediated disease,
representing a significant health care challenge around the world.
During the development of topical medications, skin permeability
is an important aspect, however little data are available on
checking this parameter at different stages of psoriasiform
dermatitis. Contributing to this knowledge, we investigated the
changes in drug absorption at different time points in imiquimod-
induced psoriatic mice using a ”skin-on-a-chip” microfluidic
device. Our results show, that higher skin permeability is present
in the psoriatic group compared to the control animals, however
the permeability decreased with the progression of the disease,
suggesting that a topical cream formulation as a medication can
be more effective at the early phase.

Keywords-psoriasis; imiquimod; skin permeability; skin-on-a-
chip diffusion chamber

I. SUMMARY

Psoriasiform dermatitis is a chronic inflammatory skin con-
dition, affecting more than 125 million people worldwide [1].
Though it does not occur naturally in laboratory animals, in
order to describe its pathophysiology and to determine the
potential therapeutic targets, several animal models have been
developed using genetic modifications, xenotransplantation or
chemical induction. The imiquimod (IMQ)-induced mouse
model is proven to represent several psoriasis-like symptoms
at the epidermal, dermal and immunological levels [2].

Transient Receptor Potential Ankyrin 1 (TRPA1) is a nonse-
lective cation channel, which shows a protective role in psoria-
sis, therefore, blocking or knocking out (KO) TRPA1 enhances
the IMQ-induced dermatitis [3]. A further nonselective cation
channel, Transient Receptor Potential Vanilloid 1 (TRPV1)
enhances the development of the disease, which means that
blocking or knocking out TRPV1 leads to severely impaired
inflammation [3].

There are different approaches in therapy, however, the
topical delivery route plays one of the most important roles,
thus investigating the changes of the epidermal barrier function
during the development is crucial [4].

In our study, the drug delivery through the psoriatic epi-
dermal barrier was examined at different phases of the IMQ-
induced psoriasis in wild type (WT), TRPA1 KO and TRPV1
KO mice. In all cases, vaseline (VAS)-treated mice were used
as control.

The permeability experiments were performed in a “skin-
on-a-chip” microfluidic device using a topically widely applied
hydrophilic model drug, caffeine [4]. Based on the results, it
can be concluded that the drug permeability increased with the
progression of psoriasiform dermatitis in wild type animals
[4]. The same could be found in the case of TRPA1 KO and
TRPV1 KO animals, which suggests that the deletion of these
ion channels has no effect on the transdermal drug delivery
[4]. Interestingly, the drug permeability showed a moderate
decrease between the 24 and 96 h observation time points,

Fig. 1. Area under the curve values calculated from the concentration-time
profiles of caffeine absorption.

which might be a consequence of the higher level keratinocyte
proliferation, the plaque formation, and therefore the partial
closure of the hair follicles, which are crucial in the absorption
of caffeine [4].

In summary, these data suggest that the topically applied
drugs have a greater chance to relieve the symptoms at an
early stage of the disease.
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Abstract—This report present the effect of different EEG
bands with respect the classification accuracy of a Support Vector
Machine based BCI System. With the used prototype BCI system
realtime gameplays were also conducted where the tetraplegic
subject had to control an avatar on a virtual track to reach the
finish line.

I. INTRODUCTION

Brain-Computer Interfaces (BCI) are integrated software
and hardware systems which record the bio-electrical signals
of the brain. And by classifying the signals it controls an
external device. (Fig. 1.)

Our research team, lead by István ULBERT, aims to create a
BCI system, which will be challenged by other BCI devices of
other research groups, in 2024 at the international Cybathlon
competition. [1], [2]

II. DATASETS

Next to the online available motor imaginary dataset on
PhysioNet [3] we recorded our own dataset with the help
of 2 tetraplegic subjects. For signal recording, 64 channeled
ActiChamp+ EEG system were used, which is produced by
Brain Products. On both datasets we made parameter space
investigation with respect to the EEG bands. We focused on
the effect of different EEG bands with respect the classification
accuracy of our classifier.

III. METHODS

For searching the parameter space the High Performance
Cluster (HPC) machine were used. The original BCI code
were uploaded to the server with the databases. Many different
prepossessing configurations were created and submitted as
jobs to calculate the Accuracy results on the whole databases.

Raw EEG data is recorded and send to the Signal Processing
part of the BCI System. With a given window length data is
cut and for each window the absolute of the complex Fast-
Fourier Transformation of the EEG signals were calculated as
a Source Feature (SF). Two different methods are created for
feature extraction and classification. One of them is the SF
AVERAGE method, where the average SF of a well known
EEG band was calculated for each channel. This resulted a
number of channel x 1 feature vector which is used as train and
test data for a Support Vector Machine (SVM). The other is
the SF RANGE method, which further utilizes the SF Average
method, by creating feature vectors form distinct 2 Hz wide
parts of the SF. These features are fed to separate SVMs with
respect to the frequency range. The final classification result
is calculated as the max vote of the individual SVMs.

Next to the parameter space investigation of EEG bands
we also conducted real-time game-play experiments, where

Signal 
Acquisition

Digitalized
signal

Feature 
extraction

Translating 
algorithm

Signal Processing
Device

commands

BCI System

Fig. 1: BCI System workflow, based on J. R. Wolpaw et al.
[4]

the time required to reach the finish-line was recorded and
measured.

IV. RESULTS

The Range40 method clearly outperformed the rest of the
EEG bands and the Range30 method. With respect to the real-
time experimetns we conducted 59 gameplays in total from
which 27 were under the 240 second time limitation, which
was defined by the organizers of the Cybathlon.
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Abstract—The hippocampus has a significant role in memory
formation and spatial navigation. The observation of these
brain processes increasingly relies on the combination of
multiple neuroimaging methods, like electrophysiology and
two-photon microscopy imaging. During these experiments, the
electrophysiological device is placed in the beam path of the
two-photon microscope. It is therefore necessary that these
devices are transparent. Since the images are taken through
these devices during imaging it is necessary to investigate their
optical properties.

In this paper, the spatial resolution of fluorescent two-photon
imaging through the micro-electrocorticography (microECoG)
device is presented in fluorescent microbeads, transgenic hip-
pocampal slices, and in the change of relative intensity in in vivo
images under the long-term (155 days) implanted device. During
the 22 weeks in vivo measurements, the fluorescent activity
remained stable and Ca2+ signals were captured. Based on the
results our device is suitable for multimodal imaging.

Keywords-microECoG; electrophysiology; two-photon mi-
croscopy; optical characterization

I. INTRODUCTION

The hippocampus is one of the most investigated structures
in the brain. It is responsible for the formation of memory
through long-term potentiation [1]. Although the hippocampus
plays a significant role in the function of the brain, research
mainly relies on single modalities, like electrical recordings
and optical imaging. Multimodal techniques, like the combi-
nation of electrophysiological recording and two-photon mi-
croscopy, take advantage of the temporal resolution of electro-
physiology recording and spatial resolution of neuroimaging
techniques [2]. However, the conventional microelectrodes
track electrical activity from only a few neurons. To have
a better spatial resolution, microECoGs can be used instead
of penetrating microelectrodes. Because the microECoG is
placed in the light path of the two-photon microscope, and
the images are taken trough it, it is important to investigate
the optical properties of the device.

II. METHODS

The microECoG with shape memory polymer on both
sides was made in the collaboration of the University of
Texas at Dallas, Femtonics Ltd. and Pázmány Péter Catholic
University. The design and electrical properties of the device
were presented previously [3]. The electrode grid has a custom
thiolene-acrylate softening thermoset polymer presented on
both sides. To investigate the optical characteristics of the
device, Two-poton Ca2+ images were taken of fluorescent
microbeads and brain slices. To determine the long-term
effects of the implanted device, in vivo measurements were
made over 155 days. The images were analyzed with custom

made MATLAB scripts and algorithms.

Fig. 1. Image taken with the device placed in the light path. The shadows
of the recording sites are visible.

III. DISCUSSION

In this project, our goal was to determine the optical
properties of a thiolene-acrylate based microECoG device for
multimodal hippocampal recordings. To investigate the optical
properties of the device, multiple in vitro Ca2+ images were
recorded with and without the fully fabricated device from
fluorescent microbeads and hippocampal brain slices. For the
investigation of the long-term effects of the implanted device,
the change in relative fluorescence was measured over 155
days after implantation. Based on these results we can say,
that the thiolene-acrylate based microECoG device is suitable
for the use of multimodal neuroimaging of the hippocampus,
even after 155 days.
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Abstract—The postsynaptic protein complexes are capable of
dynamic redistribution in different timescales. These structural
changes of the complexes can affect the behaviour of the synapse
therefore the changes are the molecular mechanisms behind
learning and memory, as well as several neurological conditions
like autism. I am using Gillespie-based computer simulations
and integrative modeling of the three dimensional structures of
the complexes arising in the postsynaptic density (PSD) as a
function of the abundance of individual proteins translated. I am
investigating further the already published simulations [1] by the
effects of different binding and unbinding rates on the complex
formation which may simulate how mutations can change the
synapse.

Methods: The Gillespie-based simulations are performed with
Cytocast. Structural data for the individual proteins were ob-
tained from the Protein Data Bank (PDB) database. The abun-
dances are generated from mRNA expression levels as described
in [1]. For comparison several dimension reduction methods and
metrics were used such as pryncipal component analyses (PCA)
and cluster distances.

Results: I have made further 3D modeling of complexes
using the previously created protein models, but to conclude the
integrative modeling platform (IMP) were not able to deal with
flexible C-terminal binding sites due to too much freedom by
long linker region, the main domains did not changed positions
accurately. I have considered several methods of mutation anal-
yses to use or alter for predicting binding rates but all of them
proved to be lacking in some respect.

Keywords-keyword;postsynaptic density; Cytocast; Synaptomic
Theory; PeProb; disordered regions; protein models; mutational
analyses

I. INTRODUCTION

The Synaptomic Theory [2] postulates that the neuron’s
behaviour is largely determined by the postsynaptic complexes
created by its constituent proteins available in different abun-
dances. In our simulations using only protein abundances the
results would be purely based on random diffusion, however
other parameters may change the complex formations. One of
the main parameters in addition are the binding and unbinding
rates which tells the probability of two proteins who already
met whether they will be bound together. These binding
rates can be altered by mutations and other factors such as
the flexibility of the domains and their interference upon
binding. The main difficulty of considering mutations is lack
of experimental data and prediction methods. The widely used
predictions of binding rate changes by mutations are focusing
on the mutations which has a very low chance to change
the binding rates as in industry its more important. These
results unfortunately the complement of what we would like

to accomplish in our simulations considering the binding rate
changes.

II. METHODS AND VALIDATION

My simulations run by Cytocast uses Gillespie-algorithm
conclusions were created by mathematical methods. The prin-
cipal component analyses can show outlier regions that need
further examinations to find out the cause of outlying. Consid-
ering different binding rates the region mapped on a plane can
be compared by simulations made by uniform binding rates.
I use relative distances as a comparison measure.

HoTMuSiC [3], CAD-Score [4], PredictSNP [5], NeEMO
[6] are available methods to predict protein and binding
stability.

III. DISCUSSION

I conclude that nevertheless the methods mentioned above
are focusing on different aspects and none of them are easily
converted for our cause.
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Abstract—Recent advances in high-density neural probe tech-
nology have made it possible for scientists to record in vitro
neural action potentials (spikes) from a large number of neurons
all at once. The goal of this project is to design and build a
closed loop system that can do record and process brain spikes in
real time with the utmost accuracy. A Field Programmable Gate
Arrays (FPGAs) board with Neuropixels high density probes and
Tensor Processing Unit (TPU) chip with deep-learning algorithms
will be used to build and create a system.

Keywords-neural activity; action potential; spike sorting;
FPGA ; deep learning

I. DISCUSSION

For decades, researchers have investigated the process of
assigning neuronal action potentials (spikes) to a group of
neurons (clusters) [1]. A high-density probe with a large
number of recording channels is used to measure these spikes
by implant it in the brain to record action potential (AP)
and local field potential (LFP) data from the neural space
where extracellular neuronal activity can be measured in this
manner[1]. The extracellular recordings reveal a different
number of neurons than what would be expected based on
the location and anatomical structure of the brain where this
discrepancy may lead to the recording of distinct brain activity
in response to different stimuli. Understanding the patterns of
neural firing can be accomplished in part by the detection and
clustering of neuronal action potentials (Neural Spikes). Spike
sorting algorithms is used to improve this procedure, which
can lead to better understand how neurons communicate [2].
Neuropixles has produced new state-of-the-art probes with
384 recording channels and a probe base capable of analog
pre-processing and digitalization of brain data (5x9mm2)
[3]. The Neuropixles probe is used in this study to create a
closed-loop system with 384 recording channels that can be
used simultaneously. Data will be received and pre-processed
on an FPGA board before being transferred to a TPU chip
equipped with a deep-learning algorithm for sorting and
classifying neural spikes, and finally, real-time results will be
sent to the user via wireless transmissions as it is shown in
Fig. 1.
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Abstract—Extracellular vesicles (EVs) are present in all types
of body fluids and they are harboring the characteristics of their
origin. However, the isolation of EVs is challenging researchers
all over the world. Our group aim to find a method that can
not only isolate, but separate intact EVs from different types
of bio-fluids, a technique which is repeatable and easy to carry
out in clinical practice. Our first step toward this goal is to try
out and compare the available methods as well as study their
obstructions to develop an appropriate procedure. On the other
hand, for experiments conducted simultaneously, storage stability
of EVs needs to be widely studied. Therefore, we examined the
vesicle’s characteristics after a freezing-thawing process.

Keywords-extracellular vesicles, ultracentrifugation, size-
exclusion chromatography, precipitation, storage stability

I. INTRODUCTION

Extracellular vesicles are lipid bilayer bound particles with
heterogeneous cargo, which represent their cell of origin.
Cancer cells produce significantly more EVs than healthy
cells, and the fact that they can be found in every body fluid,
makes them promising progressive and predictive biomarkers
for cancer [1]. EVs are commonly isolated by density-, size-
or precipitation-based methods, however, due to the size and
density overlap of the contaminants, these isolates might be
spoiled. As a matter of fact, these contaminants are present
in the body fluids on larger scales, so accurate information
could be buried under them [2]. Moreover extracellular vesicle
features are changing during storage, therefore for comparable
studies, storage conditions need to have minimal impacts on
EVs [3].

II. METHODS

The used EV isolation methods and it’s steps are represented
in Fig. 1. Before EVs were isolated with one of the three evalu-
ated methods, the collected supernatant was ultrafiltrated. Then
we used the concentrated supernatants to isolate vesicles either
with size-exclusion chromatography (SEC), ultracentrifugation
or ExoQuick precipitation reagent. The extracellular vesicle’s
characteristics were investigated with Qubit protein assay,
transmission electron microscopy (TEM) and dynamic light
scattering.

Fig. 1. Schematic representation of the drifferent types of extracellular
vesicles isolation’s process

III. SUMMARY

The extracellular vesicles isolation was successful with ul-
tracentrifugation (UC), size-exclusion chromatography (SEC)
and ExoQuick precipitation reagent. The isolated fraction’s
mean particle size was in a range of supernatant-isolated EVs.
We were able to visualize the lipid-bilayered compartments
in the UC-isolated fractions with TEM. The total protein
content of the isolates was variable among the compared
methods. However, every method has it’s disadvantages, so for
appropriate EV isolation we should combine different types of
techniques.
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Abstract—Representing the proteins as nodes of a network
and the interactions as edges,allows us to leverage network
analyzing tools to discover new links and interactions. Image-
to-image translation inspired conditional generative adversarial
network (cGAN) model utilizing Wasserstein distance-based loss
improved with gradient penalty was used, taking the combined
representation from the data processing as input, and training the
generator to predict the probable unknown edges in the provided
induced subgraphs.

Keywords-Conditional GAN, Edge prediction, Protein interac-
tion prediction, Interactome

I. INTRODUCTION

Comprehensive understanding of the human protein-protein
interaction (PPI) network (interactome) could offer in-
sights into cellular organization, genome function, and geno-
type–phenotype relationships. The human interactome map is
still sparse and incomplete where computational methods can
facilitate the exploitation of missing undiscovered interactions.
[1]

II. METHODS
The available data processing framework created by Balogh

et al. [2] was adapted in its original form which allows to
a use modified breadth-first search algorithm to traverse the
network and extract induced subgraphs on an updated newly
preprocessed database in the following steps:

A. Database

In order to quantitatively assess the performance of different
predictive models, STRING (Search Tool for the Retrieval of
Interacting Genes/Proteins) database was used to benchmark
different algorithms through standardized performance met-
rics, which is a biological database of known and predicted
protein–protein interactions [3].

B. Preprocessing

In the preprocessing step the original(N100) PPI network
will be downscaled to multiple versions with decreased num-
ber of edges, and will be stored in an adjacency list, generated
by the node2vec algorithm [4] with a set of adjacency matrices
of induced subgraphs, serving as input for the training and
evaluation of the machine learning part. cGAN architecture
was selected to train an edge predictor model. The model
consists of a discriminator and a generator trained by an
adversarial learning method [5].The input for the generator
are the embedding of the truncated networks and adjacency
matrices. By 10-fold cross-validation ten N90 subgraphs have
been generated, which will be truncated once again with 10-
fold cross-validation into ten different N81 networks keeping
81% of the edges of the original network.

C. Model training

cGAN architecture was selected to train an edge predictor
model. The model consists of a discriminator and a generator
trained by an adversarial learning method [5]. For the genera-
tor, an encoder-decoder style network with skipping concate-
nations as short-cuts was implemented, based on the pix2pix
GAN, where convolutional layers first encode, compress the
input into increasingly smaller feature maps, following by a
decoder pathway to decode them into increasingly larger ones.
The input for the generator are the embedding of the truncated
networks and adjacency matrices [6], [5].

III. SUMMARY

During the first semester of my PhD work I continued a
PPI project of the Cardiometabolic and MTA-SE System Phar-
macology Research Group (Olivér Balogh, Bettina Benczik,
Mátyás Pétervári) led by Bence Ágg in the Department of
Pharmacology and Pharmacotherapy led by Péter Ferdinandy,
MD, PhD, MBA at Semmelweis University, Budapest. The
first semester was spent getting to know the literature, learning
the complete workflow, interpreting codes, preparation of the
updated database and training of new neural networks (GAN)
on the new dataset. I have generated learned and performed
pre- and postprocessing- and GAN training steps of the
whole workflow and applied on the updated STRING database
in order to evaluate their performance and compare with
other known networks. I have identified several interactome
databases (e.g. UniHI, BioGRID, MINT, ADAN, PDZBase,
PARPs) for further evaluation and new possible neural network
types to train different predictor models in the next semester.
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Abstract—In the last few decades the knowledge about intra-
cellular processes increased dramatically. However, we still do
not have enough information about the interactions occurring
between cells, because most laboratory experiments of microbial
growth are focusing on individual strains. In nature, microbial
populations form complex communities including more strains.
These strains have the ability, to affect each other, and these
arising interactions can influence the fate and the future of
the growth of the population. In these mixed colonies both co-
operation and competition can arise between the strains, so it is
possible that some of the strains will thrive while others might
be suppressed. Our goal is to study these interactions between
different strains of Saccharomyces cerevisiae and to gain better
understanding of the importance of coexistence and competition.

Keywords-yeast strains; yeast growth; toxin production

I. INTRODUCTION

Saccharomyces cerevisiae, commonly known as Baker’s
yeast is an important research and industrial microorganism
[1]. It played a role in many discoveries regarding cellular
and evolutionary processes.

Some interactions have already been observed between
yeast strains in the 1970s [1]. These experiments mainly in-
cluded the investigation of the effect of mixed colonies on the
fermentation process [2]. While cooperation appears in many
populations to produce the appropriate substances for survival,
the most common interactions occurring between strains is
the competition for nutrients [3]. One form of competition
between strains can be caused by toxin production [4]. In this
case one of the strains in a mixed colony is able to produce
a toxin gaining an advantage over the other strain. This toxin
production was proved to be important in fermentation of food
and beverages and even in medical research [4]. Our goal is
to extend this knowledge by examining the effect of different
toxin producing strains on the growth of other laboratory
strains with the help of a fluorescence-based approach.

II. DISCUSSION

A. Liquid culture experiments

1) Growth of individual strains: First to determine the
unique growth characteristics of the strains they were tested
in different liquid media: in SD containing 2% and 10% of
glucose in SD with 2% ethanol concentration and in grape
juice (15% glucose). For most of the previously mentioned
strains it can be said that the most suitable environment for
their growth is the SD containing the 2% or 10% glucose and
they also grow well in grape juice.

2) Co-culture experiments: Between Sgu165 and Y55 there
was no observable interaction, Sgu165 did not affect the
growth of Y55 negatively, despite the fact that on solid media
Y55 clearly showed a sensitivity to its toxin. However there
can be many reasons why their behaviour is different in liquid

Fig. 1. The growth of Y55 and Sgu165 in different liquid media

culture compared to the solid medium. One of them being
the glucose concentration which was 20% on solid medium,
much higher than in the liquid culture. Also the length of the
experiments differ from each other, while in liquid they can
be observed for about 24 hours, on solid medium it took 3
days to see the effect of the toxin.

ACKNOWLEDGEMENTS

The research was supported by the Hungarian National
Research, Development and Innovation Office (NKFI/NRDI)
through the Hungarian Scientific Research Fund (OTKA-K20-
134489) and the Thematic Excellence Programme (TKP2021-
EGA-42).

REFERENCES

[1] M. Cavaliere, S. Feng, O. S. Soyer, and J. I. Jiménez, “Cooperation in
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Abstract—In human movement analysis, we would like to
quantitatively investigate how the human body is able to perform
the given tasks in different environments and physiological
conditions. Beside the proper physical and health assessment,
this knowledge is useful to mimic human-like movements and
inspire neuromorph movement controls.

In our research group, we measure kinematic and electromyo-
gram (EMG) data. With these two components, we are able to
monitor the role of distinguished muscles in predefined movement
tasks. Based on this data, we can create descriptive and control
models for predefined tasks.

I studied the simultaneous arm and leg (hybrid) cycling and
pendulum test. Both of them are widely used exercises in rehabil-
itation. The hybrid cycling with functional electrical stimulation
(FES) is used to attenuate the side effects of paraplegia and in
some cases to improve gait rehabilitation by a device, so-called
hybrid ergometer. Meanwhile, the pendulum test is one of the
simplest and most transparent way to monitor and detect reflex
and muscular disorders [1]. These two methods support each
other well in clinical applications.

The detailed model construction and simulation results of
hybrid FES cycling control are displayed in our recent paper
which is accepted by The Anatomical Records [2]. In this work,
we introduce a model to control the lower limbs cycling with
the EMG signals from the arms. This control is performed by a
nonlinear auto-regressive recurrent neural network [3].

The neural network was able to learn similar patterns like the
base line activity but their precision did not satisfy the accuracy

Fig. 1. Two measurement setups for human movement analysis; Left: A:
measurement setup for hybrid cycling, B: arrangement of EMG and kinematic
markers, C: Wartenberg pendulum test. Upper right: hybrid cycling-based
FES control. Prediction of right tight muscle EMG from right upper limb
EMG signals; simulated FES control signals with thresholding. Lower right:
transient changes in knee angle (left: healthy, right: spinal cord injury).

criteria. We explained these results with the artifacts of the
measurements and the absence of the appropriate amount of
data.

In case of pendulum test, we measured two paraplegic patients
who had muscle stiffness in their lower limbs. From this data,
I calculated the knee angle changes during the tasks. I also
determined the beginning and endpoints of the kinematic data
and EMG activity in time. These results are going to be compared
with healthy participants records.

Our recorded data of human motion are also useful to test
and develop a principle component analysis-related method with
the cooperation of Wigner Research Center for Physics [4]. This
research is hopefully able to describe natural laws in human
movement.

Keywords-neural networks; dimension reduction
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Abstract—Shank proteins are important scaffolding proteins
found in the postsynaptic density (PSD), the phase separated
structure responsible for the processing of incoming signals
in glutamatergic synapses. In the course of this study, disease
associated binding site mutations of the PDZ domain of Shank1
were investigated experimentally.
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I. INTRODUCTION

The postsynaptic density (PSD) is a disk-shaped, phase
separated organelle located in glutamatergic synapses in the
central nervous system. Shank proteins are a family of scaf-
folding proteins with a crucial role in holding this system
together, participating in the series of interactions connecting
membrane-embedded receptors with the cytoskeleton. [1] All
members of the Shank family contain a conserved PDZ
domain that is also found in all splice variant isoforms.
The domain is highly promiscuous, but its main interaction
partner, the C-terminal of GKAP, binds it with an over 10-
fold stronger affinity than others. [2] While the Shank family
mostly associated with autism spectrum disorders, expression
abnormalities, and some point mutations of the PDZ had been
found in various types of cancers. [3] [4] Besides the PSD,
some isoforms of Shank proteins are expressed ubiquitously.
There is also an SH3 domain, another common protein-protein
interaction domain located adjacent to the PDZ, which is
likely to be cooperating during the GKAP interaction. A
shifting of preferences between different binding partners of
the PDZ domain therefore might contribute to the disruption of
signaling pathways and through that, cancer development. For
this study, three point mutations of the binding site of Shank1-
PDZ were picked from the COSMIC database. [5] These
mutations are among the most common missense mutations
of this domain.

Fig. 1. Structure of the Shank1 PDZ.The GKAP C-terminal binding motif
is drawn in blue. βB and αB are highlighted with yellow and magenta
respectively. The image was created in Chimera.

II. MATERIALS AND METHODS

Proteins were produced and purified as described earlier.
[6] In vitro mutagenesis of the cDNA containing plasmid
was used to produce the mutant constructs. The TECAN
Spark 20M plate reader was used for fluorescence polarization
(FP) experiments. Results were analyzed in Microsoft Excel.
Biolayer interferometry (BLI) was performed on a Fortebio
BLItz device, using NTA coated probes. Peptides labelled with
fluorescein were synthetized by BioBasic.

III. RESULTS

BLI on the WT construct and the three point mutants was
performed, and relative binding affinities were calculated. All
three mutants were found to have decreased binding affinity
compared to WT. With FP, two dilution series were measured
for each mutant. Results align with those measured with BLI.
The Kd value obtained for WT is in the same order of
magnitude as seen in literature previously, and measured with
ITC in a previous study.

IV. DISCUSSION

It was confirmed that the mutations change binding affinity,
as expected. More studies with different methods and binding
partners are in progress.
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Ágnes SZABÓ
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Abstract—Epilepsy is a heterogeneous neurological disorder,
characterized by recurrent unprovoked seizures. During epileptic
seizures, the neurons are activated abnormally, with a high level
of synchronization. Up to 30% of the patient are not responding
to the medical treatment. Some of these cases are inoperable
because the epileptic focus is in a vital area of the brain. An
alternative solution is a thermal neuromodulation. In this paper,
we investigate the effects of infrared light emitted optrode on
penicilin-induced rat epilepsy model.

Keywords-Epilepsy; neuromodulation; electrocorticogram

I. INTRODUCTION

During neuromodulation the behavior of the neurons is ma-
nipulated, altering their biochemical processes or their electric
signals. The optically induced thermal modulation achieves
rapid heating through the targeting of near-infrared laser light,
therefore the technique is often referred to as infrared neuro-
modulation (INM). In the case of infrared neuromodulation,
the cellular activity is controlled through the elevation of
temperature in part of the target tissue[1]. INM uses pulsed
or continuous-wave infrared light to generate highly controlled
temperature changes in neural tissue, that can lead to excitation
or inhibition of the neurons [2].

Based on intracranial pre-surgical studies, epileptic seizures
can be separated into five main phases: seizure onset, pre-ictal,
ictal, interictal, and post-ictal. In this study, interictal spikes
are examined and captured with electrocorticogram during
infrared stimulation by optrode. Electrocorticography (ECoG),
or intracranial EEG, is a recording method when the electrode
array captures the neural activities directly from the external
surface of the cerebral cortex. Optrode is an optical stimulation
microdevice, mostly with an integrated optical fiber.

II. MATERIALS AND METHODS

ECoG signals are recorded in penicilin induced, anaes-
thetized rats. Optrode device is used to induce the heat
irradiation within neocortex. After preprocessing of the data,
interictal spikes are detected and classified. To investigate the
impact of thermal-based neuromodulation, the morphological
shape and inducing rate of interictal spikes are examined. We
test continuous and pulsed-wave stimulations with different
frequencies.

III. DISCUSSION

During this project, our goal is to investigate the effects of
the neuromodulation on penicilin-induced epilepsy model. The
research focuses on the number of interictal spikes, and their
length. Our preliminary results suggest that the used infrared
neuromodulation has a mitigation effect on interictal spikes.

Fig. 1. Experimental setup. The two devices are the optrode, emitting the
infrared light and the ECoG, recording the neural activities.
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Abstract—Protein phase separation is a complex mediatory
mechanism in various cellular processes, resulting in the for-
mation of membrane-less organelles that are essential for the
proper function of postsynaptic densities. My studies have so far
revealed correlations between liquid-liquid phase separation and
certain charged sequence motifs, while my current work set out to
develop an experimental procedure to examine the phenomenon
via microfluidics and fluorescent microscopy.
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I. INTRODUCTION

Synaptic transmissions provide interneural connections that
are not just highly versatile but also change continuously.
These constant changes in the strength of synaptic transmis-
sions, as well as more permanent alterations such as long-
term potentiation and depression, are strongly coupled to the
structural organization of the postsynaptic density (PSD). An
increasing amount of experimental evidence shows that the
internal dynamics of PSDs is heavily influenced by protein
phase separation that leads to the formation of membrane-
less organelles (MLOs). [1] The computational part of my
work investigates the correlations between liquid-liquid phase
separation (LLPS) and certain protein regions with charged
residues, such as single α-helices (SAHs). The inspiration
for the project came from my supervisor who pointed out
that RNA-binding proteins exhibit a higher propensity towards
LLPS, while they also often contain SAHs. The experimental
part of my studies aims to determine the hydrodynamic diam-
eters of fluorescent particles via their diffusion coefficients.
This method was utilized by Arosio et al. to differentiate
between nanobodies, α-Synuclein fibrils, and nanobodies with
α-Synuclein fibrils attached to their surfaces. [2]

II. METHODS

SAHs were detected by the FT-CHARGE algorithm of the
CSAH webserver, while other charge-dense regions (CDRs)
were investigated with custom MatLAB scripts. [3] Several
online databases provided insight into the LLPS-association of
human proteins. Correlation between the traits of LLPS and
special sequence motifs were examined via Fisher’s exact test
of independence. The general process for the measurement of
diffusion coefficients can be broken down into three steps.
First, fluorescent microspheres of various sizes are to be
measured in the microfluidic system to gain insight into their
diffusion profiles. These profiles would provide benchmarks
for the ”calibration” of a simulation that mimics the laminar
flow within the channel. Second, the appropriately calibrated
simulation is used to generate a vast library of diffusion
profiles in order to cover most of the particle size compositions

that we may encounter with proteins. Finally, the system is
used to measure the profiles of various protein solution and
the library is used to determine its approximate composition.

III. RESULTS

A high through-put approach was developed for the recog-
nition of specific sequence motifs, and together with the FT-
CHARGE algorithm multiple libraries were assembled from
the gethered regions. Their plausible contribution to LLPS
was analysed in detail, and an article was published about
the results. [4] Preliminary experiments have begun to find
an optimal layout for the microfluidic device which should
facilitate the focusing of the analyte solution, followed by the
diffusion of the particles within.

ACKNOWLEDGEMENT

This research was supported by the National Research, De-
velopment and Innovation Office through the grant TKP2021-
EGA-42.

Fig. 1. Distribution of fluorescent microspheres along the width of the
channel, as revealed by the fluorescent intensity profiles. The blue diagram
shows the intensity profile at the beginning of the channel, while the orange
diagram displays fluorescent intensity at the end. It is cleary visible that
particle diffusion resulted in a more even, less focused distribution towards
the end of the channel.
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Abstract—Alzheimer’s disease (AD), the most common form
of dementia is affecting 44 million people. Early prediction using
magnetic resonance imaging (MRI) and suitable intervention
could prolong the onset of the disease and improve the quality
of life of people affected by it, while the quality control of the
MRI records could further improve the prediction. I utilized
the TADPOLE challenge dataset consisting of patients with
normal cognition, mild cognitive impairment and AD together
with a dataset consisting of MRI scans with different amount
of motion artefacts. To classify diagnostic labels and image
quality a linear support vector machine and an extreme gradient
boosting ensemble was considered. While for diagnostic label
classification an accuracy of 60 % could be achieved, on the
image quality classification the best performing model achieved
an 84 % accuracy. In both cases the thickness of the entorhinal
cortex was found to be one of the most influential features.

I. INTRODUCTION

Alzheimer’s disease (AD) is a neurodegenerative disease,
the most common form of dementia is affecting 44 million
people. AD is a non curable, heterogenous disease and as a
result, much work has gone into developing early detection
strategies using MRI, especially at pre-symptomatic stages, in
order to delay or prevent disease progression. When the MRI
data is of poor quality, image analysis can lead to incorrect
results. Additionally, obtaining very large samples make eye
assessment of each image impractical and introduce the risk of
site variability. As a result, completely automated, robust, and
minimally biased quality control (QC) processes are required.

II. MATERIALS AND METHODS

I utilized the TADPOLE challenge dataset consisting of
1667 patients with cognitive normal (CN), mild cognitive
impairment (MCI) and with Alzheimer’s disease (AD). In
this study only MRI region of interest (ROI) measures of
brain volumes, cortical thicknesses and surface areas were
used together with demographic information such as age and
gender. For the image quality classification task I utilized 4
databases. Overall this whole dataset contained 2328 MRI
records from 1911 participants. In both the diagnostic label
and the image quality classification FreeSurfer was utilized to
perform the segmentation of all T1w images. Image quality
was scored on a scale from 1 to 4 (best to worst), reflecting the
amount of noise present before merging labels 1,2 and 3. To
predict future diagnosis two classifiers were considered: linear
Support Vector Machine (SVM) and an eXtreme Gradient
Boosting ensemble (XGBoost), while feature selection was
performed using Elastic Net. Both paradigms were evaluated
using a 10-fold stratified nested cross-validation. Individual
feature contributions were assessed using individual classifi-
cation accuracy, selection frequency, and the SHAP values.

III. RESULTS AND DISCUSSION

For the diagnostic label classification task a maximal clas-
sification accuracy of 60 % was reached using a SVM. While
both classifiers can predict patients with stable Alzheimer’s
disease more than 83 % accuracy and stable cognitive normal
patients with at least 70 % accuracy they fail to detect patients
with stable mild cognitive impairment or patients progressing
from a cognitively normal state (see Fig. 1). Regarding image

Fig. 1. Classification accuracy of linear SVM (blue) and XGBoost (green)
classifiers for stable and progressive disease state changes.

quality, linear SVM with feature selection could achieve the
best classification accuracy of 84 %. In both classification
tasks, linear SVM outperformed the XGBoost classifier. In the
case of the diagnostic classification the most predictive brain
areas were the entorhinal cortex, amygdala and hippocampus,
while the time passed between the MRI scan and the diagnosis
and the age of patient were also among the most important
features. Furthermore, the overall most influential area was
the hippocampus and individually no feature reached a 50
% classification accuracy. Considering the SHAP values of
the best image quality classifier the amount of surface holes
present was the most significant predictor together with the
entorhinal thickness. The prediction pipeline presented here
could be further improved by more complex imputation meth-
ods, hyperparameter optimization and the addition of other
feature modalities.
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I. SUMMARY

The downside of implementing new channels models, that is
makes model simulations to run much longer, so the required
time for parameter tuning greatly increased. I tried to tune
20 different parameters at once, which would require bigger
population and more generations to converge to an acceptable
result and to reduce the standard deviation of parameters
between runs from different random seeds. To resolve this
issue I used the Neuroscience Gateway supercomputer that
made our simulations much faster.

There were several different approaches to take the dendritic
spines into account, but the most computationally efficient
way appeared to be a correction with the F-factor. The F-
factor gives us the increase of the membrane area on a unit
length, then the leak conductance and the capacity has to be
multiplied by it.[1] The spines can also be modelled explicitly.
The geometry was taken from Harnett et al.[2].

I got the right algorithms and boundaries for the parameters
I got results good enough to test the dendritic integration of
this uniquely detailed state of the art CA1 pyramidal cell
model, and can predict the mechanisms behind the different
dendritic phenomenons. It turned out that for burst firing I
had to adjust the maximal conductance of the R-type calcium
channel by hand tuning, because somatic behavior could
not constrain this parameter and with the current state of
Neuroptimus we could not simultaneously optimize our model
to somatic features and burst-firing. I could create models
that performed good on all the HippoUnit[3] tests (except the
Depolarization Block test).

I found that the sigmoid R-type distribution with a very
steep slope was the most promising. I managed to create
burst firing with little or no influence on the somatic response
to current step protocols. Biologically a sigmoid distribution
would make sense, but it is also hypothesised from Yasuda
et al.[4] that R-type calcium channels are only present on the
dendritic spines. It seemed more biologically realistic, if the
increment in the maximal conductance of these channels were
dendrite-type specific. When I increased the amount of the
R-type calcium channels only on the tuft dendrites and let
it be uniform everywhere else I could also make the model
burst without influencing the somatic behavior. I multiplied
the initial amount with many different multipliers and based
on the validation the amount of the R-type calcium channels
of the tuft should be 5-6 times higher than everywhere else.
This way we also got satisfying results on the new Pathway
interaction test, without spoiling other behaviors.

Fig. 1. We chose a model that performed well on most of the HippoUnit tests,
however it did not captured the burst behavior during the Pathway interaction
test due to the low amount of initial R-type calcium channels. We increased
the R-type calcium channel only on the tuft dendrites of the model (original
response, 5x, 10x and 15x on the figures) to see if we can make the model
burst without altering the somatic behavior to standard square current step
protocols.
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This progress report is based on [1]. We study systems
consisting of a set of interconnected compartments and objects
(e.g. ribosomes, molecules, vehicles etc.) moving between
them. These models with strongly connected compartmental
topology have a wide variety of advantageous properties such
as persistence or ℓ1 non-expansion [2]. We focus on so-
called generalized ribosome flows introduced in [3] where
we give a Hamiltonian representation as well. These models
can formally be obtained as finite volume discretization of
conservation laws [4].

Consider the set Q = {q1, q2, . . . , qm} of compartments and
the set A ⊂ Q×Q of transitions, where (qi, qj) ∈ A represents
a transition form compartment qi into qj . The directed graph
given by D = (Q,A) is the compartmental graph of the model.
Let Im = {1, 2, . . . ,m}. We introduce the sets of donors and
receptors for a compartment qi, respectively, as

Di =
{
j ∈ Im

∣∣(qj , qi) ∈ A
}
, Ri =

{
j ∈ Im

∣∣(qi, qj) ∈ A
}
.

For such a compartmental model we can assign a chemical
reaction network (CRN). Let ni and si denote the continuous
concentration of particles and free spaces in qi, respectively.
Then the dynamics of the system is given by

ṅi =
∑

j∈Di

Kji(nj , si)−
∑

j∈Ri

Kij(ni, sj),

ṡi = −
∑

j∈Di

Kji(nj , si) +
∑

j∈Ri

Kij(ni, sj)
(1)

where Kij(ni, sj) = kijθi(ni)νj(sj) is the transition rate of
(qi, qj) ∈ A.

Let x ∈ R2m be such that xi = ni and xm+i = si
and define the functions γi = θi and γm+i = νi for
i = 1, 2, . . . ,m. Let yi be the stoichiometric coefficient vector
of complex Ci for i = 1, 2, . . . ,M . Using these notations
rewrite (1) as follows:

ẋ =

M∑

i=1

M∑

j=1

kijγ
yi(x)(yj − yi). (2)

In this paper we consider the following entropy-like function
[5]:

V (x, x) =

2m∑

i=1

ˆ xi

xi

(
log γi(s)− log γi(xi)

)
ds (3)

and proceed by showing that it is a Lyapunov function for (2).

As a small example, consider a compartmental model with
Q = {q1, q2, q3} and A =

{
(q1, q2), (q2, q3), (q3, q1)

}
. We

assume that γi(r) = r
k+r with k = 500 and we set the

capacities as c1 = c2 = c3 = 100 and the reaction rate
coefficients as k12 = 80, k23 = 40 and k31 = 20.

Figure 1 shows orbits on the level set of the first integral
H(n) =

∑m
i=1 ni with the level curves of (3). Figure 2 shows

the level curves and the vector field of the system with the
unique equilibrium.

Fig. 1. Phase portrait of a compartmental model with fractional kinetics

Fig. 2. Level curves of (3) for a compartmental model with fractional kinetics
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of one-dimensional nonlocal flow models,” in 10th Vienna International
Conference on Mathematical Modelling - MATHMOD, 2022. Accepted,
to appear.

[5] M. Chaves, “Input-to-state stability of rate-controlled biochemical net-
works,” SIAM Journal on Control and Optimization, vol. 44, pp. 704–727,
2005.

.

M. VÁGHY, “Qualitative analysis of generalized ribosome flows” in PhD Proceedings – Annual Issues of the Doctoral School, Faculty of Information
Technology and Bionics, Pázmány Péter Catholic University – 2022. G. Prószéky, G. Szederkényi, A. Novák Eds. Budapest: Pázmány University ePress,
2022, p. 39.

39



Structural characterization of the postsynaptic
Drebrin protein

Soma VARGA
(Supervisor: Bálint Ferenc PÉTERFIA)

Pázmány Péter Catholic University, Faculty of Information Technology and Bionics
50/a Práter street, 1083 Budapest, Hungary

varga.soma@itk.ppke.hu

Abstract—The postsynaptic density (PSD) of excitatory
synapses is a complex network of nervous system proteins
involved in postsynaptic signaling. Our research group focuses
on the function of proteins in PSD organization. Drebrin is
a cytoskeleton-organizing protein of the PSD and its detailed
structural and functional characterization is yet to be revealed.
Our aim is to use several biophysical and spectroscopic methods
for obtaining atomic level information of the protein which can
lead to a better understanding of Drebrin’s biological role.

Keywords-PSD, Drebrin, SAH domain, Circular dichroism
spectroscopy, solution NMR, protein structure, protein-protein
interaction

I. INTRODUCTION

Drebrin modulates and regulates several functions of the
nervous system, thereby responsible for a few molecular
mechanisms involved in learning and memory [1]. The Drebrin
protein is an essential component of the cytoskeleton, and its
presence is required for actin polymerization of synapses and
recruitment of CXCR4 chemokine receptors [2], as well as
for the morphogenesis of the dendritic spike. Drebrin also
plays an important role in synaptic plasticity associated with
hippocampal memory and establishes several key interactions
with other proteins present in PSD [3].
In this work we aim to characterize the structure of
three different Drebrin regions, namely the ADFH (Actin-
Depolymerizing Factor Homology) domain at the N-terminal,
the SAH (Single Alpha Helix) domain which was earlier
predicted with bioinformatic methods [4], and the HBMs
(Homer Binding Motifs) near the C terminus.

II. METHODS

We performed the molecular cloning with pEV vectors
and the expression of the corresponding constructs with our
competent DH5 alpha and BL21 E. coli bacteria cells. Pu-
rification of the proteins were done by several chromatogra-
phy methods, namely: IMAC (Immobilized Metal Affinity
Chromatography), IEC (Ion Exchange Chromatography), and
SEC (Size Exclusion Chromatography). We started the initial
characterization of the successfully purified constructs with
CD (Circular Dichroism) and NMR (Nuclear Magnetic Res-
onance) spectroscopy. Molecular interactions with other PSD
proteins (mostly the Homer), will also be investigated with
BLI (Biolayer Interferometry) and ITC (Isothermal Titration
Calorimetry) measurements.

III. RESULTS

The preparation of the pEV plasmids for all 3 constructions
was successfully accomplished. The results were checked
by Sanger DNA sequencing. The expression and purification

protocols of the ADFH and SAH domains has been experi-
mentally optimized and monitorized by SDS-PAGE (Sodium
Dodecyl Sulfate-Polyacrylamide Gel Electrophoresis). For
characterizing the secondary protein structure of the ADFH
and SAH domains, CD measurements were performed. These
results were also confirmed by initial NMR measurements of
unlabeled protein samples .

Fig. 1. HSQC NMR spectra of ADFH domain, refer to a properly folded
protein with a globular structure.
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Abstract—Both in the pharmaceutical and cosmetic industries,
there is a growing need to develop and produce a variety of
skin substituents that can properly mimic the structure and the
biochemical milieu of the skin [1], furthermore, the physical
and pathological processes that take place in this organ [2].
All these processes are greatly encouraged by the fact that the
experimental use of animals is increasingly restricted by law for
ethical reasons. As a result, various in vitro testing approaches
are receiving increasing emphasis in the field of dermal research
[1].

In this work, we developed a human skin substituent based
on an electrospun membrane. Keratinocyte cells were cultured
on the surface of the membrane, the confluent layer of which
corresponded well to the outermost layer of the skin, the
epidermis. To evaluate our human skin equivalent, we compared
its permeability properties with excised human abdominal skin
samples. Permeability studies were performed with topically
applied caffeine cream in a skin-on-a-chip microfluidic device,
the result of which revealed that caffeine shows a similar
transport kinetics for the two diffusion samples. Our results
confirm that the human skin equivalent developed in the present
work, although a substantially simplified model, is suitable for
modelling the epidermis, and its further development can be used
to create additional models that have even more similar structure
to the human skin [3].

Keywords-skin equivalent; 3D printed device; skin-on-a-chip;
microfluidics; skin permeability; topical drug diffusion

I. INTRODUCTION

Topical drug administration offers an alternative, non-
invasive drug delivery route of different active compounds
through the dermal barrier to treat a variety of dermatological
problems. In addition, a number of other uses, cosmetic
purposes [4], [5], and therapeutic indications targeting the
central nervous system are also known [3], [6].

The mapping of the physical properties, safety (irritancy,
toxicity) and efficacy of the drug molecules required extensive
testing [1], [3]. Testing of drugs for dermatological use is
widespread in diffusion cells, the size of which has been
significantly reduced due to technical advances. More and
more microfluidic devices have appeared on the market in
which different samples can be tested cost-effectively [7]. In
parallel, the experimental use of animals is becoming increas-
ingly stringent by law, in fact the experimental use of animals
for cosmetic purposes was banned in 2013 in the European
Union for ethical reasons [1], [3], which greatly accelerated
the development of in vitro assays and various artificial skin
substituents, which correspond well to the structure and the
properties of the skin.

Fig. 1. A measuring system designed to investigate the permeability
properties of the artificial skin equivalent [3].

During the experimental work, we systematically investi-
gated the diffusion properties of cell-free membranes, human
skin substituent and human abdominal skin tissue by exam-
ining the penetration pattern of a hydrophilic model drug
molecule, caffeine in a skin-on-a-chip device. By comparing
the caffeine content of perfusion samples flowing through
a microfluidic diffusion chamber, we found that our human
skin equivalent shows comparable caffeine transport kinetics
to human skin tissue [3].
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Abstract—Neurodegenerative diseases incur a significant re-
duction on one’s quality of life, and in turn, provide a significant
burden on both the individual and society. Many of these are
characterised by misfolding and aggregation of specific proteins,
however, to this point, no surefire treatment has been established
for such illnesses. Throughout my research project, I aim to run
computational simulations of cells affected by these conditions, in
an attempt to elucidate possible pathways that can be exploited
in the treatment of such diseases. In the first part of this research,
I have investigated an in vitro approach to model these diseases
in yeast, and analysed the proteomic data coming from it. In the
near future, I will also try to replicate these experiments in-silico,
using the Cytocast Cell Simulator algorithm.

Keywords-neurodegenerative diseases; complexomics; compu-
tational simulation

SUMMARY

Neurodegenerative diseases pose a significant burden on
both individual and society, especially in aging populations,
with prevalence rates estimated to be as high as 20-50% of
those aged 80 or older in the case of Alzheimer’s disease.
Despite of this, to this date, no effective treatment options
are available. It is well-known however, that a handful
of these diseases exhibit the misfolding and build-up into
aggregates of so-called aggregation-prone proteins, APPs.
The misfunctioning APPs themselves are indicative of the
disease, so for example amyloid beta is associated with
Alzheimer’s disease, while the product of the huntingtin gene
is involved in Huntington’s. Therefore, examining the cellular
responses to the presence of these malfunctioning proteins
can help us illuminate the exact mechanisms between these
illnesses, potentially leading the way to new treatment options.

The main goal of this work was to attempt an in-silico
reproduction of the experiment described in the paper of
Melnik and colleagues [1], in which the researchers have
expressed five different human aggregation-prone proteins in
budding yeast cells, and then performed proteomics analyses
6, 12, 18 and 24 hours after the expression of these APPs. A
brief graphical summary of the project’s intended workflow
can be seen on Figure 1

During my work, I have collected the experimental data
from [1] and converted the relative protein expression changes
into absolute measures of protein abundance, to be used for the
complexomic simulations. I have also examined three methods
aimed at predicting which yeast proteins the aforementioned
APPs may be able to interact with. Furthermore, I have
performed some rudimentary analysis of the proteomics data
of the aforementioned article using the Gene Ontology (GO)
resource - first, I have performed GO enrichment analysis, to

Fig. 1. Graphical representation of the major steps of the research project.

see which GO terms associated to proteins with an altered
expression may be over- or underrepresented in these experi-
ments. As the second part of this, I have queried which protein
complexes these under-/overexpressed proteins may be able
to form - this is to aid the selection of protein complexes of
interest as soon as complexomic simulation data is available.
While the analyses were performed were rather rudimentary,
they were still able to uncover some pathways and protein
complexes that may play a role in the pathophysiology of
these diseases.
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Abstract—Experiments in neuroscience have a crucial role in
understanding brain physiology and pathology. An emerging
technique, fiber photometry allows researchers to measure the
activity of specific nuclei, neurons, or neural pathways during
behavioral experiments. This article describes fiber photometry
data acquisition, data processing, use cases and the most recent
developments in the field.

Keywords-fiber photometry; survey

I. INTRODUCTION

In the PhD proceedings journal of last year, I wrote about
the behavior analysis of laboratory mice [1]. This year, I write
about a technique that researchers can use to determine, how
and when neuronal activity is correlated with the movement
and the behavior of the animals, typically in mice. Genetic
tools can alter neurons, so that they can create a fluorescence
signal exactly when they are active. Fiber photometry allows
measuring this fluorescence through an optic fiber.

II. FIBER PHOTOMETRY TECHNOLOGY

The usual procedure to do a fiber photometry experiment
is as follows. Genetically engineered, harmless viruses are
injected into the correct anatomical location to express an
inducible fluorophore in the neurons of interest. This surgery
is followed by a few weeks long rest that lets the virus express
the key proteins and helps the recovery of mice. Then a second
surgery is done that aims implanting an optic fiber above the
infected cells. After a second recovery period, mice are ready
for the measurements.

The purpose of fiber photometry is analyzing neural activity.
When cells are active, the intracellular Ca2+ concentration in-
creases. The injected viruses express normally not fluorescent
proteins, that become fluorescent at high Ca2+ concentrations.
When we activate these proteins with their excitation wave-
length, the fluorescence response can be measured, and it will
be possible to obtain information about cell activity.

These measurements suffer from movement artifacts, so a
control signal is necessary. This signal is Ca2+ concentration
independent (also termed isosbestic). In practice, researchers
can use a simple fluorescent protein (e. g. mCherry), but
measurements using a GCaMP protein (green fluorescent pro-
tein, calmodulin, M13 peptide) do not need a second protein.
GCaMP’s fluorescence is Ca2+ concentration dependent at the
465 nm wavelength excitation light, however, with excitation
at 405 nm, its fluorescence is Ca2+ concentration independent.

A typical fiber photometry setup using GCaMP is illustrated
in Figure 1. The data acquisition controller unit creates the
driver signals for the light sources of both the Ca2+ dependent
and the independent light sources. Using dichroic mirrors and
a single optic fiber the excitation and the emission light are

Fig. 1. Fiber photometry system setup.

directed to the mouse and back to the fluorescence detector.
The light sensor converts the emission light to a voltage
signal, that is amplified, digitized, and recorded for post hoc
analysis. The Ca2+ ion concentration is usually estimated by
linearly fitting (shifting and scaling the isosbestic to the Ca2+

dependent signal and then using Equation 1.

∆F

F0
=

Ca2+ dependent signal − fitted isosbestic signal

mean(Ca2+ dependent signal)
[2]

(1)

III. FURTHER DEVELOPMENTS IN FIBER PHOTOMETRY

As the methodology of fiber photometry had been more
widely recognized, research groups and companies developed
a wireless fiber photometry device [3], technologies to measure
more, than one location via a single fiber (depth resolved
technique) [4] and a lot of effort was put into developing a
wide variety of sensors to detect not only Ca2+ signals, but
neurotransmitters as well [5].
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Abstract—In this work we showcase some advantages of the
Tridsolver library compared to the state-of-the-art with special
focus on Alternating Direction Implicit (ADI) applications. Trid-
solver is a Batch-Tridiagonal solver library, targeting large-scale
systems supporting both CPU and GPU architecture. The library
support fast approximate algorithms with excellent scaling and
The library uses methods based on both approximate and
exact algorithms. Performance comparisons with the state-of-
the-art show good performance, using a large GPU cluster. We
demonstrate performance in all uses that would appear in an
ADI context.

Keywords-linear solvers; high performance computing

I. INTRODUCTION

Tridiagonal systems of equations arise in numerous fields,
particularly as part of the numerical approximation of mul-
tidimensional Partial Differential Equation (PDEs). Many in-
dustrial and research problems use the Alternating Direction
Implicit (ADI) [1] method in these fields. Tridiagonal systems
are formed in these applications by solving along one of
the coordinate axes - and there will be as many independent
systems as there are discretization points along the other axes.
In ADI the coefficients are calculated for each grid point,
in a way that matches the underlying data structure of the
application; data for the diagonals are stored contiguously in
either a row-major (Z is contiguous, Y, X are strided) or more
commonly a column-major (X is contiguous, Y and Z are
strided) format.

To the best of our knowledge, there are no distributed batch
tridiagonal solver libraries for GPUs. The cuSPARSE library
provides efficient algorithms for batch tridiagonal problems in
continuous and interleaved format for a single GPU. Despite
supporting two memory layouts in a 3D problem, the library
still requires transposition or multiple calls in some dimensions
to solve the batch along some axis.

With the advent of such hardware, recent work [2] re-
examined the choice between different tridiagonal solution
algorithms (Thomas [3], PCR [4] and Hybrid). However,
many real-world problems require such algorithms to work
efficiently over multiple CPU/GPU devices due to the need
for compute and memory resources beyond a single node.

In this work, we aim to extend the single node Tridsolver
library to support both multi-node CPU and GPU clusters. The
additional advantage of Tridsolver is that it supports solutions
along all dimensions of the problem, eliminating the need for
multiple library or transpose calls for the solution of a single
batch.

II. CONCLUSIONS

In this report we show the performance of our new dis-
tributed memory solver library on a GPU cluster. For a
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Fig. 1: Tridsolver (TridSlv), strong scaling in X,Y and Z-dims

3D ADI application tridiagonal systems would arise along
each dimension in different memory layout. In this work we
demonstrated performance along all three dimension of such
application without the need for transpose operations.

Figure 1 shows the performance on a GPU cluster. The
performance demonstrates that the Jacobi and PCR solvers
(for the reduced system solve) scaled with 93% efficiency up
to 4 GPUs due to the high bandwidth single node interconnect.
However efficiency reduced to 55-66% for Jacobi and 39-
57% for PCR beyond this point. Further optimizations with
a modified Thomas-PCR forward pass algorithm improved
performance with a speedup of 1.8×. The new tridiagonal
solver library is currently available as open source software1.
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Abstract—In this progress report, I outline our recent results
regarding the reconstruction and prediction of epidemiological
data, using well known and novel estimation and control tech-
niques from the mathematical toolbox of nonlinear dynamic
systems. Using a previously published and validated nonlinear
model, we transform the reconstruction into a control problem,
which is solved using feedback linearization and asymptotic
output tracking. The results are compared with a reconstruction
created by an optimization based estimation method using
stochastic model predictive control.
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I. INTRODUCTION

The COVID-19 pandemic is a problem we have been living
with for more than two years, being a significant challenge for
the economy and healthcare system of all countries around the
globe. Without proper medication and vaccine available in the
first months, decision-makers opted for restrictive measures
aimed to slow down the transmission of the disease. To support
well funded decision-making, the construction of accurate
epidemic models is needed.

In this report, a new method for the estimation of the epi-
demic’s reproduction number β is presented, which using the
official hospitalization data as the only reference, transforms
the computation into a nonlinear control problem. By applying
a feedback linearization to the model, and setting the poles of
the resulting linear system such that we achieve asymptotic
output tracking, effectively an inverse of the whole nonlinear
system is created.

II. NONLINEAR MODEL OF TRANSMISSION DYNAMICS

A. Model description

To incorporate the key properties of COVID-19 dynamics,
I use an eight-compartment compartmental model already
published in [1], and used in [2], [3] and [4]. The population
of N individuals is divided into eight classes, representing the
different stages of the illness, discussed in detail in the original
article. The possible transitions between the compartments are
illustrated in Fig. 1.
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Fig. 1. Transition diagram of the disease spreading model. Characters
represent compartments as explained in section II-A, arrows show direction
of possible transitions.

Fig. 2. Estimated trajectories

III. ESTIMATION BY CONTROL

A. Feedback linearization

Following the method described in [5], chapter 4.3, our aim
is changing the variables of the nonlinear single input single
output system given in the form of

ẋ(t) = f(x(t)) + g(x(t)) · u(t) (1a)
y(t) = h(x(t)) (1b)

in such a way, that it takes the form of a linear, controllable
system. More precisely, we are looking for a transformation
z = Φ(x) and an input mapping u(t) = a(x(t))+b(x(t))·v(t),
using which the dynamics of x(t) in the new coordinates can
be expressed as ż(t) = Az(t) +B · v(t). Afterwards, we can
apply any closed loop control strategy suitable for a linear
system to achieve the desired operation.

IV. RESULTS

For the sake of simplicity the estimation is carried out
on wave 2 and 3 of Hungary, ie. the period between 1st
of September, 2020 and 1st of June, 2021. The estimated
trajectories can be seen in Figure 2.
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Nowadays recognition algorithms based on machine learn-
ing are mainly ”closed set” algorithms, which means that all
testing classes should be known at training time and the set of
categories should remain the same during testing phase. This
could lead to false positive detection, because unknown classes
are forced into any of the known categories. A more realistic
scenario for object recognition is an ”open set” approach,
where incomplete knowledge of the world is present. [1]

If we consider locating an object of interest in an image, a
negative detection is anything other than the class of interest,
and in this manner the problem is much more open than closed.
As a result binary classifiers should be trained with a large
sampling of negative classes, if a good sampling of negative
classes is possible at all.

Classifying data is a crucial task in both machine learning
and object recognition. Support-vector machines (originally
invented by Vladimir N. Vapnik) are linear classifiers which
can be used to solve this task. SVM maps training examples to
points in space and constructs a hyperplane which represents
the largest separation between the two classes. [2] The familiar
SVM methodology was adapted to the open set recognition
problem by Schölkopf et al. [3] known as 1-class SVM. The
application of 1-class SVM to problems in computer vision
followed then by Chen et al. [4]

A new variant of SVM was introduced by Scheirer et al. [1]
called 1-vs-Set Machine. The aim was to minimize the risk in
two ways: a minimization of the positive labeled region to ad-
dress open space risk (reflecting overgeneralization) combined
with margin constraints to minimize empirical risk (reflecting
overspecialization). [1]

The formalization of Open-set recognition inspired a num-
ber subsequent work in computer vision, thus more and more
algorithms are published and available nowadays. With the
development of open-set algorithms an additional question
arose: whether a closed-set algorithm with stronger classifiers
could perform as good as OSR. It was proven by S. Vaze
et al. [5] that the closed-set and open-set performance of
classifiers are strongly correlated, so the best solution could
be a combination of both.

The main goal in this semester was identifying the OSR
state of the art and gather knowledge about the available
algorithms considering the possible improvements.
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(Supervisor: Péter SZOLGAY)
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Abstract—The present paper proposes an implementation of
a hybrid hardware–software system for the visual servoing of
prosthetic arms. We focus on the most critical vision analysis
part of the system. The prosthetic system comprises a glass-worn
eye tracker and a video camera, and the task is to recognize
the object to grasp. The lightweight architecture for gaze-driven
object recognition has to be implemented as a wearable device
with low power consumption (less than 5.6 W). The algorithmic
chain comprises gaze fixations estimation and filtering, generation
of candidates, and recognition, with two backbone convolutional
neural networks (CNN). The time-consuming parts of the system,
such as SIFT (Scale Invariant Feature Transform) detector
and the backbone CNN feature extractor, are implemented in
FPGA, and a new reduction layer is introduced in the object-
recognition CNN to reduce the computational burden. The
proposed implementation is compatible with the real-time control
of the prosthetic arm.

Keywords-FPGA; computer vision; image processing

I. INTRODUCTION

The vision analysis part, which is the most critical in the
whole chain of prosthesis servoing, is presented in Figure 1.
The underlying hypothesis for the functioning of vision-guided
neuroprostheses is that the upper limb amputee wearing the
neuroprosthesis is first looking at the object they wish to grasp.

The subject is wearing a Tobii glasses device, which ac-
quires an ego-visual scene and records gaze fixations of the
subject in their coordinate system—see the left-most block
in Figure 1. The recorded gaze fixations allow for roughly
localizing the object of interest in video frames.

Nevertheless, visual saccades to the distractors in a visual
scene, microsaccades, and initial scene exploration before
the subject finds the object make these measurements noisy.
Hence, two blocks of the system—gaze point alignment and
gaze point noise reduction—serve to estimate the position of
the gaze fixation on the object in the current ego-video frame.

Fig. 1. The prosthetic arm visually guided system.

The gaze point alignment module aims to estimate and
compensate for the ego-motion between the past frames and
the current frame. For more details, see [1] and for the Scale
Invariant Feature Transform algorithm see [2], [3].

The goal of the gaze point noise reduction module is to
reduce the noise in the current frame. This noise can be a
head motion, or a product of the user being distracted and

looking at another object for a moment. For more details, see
[1], [4].

Then, the video frame is cropped around the estimated gaze
point to limit the area of the object search. Finally, different
object proposal bounding boxes (BBs) at different scales are
generated around the point for object localization. The gaze
point-centred image and the set of BB coordinates are then
submitted to the gaze-driven CNN—see the right-most block
in Figure 1.

The gaze-driven CNN is pre-trained on the taxonomy of
objects to detect. It outputs the best score for the object class
and the best-scored bounding box. When the object is localized
in a video frame, the 3D position of it for prosthesis servoing
can be estimated from eye tracker depth measures of gaze
fixation and the coordinates of the centre of the best-scored
bounding box.

The resolution of the Tobii first-person view camera is full
HD (1920 × 1080 p), with a frame rate of 25 frames per
second (fps).

The real-time requirement for the system in our case means
that each processing step of the localization of the object of
interest in the glasses-mounted camera in a current video frame
has to be lower than 40 ms (the video acquisition rate), and
the latency of the whole system should be lower than 100 ms
to allow for mechanical servoing of the prosthetic arm [5].

In this work, we do not consider depth estimation, which is
a simple regression from eye tracker gaze fixation measures—
our focus is on object detection.
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Abstract—With the rapid advancements in the technologi-
cal era, new displays with tremendous capabilities have been
implemented. Among which are the glasses-free 3D displays
called light field displays (LFDs). For these high-capable devices,
the need for HDR (High Dynamic Range) images has become
more demanding. While LFDs provide a sense of 3D immersion
for users, HDR adds more realism to the generated results.
Combining both techniques can result in a breakthrough in our
technological era, however, not much work has addressed the
combined technologies. In our work, we test some of the HDR
reconstruction techniques on LF images, as well as, propose some
techniques that could be additionally used for a better customized
reconstruction process.

Keywords-HDR , LDR, light field images, LF, light fields, CNN

I. INTRODUCTION

Within the last century, two technologies have evolved:
Light fields (LFs) and high dynamic range (HDR). Combining
both technologies can produce powerful results as the output
will provide a sense of immersion in the 3D world, in addition
to adding more realism to the produced scenes. Although many
techniques were implemented for HDR reconstruction, few at-
tempts were done in the LF field. In this paper, we evaluate and
discuss the results of applying conventional HDR techniques
on LF images. Moreover, we introduce possible theoretical
concepts that can be applied for HDR reconstruction CNNs to
better fit LF images.

II. PERFORMANCE EVALUATION OF HDR TECHNIQUES ON
LF IMAGES

Many methods were devised for conventional HDR image,
as well as, HDR video reconstructions. Among which are
the ExpandNet [4], HDRDeepCNN [3] and DeepHDRVideo
[5]. In our work [1], we have used the Teddy [6] dataset for
LF images, on which we tested each of the aforementioned
methods. For the DeepHDRVideo CNN, we fed the network
three images at a time as the network exploits the temporal
coherence between the video frames. Among the results,
HDRDeepCNN proved to produce the best results, while
unexpectedly the DeepHDRVideo had inconsistencies in both
color and texture. Although it was expected for video CNNs
to better work for LF images due to the spatial coherence
existing between the different LF images – similar to the
temporal coherence between video frames– , the results were
quite different from expectations. On the other hand, the
DeepHDRVideo had the best value when using the HDR-VCP-
2.2.1 metric. This work needs further investigation with more
datasets to be used for testing.

III. COMBINING 2D AND 3D CNNS FOR HDR LF IMAGE
RECONSTRUCTION

From the previous section, it is noted that conventional
HDR CNNs can produce plausible results when applied to
LF images but are still lacking in some areas. Since a single
LF scene is composed of multiple LF images, the spatial
coherence between these images can be exploited for a better
HDR reconstruction. This can be done by applying CNN to
LF images simultaneously instead of sequential application.
On the other hand, the angularly selective nature of LF images
can impose some challenges, however, they can convey some
information about objects/ materials the scene such as specular
reflections. Accordingly, it is better to create new CNNs solely
for HDR LF image reconstruction or apply some modifications
to the existing CNNs. Some of the key points that could be
taken into account when designing the CNNs are depth maps,
key point detection and global illumination [2].

IV. FUTURE WORK

In this work, we introduce the importance of HDR LF image
reconstruction that could better fit many applications. Due to
the lack of LF images datasets, we intend to create a synthetic
dataset for further testing, in addition to applying more CNNs
on LF images and modifying some of the existing ones for
better output generation.
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Abstract—Memristor Cellular Nonlinear Networks (MCNN)
are an extension of the previous Cellular Nonlinear Network
(CNN) computing paradigm. In this Proceedings an uncoupled,
single cell MCNN circuit implementation is presented with a
specific non-linear template. It is shown through measurements
that a non-linear behaviour can be achieved reliably on a single
MCNN cell.

Keywords-Memristor; CNN; Neuromorphic Computing

I. INTRODUCTION

The memristor is a resistive passive two-terminal device
and its resistance depends on its internal state [1]. The
nanoscale production of device and the non-linear, synapse-
like behaviour makes the memristor an excellent candidate
for neuromorph computing applications [2].

The used memristor is an emulated device using sixteen
Ge2Se3 based memristors [7]. The memristors are intercon-
nected in a 4-by-4 gridlike structure to make the device more
robust to thermal noise. It has been shown [8] that the resulting
memristor circuit can be considered a single device with an
improved, more continuous characteristics.

The recently introduced Memristor Cellular Nonlinear Net-
work [3], [4], [5] (MCNN) is an extension of the existing
Cellular Nonlinear Network (CNN) computing paradigm [6].

II. CIRCUIT SCHEMATICS

The circuit schematics of the implemented single cell
MCNN circuit is shown in Fig. 1.

III. RESULTS

The working principle of the non-linear template has two
main consideration.

The first one: let us consider that on low voltages the
memristor state does not change significantly, only higher
voltages do. The threshold is 100mV in the case of the
memristor used during the measurements. Such assumption is
often used, typically in the context of reading the memristor
state over a short period of time.

The second one: if a single erase (or write) impulse change
the memductance from LRS to HRS (or HRS to LRS),
then the MCNN cell capacitor voltage equation can shift
from global monostability to bistability (or from bistability
to monostability). Therefore the memristor can be used as a
switch for two distinct regular CNN macro behaviour.

IV. CONCLUSION

A single cell MCNN hardware architecture design and its
implementation are presented. A non-linear template is also
presented and measured. The measurements were carried out
with consideration for the noise sensitivity of the circuit, to
ensure the robustness of the template.
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Fig. 1. Implemented MCNN uncoupled cell circuit. The O1A Op. Amp.
and resistors R1−R3 implement an analogue voltage adder. The O1B Op.
Amp. with R6 − R9 and R11 resistors are an improved Howland Voltage
Controlled Current Source (VCCS). The O2A Op. Amp. with R4−R5 and
R10 support the setting of the initial value for the MCNN, both the capacitor
voltage and the memristor state, has no effect during the MCNN operation.
The O2B Op. Amp. with R13 and R14 resistors implement the standard
non-linearity function. R12 is used in serial with the memristor to set the
memristance dynamics range to a more desired one. The gray devices are
relays, controlled by the VC1-VC2 voltages through the relay coils.
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Abstract—Open-set recognition faces a difficult issue compared
to classical closed-set classification: We cannot know during
training, what will be the appearing unknown samples be like,
and the model has to be trained without this information. One
can still prepare the model for them to some extent by using
generated inputs labelled as unknown. The most common method
to acquire these samples is Generative Adversarial Networks. We
are using GAN as well, however, we do not generate samples in
the input space, but rather fake features in a hidden layer of a
much simpler structure. This solution, apart form giving better
performance, is computationally cheaper due to the smaller
generative model needed, and due to the fact that the generated
samples do not have to be run on the first part of the model. We
compared our model to other approaches and to our baseline.
Our solution outperformed the baseline in all scenarios, and
the other approaches in most of them, especially on datasets
considered more difficult, indicating a robust model.

Keywords-Open-set Recognition; Fake sample generation;
GAN;

Nowadays, various machine learning methods provide ex-
cellent results in different classification and recognition tasks,
reaching or even exceeding the human level in numerous cases.
The experiments yielding these results were conducted in a
closed-set scenario, i.e., the assumption that all classes are
known during training. A more realistic situation is the open-
set case when new classes can appear during testing, and our
model has to reject them, which is a great challenge. The
problem of Open Set Recognition was formalized by Scheirer
et al [1].

The challenging part of Open-set Recognition is that we
do not know what will be the unknown samples be like, yet
we have to prepare the model to reject them during testing
time. However, we can try to model the space of these future
samples by generating inputs for the model. It is hardest for the
model to reject unknown, similar inputs to positive samples. It
makes it advantageous to use the positive samples to create the
fake ones – apart from the fact that these are all we have. Then
we can train the model to put the generated samples far away
from every positive sample. As a result, the actual unknown
samples will also be distinguishable from every class during
the test, thus recognized as unknown.

However, creating appropriate fake images is a challenging
task: there is a danger hard to evade, that depending on the
generative models’ complexity, the generated inputs will be
either too similar to the real objects – thus, we do not want the
model to reject it -, or the inputs will be of very low quality and
learning to reject them will not help the model to generalize.
Hence, instead of generating fake samples in the input space,
we generate inner features using the outputs of a hidden layer.
This feature space is of a much simpler structure. Using these
fake features leads to better results –as the experiments showed

–, but we also gain on computational complexity: only a much
smaller model is needed to create these features than what
would be needed to generate fake images of good enough
quality. We use Generative Adversarial Networks [2] for the
sample generation, with the neural network structures adjusted
for the altered task, namely to generate features instead of
images.

The backbone of our model is a convolutional neural
network, followed by some fully connected layers. The output
space is not the usual logit space but a feature space with low
dimensions. The goal of the training is to put every sample
near a predefined class center in this space. This model without
the generated samples also serves as a baseline to test the
improvement of using fake features. The layer we generate
the samples is the output of the last convolutional layer. After
it, only some fully connected layers come. This leads to further
gain in terms of time complexity, as generated samples do not
have to run through the convolutional layers, which takes the
vast majority of computation.

The training of the model has two phases: first, we train the
whole network without any fake samples, the we use the real
features - the output of the first part of the model - to generate
the fake samples. With these fake samples we train now only
the second part of the model.

As a baseline, we used the same network structure, however
we did not employ generated samples. This way, the training
was a longer version of the first phase of the training of our
model.
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Abstract—Delayed systems can be used for multiple purposes,
e.g. to take the model uncertainty into account. In reality, it
happens a lot – e.g. in biochemical research – that the model has
some of its parts missing, therefore the unaccounted parts should
be modeled via including delay terms into its structure so the
dynamics can be more precise. The models of interest are physical
model where the aim is to get an accurate representation of
the underlying physical processes, therefore the parameters have
strict physical meaning. On the other hand, mathematical models
have their weaknesses and necessary simplifications, and this is
the reason why, in certain cases, it is possible to construct such
models, that can reproduce the desired input-output behaviour
with multiple parameter settings. This means that parameters
with concrete physical meaning can obtain multiple values while
fulfilling the mathematical constraints which is a contradiction
to be solved, it is an important requirement to have a unique
parameter vector. These delayed systems are no exception, their
delayed differential equations must be modeled in the same
way. Unfortunately, the delayed terms are more complex in
terms of mathematical properties, therefore it is harder to assess
parameter identifiability. Here we show it can be possible to
assess parametric identifiability with the help of approximations
applied on these delayed systems by substituting the delay terms
with linear ODE subsystems.

Keywords-delayed systems, identifiability, chain approximation

When modelling, one needs to know the dynamics of the
system of interest in order to carry out fully-detailed simu-
lations. The most common way is to use a system of ordinary
differential equations to represent the phenomenon:

ẋ(t) = f(x(t),θ)

y(t) = h(x(t),θ)

Where x(t) ∈ Rn is the state vector (n is the number of
states), y(t) ∈ Rm is the observed output vector (m is the
number of observed measures), θ ∈ Rp is the parameter vector
(p is the number of parameters), f : Rn → Rn is for the
dynamics of the system, h : Rn → Rm is observation process.
Unfortunately, on many occasions the entire dynamics is not
known, therefore the known part of the system is being
modeled with delay terms as well to account for the unknown
parts. This gives rise to the notion of delayed differential
equations (DDE) (for simplicity we assume that the output
dynamics does not contain delay terms):

ẋ(t) = f(x(t),θ, τ )

y(t) = h(x(t),θ)

Here, the system’s internal dynamics now contains the τ ∈ Rd

vector, which are the already-mentioned time-delays. In order
to preserve causality we also assume that:

τi ∈ R+ , i = 1, ..., p

Fig. 1. An example for a delayed system

One such example (Figure 1.) for a system of DDEs is
mentioned in [1]. By considering the graph of system, one
can write up the dynamics of the delayed system. The general
form of a system of DDEs is described by (1) and (2), which
will look like the following for this specific example:

ẋ1(t) = −2k1x21(t) + 2k2x2(t) + 2k3x2(t− τ3) (1)

ẋ2(t) = k1x
2
1(t)− k2x2(t)− k3x2(t) (2)

After looking at such equations, the first question is how
to handle the delayed term(s). Although the mathematical
background of handling DDEs is well-founded, it is more
difficult than ODEs both in theory and computationally. E.g.,
in order to be widely usable, one must attain the structural
identifiability property of the system, and it turns out the
current methods are not well-adjusted for handling DDEs.
Fortunately, methods exist that can serve as approximations
of such system, which methods are able to rewrite the repre-
sentation into form of ODEs. One such method is the chain
method. The mathematical properties of the chain method
approximated systems are well-studied [2], and we built on
these results. The can method can be used for rearrange the
delayed subsystem into a system of linear ODEs, that will
have more desirable mathematical properties, which will result
in a more suitable system for the currently existing tools for
determining structural identifiability.
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Fig. 1. Proposed system methodology

Abstract—Breast cancer prognosis is critical for cancer pre-
vention and treatment. A novel breast cancer prediction model
is presented in this study. Furthermore, instead of binary classi-
fication results, this study seeks to produce a range-based cancer
score (0 or 1). The BCSC dataset is used and adjusted to provide
a range-based cancer score using a proposed probabilistic model.
The proposed model looks at a subset of the BCSC dataset, which
has 67632 records and 13 risk factors. The weighting mechanism
is also used in the model to get the optimal fusion of the BCSC’s
risk variables. This final prediction is added to the BCSC dataset,
which is then used to train an ensemble model using the new
version of the BCSC dataset. The new range-based model appears
to be accurate and robust. Aside from that, the new BCSC dataset
can be used for additional study and analysis.

Keywords-Breast cancer; Cancer Prediction; Machine Learn-
ing; Risk factors.

I. INTRODUCTION

Because the number of datasets is growing exponentially
every day, data analysis is now one of the most rapidly rising
topics of computer science. One of these fields is cancer
prediction, which uses data analysis and Machine Learning
(ML) algorithms to estimate cancer risk [1]. The estimation
accuracy of cancer prognosis has grown dramatically (15 %
-20 %) due to the use of the ML algorithm in recent years,
thanks to ML approaches. Breast cancer prediction can be used
to identify women who are at an increased risk of developing
the disease and to advise them on how to change their lifestyle
in order to avoid future treatment and expenditures [2].

II. MATERIALS AND METHODS

We recommend utilizing a range-based cancer score value
rather than a scalar value (0 or 1) for more precise and
effective prediction so that the conclusion is not either cancer
or not. Instead, there will be a percentage range between 0%
and 100%, representing the risk of breast cancer..
The proposed methodology is shown in Figure 1.

III. TRAIN THE ENSEMBLE LEARNING MODEL

Ensemble learning is a technique that combines multiple
classifiers (models) to create a large, powerful model. It has the
advantage of being able to improve performance by employing
many classifiers. In recent years, a marriage of Ensemble
learning with hyperparameters optimization has received a
lot of attention [3]. Many hyperparameters are chosen for
optimization. The maximum number of splits, the number of
learners, and the learning rate are the three parameters. The
AdaBoost algorithm is utilized as the ensemble method, and
the decision trees algorithm is employed as the learner type.

IV. CONCLUSION

One of the most difficult topics of medical engineering
is breast cancer prediction. The current study is developing
a unique range-based breast cancer prediction algorithm. To
get the final prediction value of each case in the BCSC
dataset, a probabilistic model is utilized and assessed. The
BCSC dataset is updated with this new final score. The
Bayesian hyperparameters optimization method is used to train
an ensemble learning model using the new version of the
dataset. The training process is carried out in two ways: one
uses the entire dataset, while the other employs a subset of
67633 samples.
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50/a Práter street, 1083 Budapest, Hungary
nagy.adam@itk.ppke.hu

Abstract—Technological advances and the emergence of new
deep learning and machine vision algorithms allow us to diagnose
diseases that have been present in a large percentage of the
population so far, but their diagnosis requires continuous obser-
vation of the patient at night. Examples for that kind of disorders
include sleep-time breathing disorders such as asthma, snoring
or obstructive sleep apnea (OSA). For the diagnosis of diseases
like this, we recommend a neural network-based approach in
this work, which focuses on the detection of snoring, which can
be an important part of a system for monitoring sleep disorders
like the one we mentioned above. The recommended algorithm
is an LSTM-CNN that has already provided outstanding results
in similar applications.

Keywords-non-contact; snore-detection; deep-learning, recur-
rent neural network

Currently we build a camera based system with infrared illu-
mination that is able to monitor the respiration and movement
of the patient at night. Our basic goal is to be able to analyze
records from sleeping adults. Because breathing problems such
as apnea can occur during the sleep. Monitoring of sleeping
records is to analyze these problems. Snoring detection is
important for the detection and analysis of such respiratory
problems. This is because of the following: ”Snoring is often
associated with the sleep disorder called ”obstructive sleep
apnea”.

Fig. 1. In this figure we can see a summary of the recommended neural
architecture. The architecture includes 3 convolutional layers, a BiLSTM-
stack, a self-attention module, two linear layers, and a softmax layer.

The role of snoring in OSA analysis may be as follows:
”OSA often is characterized by loud snoring followed by

periods of silence when breathing stops or nearly stops.
Eventually, this reduction or pause in breathing may signal
you to wake up, and you may awaken with a loud snort or
gasping sound.” This means, that if we are able to monitor
breathing in non-contact way, (we are currently developing
for a camera-based solution as mentioned above), then the
loudness ananyzis combined with respiratory monitoring can
help diagnose OSA. The first step in this is to be able to detect
loud snoring. I will present a possible method for that in this
work.

I. METODOLOGY

In this work, I approached snoring detection as a two-
dimensional CNN-based spectrum analytical task, similar to
speech-to-text applications. I started from the architecture
introduced in [2] that was designed to classify the emotions of
speakers on audio material. I have made only minor changes
on the mentioned artickle. For example the followings: I
applied only 3 convolution layers immediately after generating
the spectrogram, with SELU activation functions, as this
activation function solves the so called ”dying-relu-problem”.
In addition we used only 2 layers of LSTM. The summary of
the modified architecture can be seen in Figure 1.

II. FUTURE WORKS

In the future, we must first evaluate the trained network on
a database that contains recordings of independent individuals.
Not only do we need to increase the length of the database, but
we also need to pay attention to diversity. We must not ignore
gender and racial diversity. If the performance on the indepen-
dent database is satisfactory, we can move on to integrating the
algorithm into our nighttime sleep monitoring system. If the
snoring detection algorithm provides adequate performance, it
can become an integral part of our sleep monitoring system
and greatly aid in the diagnosis of ”obstructive sleep apnea”
or other sleep disorders.
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Abstract—Upper limb wearable assistive devices have the
potential to help both healthy and impaired users. One group
of these devices aims to restore the movement of the human
wrist. There are multiple wrist exoskeletons in the literature
which have different design objectives and actuation methods.
Recently, exosuits made of soft materials have gained interest,
due to their potential for high strength to weight ratio, inherent
safety, comfort, and low cost. This paper provides an overview of
the existing wrist exoskeletons and also presents the main design
principles for building a soft wrist exosuit actuated by fabric
pneumatic artificial muscles.

Keywords-wearable devices; exosuits and exoskeletons; soft
actuators

I. INTRODUCTION

Upper limb wearable assistive devices can be useful in a
variety of scenarios. Healthy people can benefit from physical
assistance to avoid fatigue and muscle strain during repetitive
tasks or to augment their physical abilities. The physically
impaired can benefit from rehabilitation exercises or from
assistance for activities of daily living (ADLs).

II. STATE OF THE ART OF WRIST MOVEMENT ASSISTING
DEVICES

The wrist movement assisting devices in the literature can
be sorted into three main groups based on their mechanism:
rigid, compliant and soft devices [1]. The devices in each
category have some undesired behaviors or limitations which
provides opportunity for further improvements. The first group
includes the exoskeletons which consist of rigid links aligned
with the wrist. The main source of incorrect behaviour of these
devices is the misalignment of the mechanical joint and the
human wrist. The second group is for wrist exoskeletons with
embedded compliance. They allow less joint misalignment
than completely rigid devices, but lacks other benefits of
fully soft devices. The third group consists of soft wrist
movement assisting devices, also called exosuits which are
based on various actuation mechanisms. The cable-driven
wrist exosuits are low profile, but the friction buildup in the
cables makes control challenging. The shape memory alloy-
actuated wrist exosuit is also low profile, but it is limited
in its torque and range of motion. The McKibben artificial
muscle and the elastomeric pneumatic actuator-based exosuits
are lightweight but require somewhat bulky actuators, and the
textile pneumatic actuator-based wrist exosuits only consider
the pronation-supination degree of freedom.

III. PROPOSED WRIST EXOSUIT DESIGN

Fabric pneumatic artificial muscles (fPAMs) [2] are a re-
cently developed class of linear contractile actuator. They
are promising for application in soft exosuits because they

Fig. 1. The proposed wrist exosuit has four fabric pneumatic artificial muscles
(fPAMs) as actuators, which are attached to the forearm and the hand through
a fabric structural elements. The palmar view shows that the inflated fPAMs
promote radial and ulnar deviation. Side view showing that the inflated fPAM
at the dorsal side promotes wrist extension and at the palmar side promotes
wrist flexion.

are lightweight, fully compressible, and they have a near-
linear force-contraction relationship, low hysteresis, and a
short response time to dynamic inputs.

This paper introduces a novel soft wrist exosuit design
which is based on actuation by fPAMs (Fig. 1). The research
work is focused on exploring the applicability of this actuator
to move the wrist along a large range of motion in the direction
of flexion-extension and radial-ulnar deviation. The proposed
antagonistic muscle arrangement and the limited contraction
ratio of the fPAMs provide mechanical limits of the wrist
movement which makes the device inherently safe. A two
dimensional geometric model of the human wrist in the exosuit
can help to estimate the torque of the exosuit for different wrist
angles. The torque depends on the position of the attachment
points of the fPAM on the hand and forearm and it depends
on the applied pressure, length, and diameter of the fPAM.
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In 2008, the Exascale Study Group (ESG) issued a report
[1], where they listed four main challenges that had to be
solved to reach exascale systems, i.e. a system, which can
compute 1018 floating point operations in one second. The
main challenges: 1) power consumption: using the technology
of a system in 2008, would use 600 MW of power for this
performance. By today we managed to decrease this need
under 20 MW. 2) Speed and energy of data movement: the
time needed to move data in the memory, uses more time
than the time it takes to execute a floating point operation
on that data. 3) Fault tolerance: failures happen faster, than
checkpointing a job. 4) extreme parallelism: to compute at
a rate of 1 exaflop, it requires 1 billion floating point units
performing 1 billion calculations per second each. To over-
come several of these challenges, mixed precision computing
can be an extremely effective tool. By lowering the precision
of the data that we compute on, we also decrease the size
that we need to store, we can shrink the overall memory
footprint. With less data in size, we can reduce memory
and network traffic. With less communication, the previously
memory bound application might move closer to become
compute bound. Using the full compute power of a system,
but by executing more floating point operations per second,
we reduce the energy consumption and also the time to
compute. However, despite the advantages listed, we need
to be very careful when using mixed precision computing.
If we lower the precision of some data, then the solution
of the overall simulation may fall outside of the expected
error range. It is exceptionally important to understand the
numerical weaknesses of the application we want to modify.
We must carefully choose which data can we reshape in a
way, that the overall result’s validity is unchanged.

In the last few years, the use of mixed precision computing
has become a particularly prominent research direction. Two
Gordon Bell Prize winners: a climate simulation [2] and an
opioid addiction research [3] partially use decreased precision.
The best paper at the ISC’19 conference introduce some
algorithms in their GPUMixer project [4], which automatically
recognise kernels which might produce performance gain with
mixed precision, and they also test the proposed modifications
to validate the results. There are plenty of domain fields to use
mixed precision computing: from earthquake simulations [5],
to Linear solvers and numerical methods [6], [7] through
AI and deep learning [8] and mixed precision in-memory
computing [9].

The OPS and OP2 (Oxford Parallel libraries) projects are
developing open-source frameworks for the execution of struc-
tured and unstructured grid applications on clusters of GPUs or
multi-core CPUs. Although both DSLs are designed to look

like conventional libraries, the implementations use source-
source translation to generate the appropriate back-end code
for the different target platforms. Both DSLs can be viewed as
instantiations of the Æcute programming model, thus allowing
the examination of interactions between kernels. In our project,
we plan to utilise this additional information, by recognising
some additional patterns that might span between kernels. As
a baseline test, we hand tuned a CFD mini application to
explore the possible performance gain through mixed precision
computing in OP2. By halving the size of the most accessed
data set, we achieved a 1.13x (1.1x) speedup on CPUs (and
GPUs), compared to the speedup of a fully reduced sized
execution: 1.76x (1.44x).
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Abstract—Convolutional neural networks are commonly ex-
pected to be shift invariant, however multiple studies have
shown recently that this expectation is not always realistic.
In this progress report we will briefly review based on our
currently submitted manuscript to the 2022 ICPR conference[1]
the object centering bias present in commonly used datasets
and the effects of this bias and the non fully shift invariant
property of the convolutional neural networks combined. We have
also investigated semi-novel data augmentation and architectural
solutions which you can read about in more detail in the above
manuscript[1].

I. INTRODUCTION

During my main research in the PhD program the question
arouse whether training a neural network with the purpose
of semantic segmentation could be performed on sub-images
containing single objects roughly in the center of the sub-
image. Motivated by this question and the 2019 paper of R.
Zhang ”Making convolutional neural networks shift invariant
again”[2] we have investigated the phenomenon of object cen-
tering bias in a much broader sense, using multiple datasets,
neural networks and evaluation approaches. Our concepts and
methods are partially based on and motivated by the 2020
results of O. S. Keyhan and J. C. Gemert[3] and the 2021
results of Md. Am. Islam[4], but we believe that some of
the evaluation approaches we use and and some of the data
augmentation and arhitectural solutions we discovered and
validated are novel to the best of our knowledge.

II. THE OBJECT CENTERING BIAS

In the human vision system we have only one location,
the fovea centralis in our eye, where the density of the light
processing cones is significantly higher than the surrounding
regions and this area is responsible for our detailed, central
vision as well as main color vision. [9] Since we can focus
typically on only one region it is easier for our nervous
system to center the important elements in our field of view.
It is also more aesthetically pleasing to look at images where
the important details and objects are at the center [10]. This
evolutionary consequence of human behaviour can introduce
a significant bias in all human acquired datasets.

In our measurements we have presented evidence that this
bias holds true for popular training and evaluation datasets
such as MNIST, CIFAR, ImageNet and MS-COCO. We have
also measured the extent of the effects of this bias using
a specially designed dataset in which the position of the
objects is easily controlled and manipulated as needed and
using the popular U-net architecture[5]. These measurements
showed that training a convolutional neural network with
objects only present near the center of the image — as in case

of many popular datasets — could result in more than 10000
times worse performace with objects at the edges (without
any parts of the object leaving the image). We have also
made similar measurements using the ImageNet and MS-
COCO datasets and various popular architectures such as
VGG-16[11], DenseNet121[12], ResNet-50[8] and the Mask
R-CNN[6] architecture implemented in the Detectron2[7] en-
vironment.

III. MITIGATION OF THE OBJECT CENTERING BIAS

Following the baseline measurements which proved the
significance and strong impact of the object centering bias,
we designed and validated some data augmentation tech-
niques and simple architectural changes capable of almost
completely eliminating the effects of this bias with comparably
insignificant drawbacks at worst. For detailed description of
these methods and the validation please check the original
manuscript this progress report is based on[1]. However if
none of these techniques are applicable for a given network
we still recommend at least creating some test examples
containing objects at the edges and evaluating the network
on these samples separately.
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Abstract—Van Atta (VA) arrays are well known for their
retrodirective properties. In this paper full wave simulation
results are presented of an ongoing research. The engineering
of the particular (tightly coupled meander) group delay lines
are based on full wave simulation methods and their scattering
properties are also presented. The designed array is constitute
of 8 aperture coupled Minkowski fractal patch element per row
and operating at 10 GHz. The main purpose of this research is to
decrease the ripples near to the broadside of the structure without
increasing of the overall size. Ripple reduction could be achieved
via diffusing the wave at the specular direction. The constructed
VA array could be placed on UAV’s owing to its compact size
compared with other structures with identical RCS. This array
could also play an essential role in future validation purposes.

Keywords-Van Atta array, Meandered delay line, Microstrip
couplers, Aperture coupled microstrip antenna, Checkerboard
metasurface, Polarization rotator, Plane wave diffuser

I. RESULTS

During research HFSS solver were used as a numerical tool
for modeling: interconnections, radiator elements, unitcell
elements (AMC, polarization rotator).

The components of the overall design were modeled sepa-
rately, it was critical from optimization point. The separated
part were excited with lumped port excitation or floquet port
excitation.

The interconnection lines were initially designed based on
closed form equations [7]. Ultimately the complete structure
was excited with plane wave.

The efficiency of the structure was checked via bistatic RCS
patterns, it was turned out that the amplitude of the specular
wave and retrodirected wave are at the same power range in
the overall incident angle range.

Fig. 1. Van Atta array

II. CONCLUSION

The overall radiation properties of designed Van Atta array
is acceptable without the diffuser [7]. To the best of the

Fig. 2. Diffuser

author’s knowledge this structure is the first VA array that de-
ploys polarization rotators for RCS ripple reduction purposes
close to the boresight.
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Abstract—Nowadays, various neural networks are used very
successfully in solving many practical problems such as medical
image processing, facial recognition, stock market prediction,
weather forecasting, handwriting analysis (such as signature
verification) or self-driving cars. One of the most popular and
frequently used neural network is the convolutional neural
network, which performs particularly well in image processing
tasks. But neural networks can only be trained on huge data sets
with a lot of time and energy consumption to work properly. In
case of convolutional neural networks the main computation is
convolution. In this paper, we show a method, which can optimise
the neural networks.

Keywords-neural network; convolution; optimisation

I. INTRODUCTION

The basis of commonly used deep learning methods are
similar. The architectures apply a nonlinear transformation on
inputs and use what they learn to create statistical models
as outputs and the iterations continue until the outputs have
reached an acceptable level of accuracy. One of the most
commonly used deep learning methods is the convolutional
neural network. [1] [2] [3] [4]

II. CONVOLUTIONAL NEURAL NETWORKS

There are four main operations in convolutional neural
network:

1) convolution
2) non-linearity
3) pooling
4) classification

III. CONVOLUTION

In the case of convolution, we compute an element-wise
multiplication between two matrices and add the multiplication
outputs to get the final value which forms a single element of
the output matrix.

IV. ANALOG SOLUTIONS IN MACHINE LEARNING

The analog solutions in machine learning hardware plat-
forms can be faster and more energy efficient than the digital
ones. The wave physics is a candidate for building analog
processors for time-varying signals. The physical wave sys-
tems can be trained to learn complex features in temporal
data, using standard training techniques for neural networks.
For example in case of vowel classification on raw audio sig-
nals, achieving performance comparable to a standard digital
implementation of a recurrent neural network. [5]

Papp et al. demonstrate the design of a neural network
hardware, where all neuromorphic computing functions are
performed by spin-wave propagation and interference. They
envision small-scale, compact and low-power neural networks
that perform their entire function in the spin-wave domain. [6]

Fig. 1. Schematic setup of Hughes et al. [5]
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Abstract—In the last decade the need for new types of
computing architectures has risen. There are several proposed
architectures which are utilising the advantages of physics.
Our research is aimed at using coupled oscillators to perform
computation. These oscillators can be used as various devices,
such as logic gates or even as Hopfield networks. The computation
is driven by the couplings between the oscillators but the setting
of these couplings is not trivial to solve the tasks, so in order to
figuring out these values, we use machine learning to teach the
system to make the system converge to desired patterns. In the
results section, we show that we can set physical parameters for
a coupled oscillator system to solve pattern association tasks by
learning parameters of a system of ODE and also we compare
it with Hebbian learning to have a quantitative measure of our
process against a well-established learning algorithm.

Keywords-coupled oscillators, machine learning, circuit design,
ground state computing, pattern association

I. INTRODUCTION

Nowadays the need for alternative computing systems are
rising as we are about to hit a wall in terms of physical lim-
itation for CMOS devices.[1] Leveraging physics to perform
computations might be a solution to this problem apart from
several other methodologies.[2]

II. COUPLED OSCILLATORY SYSTEMS

We can create Ring-oscillators from basic electrical ele-
ments and using these, we can create dynamics systems which
can make computations based on the relative phase differences
of the oscillators to each other.[3] To this, we have a simple
system of ODEs as follows:

dV

dt
=

1

RC

(
f
(
PπV

)
− V

)
+

1

RiC
B′u+

1

RcC
C′V, (1)

This equation consists three parts in order of the right hands
side of the equation:
• Internal dynamics of the Ring-oscillators
• External dynamics of the connected voltage generators
• Dynamics of the coupled oscillators
Unfortunately for complex problems setting the couplings

parameters is not a trivial task, but it can be learnt using
machine learning.

III. MACHINE LEARNING FOR DESIGN

To do that, we created a Python package based on PyTorch,
which incorporates both the data handling for a supervised
learning and also with the help of another PyTorch package,
learn the parameters of the aforementioned ODE to simulate
our system.

(a) Proposed fully-connected circuit design by ML

(b) Circuit with existing Hebbian-learning based couplings

Fig. 1: On a) we can see the results of the fully connected
network trained by ML, while on b) we can see the results
of the system trained by the Hebbian-learning scheme. It is
evident, that the former performs better qualitatively, and also,
we calculated the mean-squared errors for the set, and for the
proposed network, it was 0.020, meanwhile for the Hebbian
it was 0.068, so our solution was more than 3 times better.
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I. INTRODUCTION

Markov Decision Process (MDP) is a general framework
that can be used in many practical applications where there is
an agent that is in interaction with its environment, and there
is a reward function that the agent needs to maximize [1].
Numerous algorithms have been proposed and are in use to
effectively solve MDPs (for example, [2]).

Partially Observable Markov Decision Processes (POMDPs,
[3]) represent situations when it is either impossible or too
costly to collect all information about the environment that
would be necessary to make a perfect decision. It has been
used in medical and healthcare, educational contexts, but sim-
ple robot control and automation problems can be described
using its formalism.

It is also a challenging problem, since many possible en-
vironment states have to be considered, hence straightforward
planning or model-based methods cannot be used.

This work is a preliminary report focusing on a special class
of POMDPs inspired by Reconnaissance Blind Chess [4]

Reconnaissance Blind Chess (RBC, [4]) is a variant of chess
where neither of the two players can see the other’s moves.
Instead, before each move, they can choose a 3 × 3 square
that is revealed to them (neither the location, nor the contents
of this square is not revealed to the opponent). There is no
concept of check, the goal is simply to capture the opponent’s
king.

This makes it necessary to develop an effective exploration
strategy: the agent has to figure out the location of opponent
pieces; on the other hand, it has to move in such a way so as
to minimize prediction on the opponent’s part.

This has obvious applications in any artificial or natural
competition where there is a limited window to observe the
others’ strategies.

We specifically focus on a class of POMDPs where the belief
is a multimodal distribution, i.e., it is not enough to keep track
of only one state, which is presumed to be a corrupted version
of the true underlying state of the environment, but instead
there are multiple distinct states with too high probability to
be simply ignored (Figure 1).

A. Related work

The traditional approach to solving POMDPs is to transform
the problem into belief-MDPs [5], [6], which are MDPs that
use the beliefs of the original problem as their state space.
Since this means an exponentially large state space, various
estimation techniques were developed [6]; however, these are
hard to generalize for continuous state spaces.

There are several attempts to solve POMDPs using deep
reinforcement learning techniques, by observation aggregation

0.5 0.5

Fig. 1. Illustration of the difference between the representations of marginal
and the joint distribution: the knight can move onto either of the two squares
with probability 0.5. However, just storing the probabilities for each piece for
each cell would imply that there is 0.25 change of the knight being at both
places at the same time.

[7] or recurrent models [8], however, these were not specifi-
cally designed for tasks involving multimodal belief. This can
result in undesired linear combinations of modes, i.e. instead
of keeping track of probable states, the model might keep
track of states of lower probability instead, corresponding to
combinations of two or more modes.
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(Supervisor: András OLÁH)
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Abstract—In 2021, more than five hundred thousand hectares
of land burnt down in the European Union due to wildfires.
Enabling authorities to prepare for an efficient firefighting by
detecting wildfires relatively early gains special importance due to
the negative, burn-invigorating effects of climate change. Satellite
based sensors, such as Moderate Resolution Imaging Spectrora-
diometer or Multispectral Instrument are able to monitor the
European countries from wildfire activity point of view, but only
via a compromise of spatial or temporal resolution. In case of
a natural environment, where such delay or sensitivity is not
acceptable, while the monitored area is spatially limited, wireless
sensor network based wildfire monitoring is a feasible alternative.

Due to the nature of such physical phenomenon, the network
has to meet two extremes: Maintain the network’s consistency
and energy during eventless periods, but inform the user about
occurring or prevailing events with minimal delay, while miti-
gating the loss destroyed of nodes.

To fulfill these requirements we propose application-specific
extensions of the Heterogeneous Disjoint Multipath Routing
Protocol to improve network stability, resiliency and failover,
coupled with an application-level protocol to monitor hazardous
events with spatial extent. To evaluate the proposed routing
protocol, we perform simulations, utilizing a cellular automaton
based wildfire model.

Keywords-wireless sensor networks; multi-path routing; wild-
fire; cellular automaton; event-driven; dependability; failure
tolerant

I. WILDFIRE MONITORING WITH WIRELESS SENSOR
NETWORKS

Wireless Sensor Networks (WSN) provide feasible alter-
native for wildfire monitoring, when near real-time sensing
is required for a spatially limited area. A WSN consists
of battery powered computing, sensing and communicating
nodes, that are able to monitor fire activity. Via the wireless
communication channel, WSN nodes convey this information
via their neighbors to a distinguished node called sink and
subsequently to the user.

II. APPLICATION-SPECIFIC ROUTING

The Heterogeneous Disjoint Multipath Routing Protocol
(HDMRP) by Hadjid et al. is designed to exploit nodes with
unlimited energy to construct multiple paths towards the sink
sparing battery powered nodes [1]. To fully utilize HDMRP’s
capabilities as the routing protocol for a WSN based wildfire
monitoring application, several enhancements are proposed:

• RSSI based path construction message filtering to stabi-
lize links

• Automatic Repeat Request Protocol with hop-by-hop
transfer to increase packet delivery
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Fig. 1. Partial path reconstruction: (a) Failing node F renders node I
disconnected from sink S. (b) Partial path reconstruction re-establishes node
I’s connection.

• Established path confirmation to ensure nodes are aware
of path-neighbours

• Partial path reconstruction to mitigate path failures caused
by node loss

III. SIMULATION

OMNeT++/Castalia was chosen as simulation framework,
with a wildfire model proposed by Alexandridis [2] and ex-
tended by Freire [3]. Original and enhanced HDMRP variants
were compared based on different simulation scenarios.
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Abstract—Because of improvements in learning technologies,
artificial intelligence communities have focused primarily on
question answering. To deal with the huge amount of data
available, early question answering models used rule-based ap-
proaches before moving on to statistical approaches. Statistical
techniques, on the other hand, have been demonstrated to under-
perform when dealing with the dynamic character and change
of language. Our goal is to create a Question Answering dataset
for Azerbaijani language, and to train various models on it. The
creation of the dataset will be helped by a Question Generation
model. We will use a model that is trained on multilingual data,
and see how it performs.

Keywords-keyword; Question Answering; M-BERT; Question
Generation; Question analysis; Natural language processing

I. INTRODUCTION

Question answering (QA) is a difficult task in natural
language understanding. Grasping the question and the en-
vironment in which it is formed is one of the most important
aspects of QA. The dynamic character of natural languages has
made quality assurance difficult [1]. As a result, data-driven
methodologies are now being used to answer questions. The
aim is to let the data, rather than the methods, do the majority
of the work in answering questions. This is owing to the vast
number of available text repositories question answering.

II. LITERATURE REVIEW

Since the 2011s [2], QA has been widely researched, fol-
lowing the success of intelligent QA systems, such as Siri and
Watson. The QA system, unlike typical information retrieval
(IR) systems, receives a user’s inquiry in natural language [3].
The system then provides the best relevant response to the
provided inquiry, ideally understanding the user’s true query
context and efficiently meeting the user’s information demands
[4].

CORPUS ANNOTATION METHOD

In this paper we will use Extractive Question Answering
method. For manually annotating the paragraphs we will use
Wikipedia Featured articles in Azerbaijani language because
it is public and well written. Each paragraph will have at least
5 questions and its answers. We will also cover the option
that the paragraph does not contain the answer to the asked
question. For annotating I will use the tool implemented by
Attila Novák, member of Natural Language Processing Group
at Pázmány Péter Catholic University, Faculty of Information
Technology and Bionics.

TRAINING THE MODEL

For training our model we will use Multilingual-MiniLM
model. Experimental data show that its monolingual model
outperforms state-of-the-art baselines. It preserves over 99
percent accuracy on SQuAD 2.0 and various GLUE bench-
mark problems, while only employing half of the Transformer
parameters and calculations of the instructor model. We also
get satisfactory performance using multilingual pre-trained
models and deep self-attention distillation [5]. This model also
can be trained to generate text. Therefore we can use this
model to generate questions.

Source: Adapted from [5]
Fig. 1: Cross-lingual question answering results on MLQA.

In the figure 1, F1 and EM scores are indicated. Results of
mBERT and XLM15 are taken from Lewis [6]. † indicates
results taken from Conneau [7]. The fine-tuned results of
XLM-RBASE are indicated with symbol ‡. MiniLM team
used SQuAD 1.1 as training data. It is indicated on Figure
1 that the 12x384 outperforms mBERT and XLM in terms of
performance. MINILM 6-layer also delivers promising results
[5].
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Abstract—The main task of our research is to train various
abstractive summarization models for the Arabic language. This
study presents the current phase of our research. There has
been little research on the Arabic language in the field of
abstractive summarization, so the first task in our previous
research was to collect data and create a corpus. After data
collection, we successfully fine-tuned transformer models with
different encoder-decoder architectures. In our experiments, we
tested the PreSumm and multilingual BART model. We achieved
a “state of the art” result in this area with the PreSumm method.
The present study continues this series of research. We extended
our corpus and managed to reach up to 50 thousand items, each
consisting of an article and its corresponding lead. We pre-trained
monolingual and multilingual BART model, in addition, we fine-
tuned the mT5 model for abstractive Arabic text summarization.
We did the experiments with limited resources and infrastructure,
however, most of our models surpassed the XL-Sum which is
considered to be state of the art for abstractive Arabic text
summarization so far. Our corpus will be released to facilitate
future work on abstractive Arabic text summarization.

I. SUMMARY

Abstractive summarization has become one of the key tasks
of language technology. Few people have dealt with Arabic
text summarization so far, since there was not an available
corpus. In our previous research[1], we created the first corpus
in the Arabic language for abstractive summarization, based
on this corpus, we fine-tuned various transformer models,
such as the PreSumm abstractive summarization method and
the multilingual mBART-50 model. To improve the perfor-
mance, we applied cross-lingual transfer. The setups included
M-BERT-based summarization models originally trained for
Hungarian/English and a similar system based on M-BART-
50 originally trained for Russian that were further fine-tuned
for Arabic.

In the present research, we extended the corpus for ab-
stractive Arabic summarizationthe to reach more than 50k
articles and their corresponding leads.We trained and fine-
tuned various abstractive summarization models for the Arabic
language. Those models are:

• The BART model [2] is a transformer model with an
encoder-decoder architecture developed by Fairseq (Face-
book AI Research Sequence-to-Sequence Toolkit)

• The mBART model [3] is a multilingual BART model
trained by applying the BART model training algorithm
to a large-scale monolingual corpus covering many lan-
guages.

• The mT5 model [4] is a multilingual variant of T5
that was pre-trained on the Multilingual Colossal Clean
Crawled Corpus (mC4) which covers 101 languages
including Arabic.

We evaluated system outputs using stemmed ROUGE-N and
ROUGE-L metrics, most of our models surpassed the XL-Sum
which is considered to be state of the art for abstractive Arabic
text summarization so far.
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Abstract—Data augmentation is a well-known technique which
is used in many machine learning algorithms. Two different
advantages are sought when using data augmentation. It can
be used to increase the training dataset by generating new
samples which can give a better representation of the data
distribution. Another advantage can be obtained from using data
augmentation is an increase in the invariance of the network
against any applied transformation. Feature invariance is only
beneficial in an inner class distribution where the features are
similar in all samples but many features are use for classification
where feature variance is the driving force behind any machine
learning classification algorithm. We will discuss a new method
which uses saliency map to prevent the invariance of neural
networks to certain regions in images enhancing the result of
many classification tasks.

Keywords-Neural network; Computer vision; Saliency map

I. INTRODUCTION

The performance of most modern machine learning algo-
rithms relies greatly on the quantity and the quality of the
collected dataset. When dealing with complex problems, large
datasets are bound to be collected where the samples should
cover the expected distribution of the dataset. Data collection
and annotation are expansive predisposition hindering the easy
usage of machine learning approaches.

Data augmentation transformations are applied to the sam-
ples of a dataset and the labels of the new samples are created,
in most cases keeping the same class of the original sample.
This approach create new data-points which correlate with the
original samples, but might cover unseen situations which can
add extra information to our model. In case of any image
classification task, we can rotate, scale and shift the images
and by this producing new images which can be used as new
images in our dataset covering a potentially real data scenario.
Class based data augmentation are the process of using data
augmentation transformation to create new samples with the
same labels.

Another sought advantage of data augmentation is elimi-
nating the Strong effect of image transformation over network
performance. The transformations of data augmentation, like
small shift, rotation, noise and etc, increase data invariance
and insure the a small perturbation over the samples won’t
affect the output of the network.

II. PROBLEM STATEMENT

Unfortunately neural network are susceptible to small per-
turbations as was demonstrate in [1], and [2] where they
illustrate over many cases that neural network performance is
sensitive towards small transformations which can be caused
by data augmentation.

In each input image, some regions can be more important
than other regions and modifying those pertinent regions can
alter the certainty of the output class, while transforming

those regions can enhance the samples which are try to cover
the distributions of the input regime. In the same image,
there might be background and unimportant regions which is
irrelevant to our model where the the neural network should
not be affected with any transformation over those regions.
Figure 1 illustrates this problem with two samples taken from
ImageNet.

Fig. 1: Two selected images from ImageNet representing the
problem of feature invariance in general. The left image is
labeled as band aid and the right image as space bar. The
objects determining the output class in this task occupy only
a small area of the input and this can cause problem in case
of invariance based data augmentation. The second image also
demonstrates how invariance could be task dependent. For
example the orientation of a keyboard and the space bar could
be arbitrary, but if the same image is used for letter recognition
the orientation of the letters can be important and upside down
letters are typically uninterpretable.

Many computer vision approaches use saliency map to
specify regions in the image to create data augmentation
transformations [3] or where the augmentation transformations
are adapted with the important regions which were extracted
from saliency maps [4], all of these approaches only assist
with combining two images to create new image without any
explicit restrictions which can impose feature invariance.
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Abstract—Deep learning algorithms are widely used tools
for medical image processing tasks due to their outstanding
performance and generalization capabilities. In this work, a
deep neural network was applied for the analysis of ventricular
function on echocardiographic recordings.
The implemented method significantly outperforms an experi-
enced medical doctor, and achieves comparable results to other
existing deep learning based methods for the prediction of
ventricular dysfunction.

Keywords-echocardiography, ventricular dysfunction, deep
learning

I. SUMMARY

Echocardiography is one of the most important modality
for the assessment of cardiac function. A standard measure
that can be extracted from echocardiogram recordings and
used for the prediction of cardiac dysfunction is the ejection
fraction (EF). The accurate prediction of this measure help us
to evaluate the patient’s condition, the risk of heart failure and
to select the right medical treatment [1].

The automatic assessment of EF and cardiac disfunction has
been widely researched [2]. Ouyang et al. have developed a
method that uses 2D echocardiograms and assess the left ven-
tricular EF by a deep learning based segmentation technique
[3]. Shad et al. used a hybrid, neural network, and optical flow
based algorithm to predict the future risk of right ventricle
failure. In [4] the authors developed a system to classify
low- and high-risk groups based on ventricular function using
unsupervised clustering methods and neural networks as well.

In our research we trained a deep neural network archi-
tecture using 2D echocardiogram recordings and the corre-
sponding right ventricle EF binary labels. The annotations
were acquired by medical doctors using 3D echocardiogram
recordings from the same patients.
The developed spatiotemporal convolutional neural network is
able to extract visual features from each frame as well as the
temporal change of the ventricle during a single heart cycle.

Our system significantly outperforms experienced medical
doctors in the task of ventricular dysfunction prediction in
both sensitivity and specificity. The results are comparable
to other state-of-the-art solutions [3], [4] but compare to
those, our model was trained on annotations acquired from
3D recordings, not 2D therefore it solves a more complex
task.
Beside the quantitative evaluation we applied a visualization
technique to explain the decision of the network (Figure 1.).

Fig. 1. Visualization of the network’s decision. Green regions were used
by the network to predict the EF, and red regions were the confusing ones.
In this sample the network focused mostly on the area around the tripuscid
valve as well as the myocardium of the left and right ventricle.
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Abstract—This paper introduces a novel method for estimating
and tracking an intelligent vehicle’s (IV) global 3DoF pose –
planar position and yaw orientation – by using its sparse 3D
measurements captured by a rotating multi-beam (RMB) Lidar
sensor and prior high-density 3D maps recorded with a Mobile
Laser Scanning (MLS) system. The introduced method consists
of two main steps: First, we estimate the vehicle’s global pose
by aligning its onboard RMB measurements to the appropriate
part of the static MLS map by a novel object based point
cloud registration algorithm. Next, we integrate the estimated
pose information into a constant velocity model based Kalman
filter (KF). By considering the vehicle dynamics in the KF, the
accuracy and the reliability of the global pose tracking can be
significantly improved, especially in scenarios with temporally
heavy occlusions, which is typical in urban environment.

I. INTRODUCTION

Recent scientific and engineering progress in autonomous
driving make us believe that cars will be able to drive
without human intervention in the near future. State-of-the-
art intelligent vehicles (IVs) are often equipped with rotating
multi-beam (RMB) Lidar sensors, as they provide accurate
3D geometric information about their environment with high
aquisition speed [1]. However, their captured point cloud data
is relatively sparse and inhomogeneous. To overcome these
limitations, Lidar based perception is often supported by pre-
recorded city maps that contain detailed environment and
road structure information. Mobile Laser Scanning (MLS)
platforms [2] may be effective candidates for this purpose pro-
viding dense, accurate and feature rich point clouds precisely
registered to a geo-referenced coordinate system.

The main motivation of this research is to improve on the
IVs’ often imperfect onboard perception by global MLS city
maps [3], [4]. In this context, Lidar-based localization and
accurate global pose tracking of the IVs appears as crucial
tasks.

II. THE PROPOSED METHOD

As a first step of our approach, we construct a segmented
environment model from the raw MLS point clouds in an
offline step. During segmentation, we remove all regions
which contain dynamic street parts (such as parking cars) and
ghosts caused by independent object motions [2] and keep
only point cloud regions belonging to empty street segments.
Then, we analyse the RMB Lidar’s measurement flow in
real-time, performing the following main steps: First, starting
from a poor GPS-based position, we align the actual RMB
measurement frame to the static MLS map, using a fast object
based registration algorithm [5], and calculate the global 3DoF
pose (planar position and yaw orientation) of the vehicle based
on the alignment results. Although this method [5] works
robustly with a large number of outlier objects, its accuracy
is limited in significantly occluded environments where no

Fig. 1. Limited perception of an RMB Lidar sensor during an urban drive,
with extreme temporal occlusions caused by other traffic participants (bus,
tram)

alignable static objects are perceived by the IV (see Fig.
1). To deal with these temporal inaccuracies, we integrate
the estimated pose information in a Kalman-filter (KF) based
dynamic model, and predict the current poses of the IV based
on its previous movements and states.

The proposed methods effectively combines the results of
the point cloud alignment step with the KF based dynamics,
therefore it is able to achieve accurate and reliable global pose
tracking for the IVs, even in heavily occluded environments.
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